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Abstract 
This dissertation focuses on Twitter sentiment analysis related to COVID-19 vaccines 

in English and Greek language. This dissertation was written as part of the MSc in Data 

Science at the International Hellenic University. 

The COVID-19 pandemic caused by the coronavirus SARS-CoV-2 originated in China 

in December 2019 [1]. The virus has infected and killed thousands of people according to 

the World Health Organization (WHO) has announced the COVID-19 outbreak as a 

pandemic that has hit the world [2]. An end to this pandemic can bring a worldwide 

vaccination campaign. However, vaccines have traditionally been met with public fear 

and hesitancy. During the lockdown imposed to many countries, people spent hours every 

day on social media platforms sharing their opinions and expressing their feelings. As a 

result, Twitter has become a valuable main resource for gathering information about 

people’s emotions towards SARS-CoV-2 vaccination. Extracting useful knowledge from 

naturally written texts is important for governments and health experts to understand 

people’s beliefs and establish effective campaign ideas, to increase vaccination 

acceptance. Therefore, the sentiment analysis process of classifying opinions towards 

vaccines like “positive”, “negative” or “neutral” can yield remarkable findings. 

To be more precise, the goal of this study is to classify people who are in favor or 

against vaccination, as well as people’s preferences for the three types of vaccines (Pfizer, 

Moderna, AstraZeneca) that are available today. Luckily, this task can be automated with 

the power of Machine Learning (ML) and Natural Language Processing (NLP). Twitter 

data have been retrieved in portions at different points of time during a period of seven 

months using Python programming language. After data preprocessing, the sentiment 

analysis was conducted using TextBlob, Valence Aware Dictionary and sEntiment 

Reasoner (VADER), AFINN and NRC tools. Graphical representation and performance 

analysis with state-of-the-art models (Logistic Regression, Decision Tree, Random 

Forest, XGBoost, and SVM Classifier) have been conducted on the tweets. 

Our results indicate that when using English ‘summer’ tweets from Twitter with 

TextBlob as a sentiment analysis tool, DT is the ML algorithm that gives the highest 

accuracy equal to 97.99% and F1-Score equal to 97.98%. In the autumn period, DT 

demonstrates again the best performance with an accuracy equal to 97.94%. The accuracy 

rate was slightly reduced to 0.05%. When examining the classification performance 
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results for the Greek language dataset, it is observed that the algorithms have the ability 

to distinguish better in the Greek language when a tweet has a positive, negative or neutral 

mood. DT was again the winner with 99.89% accuracy and 99.88% F1-Score. Regarding 

the autumn period, the performance of DT improved by 0.03% reaching 99.92%. 

 

Keywords: COVID-19, Pandemic, CoronaVirus, Twitter, Sentiment Analysis, Data 

Mining on Twitter, Machine Learning 
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1. Introduction 
 

Twitter is one of the most popular social media platforms which has over 300 million 

accounts and the numbers are rapidly increasing daily [3]. Millions of people give their 

opinion on different topics on social media platforms, still, Twitter is the richest source 

to learn about people’s opinions and sentiment [4]. Sentiment-aware systems these days 

have many applications from business to the social sciences [5]. Coronavirus, known as 

COVID-19 has been one of the most discussed spreading diseases worldwide. 

To control this treatment, several vaccines have been developed and approved. Less 

than 1 year after the declaration of the pandemic, the Pfizer vaccine was the first to get 

approved for the widespread use and more specifically it was authorized for use in the 

United Kingdom on 2 December 2020 [6]. Marcec, and Likic investigated that the 

Western world relies mostly on messenger RNA (mRNA) vaccines developed by Pfizer 

and Moderna, as well as on the ChAdOx1 vaccine from AstraZeneca/ Oxford. However, 

the low acceptance and worries about the efficacy of vaccines are also present due to the 

poor and insufficient information that people have, which is significantly influenced by 

social media use [7]. 

Therefore, it is vital to learn and analyze users' comments and reviews on vaccines to 

help health staff and government organizations to get benefit from those data. Even 

though vaccines have been tested and their safety and effectiveness are confirmed by 

medical scientists, a significant number of people are still hesitant about them.  

Hence, we decided to look at the feelings of people, derogatorily called anti-vaxxers, 

separately. For each tweet, it is important to determine whether its emotion is positive, 

negative, or neutral. Also, an issue that creates difficulties in its analysis is the limitation 

of 280 characters, which in addition to words, letters, numbers and symbols, may also 

contain icons, the so-called emojis, which complicate the analysis of the text.  

As social networks, especially Twitter, contain small texts and people may use 

different words and abbreviations which are difficult to extract their sentiment by current 

NLP systems easily, thus some researchers have used deep learning and Machine 

Learning (ML) techniques to extract and mine polarity of the text [8].  

Text mining is an important issue that analysts are constantly asked to address. Some 

ML techniques, such as the various supervised and unsupervised algorithms, are common 



11 
 

tactics. Summary approaches are plentiful. One approach could be to rank the meaning of 

the sentences within the text and then create a summary for the text based on the 

significant numbers. A different approach is called end-to-end productive models. In 

some areas such as image recognition, and question-and-answer, the second method 

works better [9]. 

In this study, sentiment analysis on Twitter data has been conducted for monitoring 

public opinion, regarding COVID-19 vaccines. Four NLP lexicon-based approaches 

(TextBlob, the Valence Aware Dictionary and sEntiment Reasoner VADER, Afinn and 

NRC, along with five ML models (Logistic Regression (LR), Decision Tree (DT), 

Random Forest (RF), XGBoost Classifier (XGB) and Support Vector Machine (SVM)) 

have been used for sentiment analysis.  

TextBlob is a successful tool in which we can implement NLP easily and quickly. On 

the other hand, Vader is a lexicon and rule-based sentiment analysis tool which is very 

good when dealing with social media data. Afinn is also the simplest yet most popular 

lexicon used to perform sentiment analysis. It would be interesting to detect and classify 

emotions in tweets, such as happiness, fear and trust, which have the potential to improve 

citizens’ and society’s understanding. That’s why we chose the NRC Sentiment and 

Emotion Lexicon.  

We would like to test which of the four classifiers gives the best result. The idea 

behind choosing the five ML models is that we wanted to try all the classifiers on the 

dataset ranging from simple ones to complex models and then try to find out the one which 

gives the best performance among them. The results revealed people’s feelings to devise 

relevant policies to increase the acceptance of COVID-19 vaccination. 

 

1.1 Aims and Objectives 
 

The purpose of this thesis is to apply ML techniques and sentiment analysis to predict 

people’s sentiments about vaccination. The main goal is to identify the best-suited model 

to perform a sentiment analysis on our Twitter data regarding the Covid-19 vaccines and 

find out the sentiment’s polarity from the data to show the distribution of the sentiments 

as follows: positive, negative and neutral. In this thesis, multiple ML techniques were 

applied to 246.626 English tweets and 99.315 Greek tweets, which were extracted from 
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Twitter between 25–05–2022 and 30–11–2022, divided into summer and autumn periods. 

A literature study and an experiment were set. Time-series analysis was performed to 

obtain daily sentiments. 

 

1.2 Contributions 
 

The key contributions of this thesis are summarized as follows: 

i) A collection of two COVID-19 vaccination datasets, one in English and one 

in the Greek language, pre-processing and feature extraction were conducted 

as detailed in Chapter 3. 

ii) Sentiment analysis on Twitter data was performed using four NLP approaches 

(TextBlob, VADER, Afinn and NRC) as described in Chapter 4. 

iii) Training and testing five ML models and comparing them, as presented in 

Chapter 5. 

iv) Evaluation of the five ML models for sentiment prediction and fine-tuning of 

the best-performing model as discussed in section 5.8. 

 

1.3 Thesis Outline 
 

Chapter 1 contains an introduction to the main subject along with the problem 

definition. Some fundamental concepts and tools, needed for the comprehension of the 

rest of the dissertation, are explained in Chapter 2. An overview of the sentiment analysis 

literature with a focus on vaccines and related published work of other scientists is also 

provided. Chapter 3 elaborates on the proposed research design, as well as the 

preprocessing part of the study. The implementation of the sentiment analysis is presented 

in Chapter 4, while Chapter 5 analyzes the experimental results and the trend of 

sentiments expressed on Twitter. Finally, Chapters 6 and 7 contain conclusions, 

challenges and future directions. 
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2. Background 
 

2.1 Literature Review 
 

Knowledge Discovery in Databases (KDD) is a dynamic field of research, which 

combines the use of databases with Statistics, Artificial Intelligence, Expert Systems and 

Data Visualization [10]. The purpose of the KDD is to find the knowledge that we wish 

to be neither expected nor used to and whose existence we did not even know until the 

moment we discovered it. This knowledge can be relationships, trends and patterns that 

concern all data. Its ownership and use in guiding decisions concerning future activities 

can be decisive in creating some benefit or advantage that will bring greater financial 

gains, security, etc. «The secret of success is to know something nobody else knows – 

Aristotle Onassis» [11]. 

The areas of activity in which the knowledge discovery is applied are many such as: 

Banks: Promotion of banking products to customers. 

Supermarket: Installation of products on the shelves with such combinations to increase 

sales.  

Financial companies: Stock progress forecast from historical data [12]. 

Medical: Finding new factors that affect diseases [13]. 

Meteorology: Better prediction of tomorrow's weather. etc. 

 

“Sentiment analysis or opinion mining is the computational study of opinions, 

sentiments and emotions expressed in the text” [14]. Opinion and sentimental mining are 

important to research areas considering the huge number of daily posts on social networks, 

extracting people’s opinions is an ambitious task. About 90 percent of today’s data has 

been provided during the last decade and getting insight into this large-scale data is not 

negligible [15]. 

Sentiment analysis has many applications for different areas in business, for example, 

for receiving feedback on products and services through which companies can learn user 

comments and reviews on social media, and rapidly improve their products or services 
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offered to consumers. For large texts, one solution could be to understand the text, its 

summary and its weight whether its content is positive or negative, or neutral. Two 

fundamental approaches are the extraction method and the subtraction method. In the 

export method, words and word phrases are extracted from the original text to create a 

summary. In the subtraction method, an attempt is made to create an internal linguistic 

representation and then to create a summary that is more like a human summary. 

 

On Twitter, bots are accounts that are operated automatically to post, retweet, or reply 

and may vary in sophistication from simply reposting links to certain (often malicious) 

Web pages to more sophisticated masquerading of humans aiming to alter the discourse 

of a topic [16]. Therefore, the emergence of Twitter bots influencing social media 

conversations about public health threats requires researchers and practitioners to develop 

new communication strategies considering their influence. 

Studies have shown that bots on social media (i.e., social bots) can influence opinion 

trends by posting a substantial number of automated messages. Zhang, M., Qi, X., Chen, 

Z., & Liu, J. [17] revealed that 8.87% of the users were social bots, with 11% of tweets 

in the corpus. A total of 314,342 vaccine-related tweets from 11 December 2020 to 31 

August 2021, were obtained. Bot analysis discovers that 1.45% of the corpus users were 

identified as likely bots which produced 4.59% of all tweets [18].  

Mønsted, Sapieżyński, Ferrara, & Lehmann [19] conducted a large-scale information 

diffusion experiment on Twitter using social bots to deliver intervention-related 

messages, including a message to encourage users to vaccinate. Broniatowski et al. [20] 

analyzed the messaging patterns and effects of known Russian troll accounts and limited 

samples of detected social bots within various online vaccination conversations from July 

2014 through September 2017. It discovered that accounts classified as bots posted 

vaccine-related content at higher rates than average users but provide equal attention to 

both pro- and anti-vaccination sentiment. 

 

Lexicon-Based Approaches 

The sentiment analysis operation regarding the ongoing vaccinations around the globe 

was done by using three different Lexicon-Based approaches: TextBlob, Vader, Afinn 

and NRC. The goal is to find out the sentiment’s polarity from the data to show the 
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distribution of the sentiments as follows: positive, negative and neutral. NRC extracts 

the emotions behind the words and categorizes them into the following: fear, anger, 

anticipation, trust, surprise, positive, negative, sadness, disgust and joy. They have 

differences in the way they calculate the polarity scores of a text, which makes them have 

different results. An exhaustive comparison of these four methods was applied. 

 

TextBlob 

assigns scores to each word and it calculates the overall sentiment by taking the average 

of these scores. For each word, there is a sentiment score (how positive/negative/neutral 

are they) and a subjectivity score (how opinionated are they). A positive polarity score 

indicates that the tweet has a positive sentiment, while a negative polarity score shows 

that the tweet has a negative sentiment. In the case, that the polarity score equals zero, the 

tweet is considered neutral [21]. The subjectivity range is 0 to 1, where 1 is the most 

subjective and 0 is the most objective. We stored the sentiment of our cleaned data in a 

field in our database called “sentiment_TextBlob” and the subjectivity in a field called 

“subjectivity”. 

 

Vader (Valence Aware Dictionary for Sentiment Reasoning) 

is another popular model for sentiment extraction in the domain of social media that takes 

into account the intensity of the sentiment [22]. The idea of this model is that it returns a 

sentiment rating to each word of the text. Then, summing and normalizing these ratings 

the compound score that indicates the sentiment score of the text is provided. The 

compound score range lies between -1 (intense negative sentiment) and +1 (intense 

positive sentiment). The sentiment is considered negative if the compound score <= -

0.05, neutral if the compound score is in the range (-0.05,0.05) and positive if the 

compound score >=0.05 [23]. 

 

Afinn 

is based on the Affective Norms for the English Words lexicon (ANEW) proposed by 

Bradley and Lang [24]. It is a lexicon of English terms labeled manually by Finn Arup 

Nielsen [25] with a score in the range [-5,5]. A positive score specifies a positive emotion, 
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a zero score is a sign of neutral sentiment, and a negative score indicates a negative 

emotion. 

 

NRC Sentiment and Emotion Lexicon 

proposed by Mohammad and Turney (2013) and originally called EmoLex. It considers 

each word to be one or a combination of multiple moods, including eight basic emotions 

(anticipation, sadness, disgust, joy, anger, surprise, fear and trust) and two sentiments 

(positive and negative). The NRCLex library measures the emotional effect of a body of 

text. These emotions can offer additional insights. The library is built using approximately 

27,000 words (Affect dictionary) and is based on the National Research Council 

Canada (NRC) affect lexicon and NLTK library’s WordNet synonym sets [26]. 

 

Supervised Learning or Inductive Learning in which, given the existence of a finite 

set of examples of entry that are characterized by some price (continuous or distinct), is 

called for the construction of a function. This function not only approaches the input data 

correctly but also generalizes as well as possible to new examples. 

 

Classification Algorithms: 

Logistic Regression (LR) 

The supervised ML classification algorithm Logistic Regression is used to predict the 

likelihood of a target variable. The logistic function, also called the sigmoid function is 

an S-shaped curve that can take any real-valued number and map it into a value between 

0 and 1. In general, Logistic Regression refers to binary logistic regression with binary 

target variables, but it can also predict two additional types of target variables [27]. 

 

Decision Tree (DT) 

Decision Tree is a rule-based supervised ML algorithm used in both regressions, as well 

as classification problems [28]. It is a tree-structured classifier, where internal nodes 

represent the features of a dataset, branches represent the decision rules and each leaf 

node represents the outcome. While the node at the top of the decision tree is the root 
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node [29]. The advantages of Decision Trees are that they are simple to understand and 

interpret and require little data preprocessing. However, Decision tree learners can 

create over-complex trees that do not generalize the data well and can be unstable. 

 

Random Forest (RF) 

Random Forest is an ensemble learning method for classification. It builds decision 

trees on different samples of the given dataset and takes the average to improve the 

predictive accuracy of the dataset. The greater number of trees in the forest leads to higher 

accuracy and prevents the problem of overfitting. One of the most important features 

of the Random Forest Algorithm is that it can handle the data set containing categorical 

variables and usually performs better results [30]. 

 

XGBoost Classifier (XGB) 

Extreme Gradient Boosting (XGBoost) is a distributed Gradient Boosted Decision 

Tree (GBDT) ML algorithm that is scalable. It is very efficient for classification and 

includes parallel tree boosting. The XGBoost creates new models to predict from 

previous models. Then, the models are combined to establish a final prediction and the 

loss is minimized. It can assist in tuning the model and in algorithm enhancement [31]. 

 

Support Vector Machine (SVM) 

Support-vector machine (SVM) model is a supervised learning model that analyzes data 

for classification. Original training data is transformed to higher dimensions using a 

non-linear mapping function. In higher dimensions, it searches for the linear optimal 

separating hyperplanes (i.e. decision boundary) using support vector margins. It is 

capable of handling both linear and nonlinear data [32]. 

 

Performance Evaluation Metrics 

To analyze and compare the results of our five classification models, different metrics 

were used as evaluation criteria. In this work, we incorporated Accuracy and F-score to 

assess the algorithms, but we also provided the short definitions of Precision, Recall or 
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Sensitivity and Specificity, since they are essential for the computation and definition of 

Accuracy and F-score [33]. 

 

Accuracy, as described by Kotsiantis [34], is “the fraction of the number of correct 

predictions over the total number of predictions”. 

Accuracy =  
 

 
 

 

Precision shows the proportion of how many instances the model classified correctly to 

the total number of true positive and true negative examples. In other words, precision 

shows the exactness of the classifier with respect to each class. 

Precision = 
 

 
 

 

Recall or Sensitivity represents the proportion of how many instances the model 

classified correctly as positive to the total number of true positives and false negatives. 

Recall shows the completeness of the classifier for each class. 

Recall = 
 

 
 

 

Specificity represents the proportion of how many instances the model predicted correctly 

as negative to the total number of true negatives and false positives. While Sensitivity 

measure is used to determine the proportion of actual positive cases, which got predicted 

correctly, Specificity measure is used to determine the proportion of actual negative cases, 

which got predicted correctly. 

Specificity = 
 

 
 

 

F-Score is defined as the harmonic mean of precision and recall. 

F1-Score = 2 
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where TP stands for True Positive, FP for False Positive, FN for False Negative and TN 

for True Negative [35]. 

 

2.2  Related Work 
 

During the pandemic, many researchers tried to find and understand the attitude of 

people associated with vaccines which seemed to have many aspects. They also tried to 

find out if there is a preference for any of the available vaccines. Therefore, it is worth 

looking at these studies and finally comparing our results with them. It makes sense to 

discover if over time and as the coronavirus is eliminated, people's feelings about the 

vaccine change. Another issue that is important to explore in related papers concerns ML 

(ML) algorithms and Lexicon-Based approaches. 

Sentiment analysis on tweets written in the English language is more common. 

However, Kapoteli et al., [36] identified the emotions of both English and Greek tweets 

during the period between May 19, 2021, and November 19, 2021. In the first step, to 

represent the text as numerical vectors three different techniques were applied: (i) Term 

Frequency - Inverse Document Frequency (TF-IDF), (ii) Word2Vec and (iii) BERT, 

which is a new language representation model introduced in 2018 [37]. The BERT model 

performed better, so their analysis was then based on that. Studying English tweets, they 

noticed that most of the emotions were neutral in the first months of the period they 

researched, but as time went on, negative emotions increased. Negative emotions also 

prevailed in Greek tweets. 

It is also worth considering the work of Asderis [21], who explained in detail the two 

most common Lexicon-Based approaches: TextBlob and VADER. His study is based on 

Twitter data related to Covid and specifically used the hashtags of the most common 

vaccines: Pfizer, Moderna, AstraZeneca and Johnson&Johnson. In addition, he used 

hashtags that refer to anti-vaxxers. TextBlob has classified most tweets as neutral, 

regardless of the hashtag and are followed by positive emotions. Tweets related to anti-

vaxxers show more negative sentiments compared to other hashtags daily. Taking into 

account the VADER approach, interesting conclusions emerge. Anti-vaxxers have a high 

rate of negative emotions. Only AstraZeneca seems to have neutral emotion as dominant. 

The rest of the vaccines seem to be more likable as they have more positive emotions than 
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negative or neutral ones. With all this in mind, it was confirmed that TextBlob and 

VADER produce different results. As the author of the paper found in further analysis, 

about 50% of the tweets were ranked with the same sentiment by the two Lexicon-Based 

approaches. 

Marcec and Likic [38] conducted a Twitter sentiment analysis to identify differences 

between the AstraZeneca, Pfizer and Moderna vaccines. The tweets were collected from 

December 1, 2020, to March 31, 2021. The data was annotated using the Affin lexicon-

based approach. The results of this study showed that most tweets related to Pfizer and 

Moderna were labeled as positive. This trend did not change during the four months. On 

the other hand, the negative feeling corresponds to the AstraZeneca vaccine, which has 

increased greatly during this period. The side effects of this vaccine that appeared at that 

time caused negative reactions in people. 

Shamrat and Chakraborty [39] also implemented a study aimed at understanding 

people’s feelings about the three most popular vaccines. Using the Twitter API, they 

exported 30,000 tweets with the corresponding hashtags (#Pfizer, #Moderna, 

#AstraZeneca). After pre-processing the data, they used KNN (K Nearest Neighbors) 

algorithm to classify it into positive, neutral and negative. Most of them were classified 

as negative and only a small percentage were classified as neutral. To be more specific, 

most of the tweets that mentioned Pfizer or Moderna had positive content. On the 

contrary, most of the tweets that referred to AstraZeneca had negative content. 

Considering the previous study, it is confirmed that people do not support AstraZeneca 

like other vaccines. 

Α very exhaustive sentiment analysis was accomplished in the paper [40]. This study 

was based on data from 2021 and early 2022. The authors sought to observe how people’s 

feelings about vaccination changed during this period. Evaluating the three Lexicon-

Based approaches mentioned above, TextBlob was the one that produced the best results. 

Subsequently, Logistic Regression and Decision Tree achieved 93% accuracy. The 

performance of the models was not so good when they were trained in data annotated by 

Vader or Afinn. They concluded that regardless of the season, most tweets had a neutral 

sentiment. However, in 2022 the number of negative emotions was higher than in 2021. 

It will be interesting to consider if this trend continues, in other words, if negative 

emotions continue to increase during 2022. 
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Another notable work was implemented in a paper [41] based on Twitter data from the 

first Covid-19 vaccination announcement over one month. The aim was to determine the 

general opinion of the people about the start of the vaccination campaign. To have a 

sample for the training set, they manually labeled 1,00% of the dataset with labels: favor, 

against and neutral. Most tweets were annotated as neutral. ML and Deep Learning 

models were trained in this dataset and their performance was evaluated with precision, 

recall, F1-score and accuracy. BERT was the winner and suggested that the highest 

number of tweets were classified as neutral. Since this study was conducted at the 

beginning of vaccine implementation, it is worth comparing these findings with our 

results and looking at how emotions have changed now that two years have passed. 

From November 23, 2019, to May 15, 2020, Rahim & Rafie [42] conducted another 

Twitter emotion analysis of the Covid vaccine. Using the Twitter API, a total of 105,965 

tweets were collected and after cleaning and preprocessing the data, TextBlob classified 

them as positive, negative and neutral. The majority class was negative as 41% of the 

tweets were labeled as negative. Only 20% were annotated as positive. Next, SVM models 

with RBF (Radial Basis Function) and polynomial kernel classified the data. SVM with 

RBF kernel achieved the highest accuracy of 91% in contrast to the polynomial which 

reached 87%. 
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3. Data & Methodology 
 

Figure 1: Flowchart of research design 

 

 

 

 

 

 

This view was inspired by typical database systems, data warehousing, ML and statistics 

communities. 

 

3.1 Connection to Twitter and API key generation 
 

The tweets are imported from Twitter using the API keys provided by the Twitter 

Developer Account we created. More specifically, elevated access is needed for the 

retrieval of many up-to-date tweets for the Covid-19 vaccines. 
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3.2 Data Collection 
 

Data in the form of raw tweets is extracted by specifying keywords to search for in the 

tweets. We defined two functions named get_en_Tweets(keyword) and 

get_el_Tweets(keyword) for the collection of English and Greek tweets respectively. 

Calling them several times with the following keywords, we managed to download 

246.626 English and 99.315 Greek tweets. The choice of the respective hashtags was 

made based on the hashtag’s popularity on Twitter. For each search, the more recent 

tweets are selected for the collection. 

Table 1: Hashtags list for tweet search 

 
 

COVID-19 Vaccination Topic 
 

#vaccine, #COVID19Vaccination, #Antivax, 
#antivaxx, #antivaxxers, #GetVaccinated, 

#CovidVaccine, #Covidiots, #VaccineSideEffects, 
#VaccineDeath, #Pfizer, #AstraZeneca, 

#Moderna, #εμβόλιο (=vaccine), #ανεμβολίαστοι 
(=unvaccinated), #εμβολιασμένοι (=vaccinated), 

#κορονοιος (=coronavirus), #κρούσματα (=cases), 
#πανδημία (=pandemic) 

 

From 25 May 2022 to 30 November 2022 we acquired them in portions at different 

points in time. In addition to the posted text, the following 15 fields are included:  

 

Table 2: The fields of the retrieved tweets data frame 

Fields Information 

created_at The created Timestamp of tweet 

tweet_id The unique URL/ID of tweet 

screen_name Twitter user's name with @user 

name Username of person 

description A small description of user 

account_creation_date Created date of user's account 

location User's location: city, country 

urls A list with some URLS of tweet 

n_followers Number of followers of user 
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n_retweets Number of retweets of this tweet 

hashtags A list with hashtags & each indices (character’s 
position inside tweet) 

source Source of tweet 

favourites Likes/favourites of tweet 

account’s tweets The number of tweets (including retweets) issued 
by the user 

keyword Keyword to search relevant tweets 

 

3.3 Data Storage 
 

After collecting these data and merging them into two different panda data frames, one 

for English and one for Greek tweets, we saved them in pickle files. Then, we connected 

with MySQL and created a database with two tables (“english_tweets” and 

“greek_tweets”) to store my Twitter data. A cursor object was created allowing me to 

execute SQL statements. We used df.to_sql() command to insert the data into the correct 

table in my database using the sqlalchemy library. The columns “hashtags” and “URLs” 

were converted from lists to strings, to be inserted correctly in the database table. The 

next step was to export the Twitter information as an Excel file. 

 

3.4 Data Preprocessing 
 

The preprocessing of the data is a crucial step as it elects the efficiency of the other 

steps down the line. It involves syntactical correction of the tweets as desired. The steps 

involved should aim for making the data more machine-readable to reduce vagueness in 

feature extraction [43]. The steps that were applied to English tweets are given below: 

1) As there is no limit to the number of times a tweet can be retweeted, we removed 

retweets because they contain duplicate content that could skew our analysis. A 

retweet is when someone shares someone else’s tweet. It is similar to sharing on 

Facebook (reposts). So, retweets were filtered out. Another way we could do this 

would be if we set tweet_id as the primary key to prevent duplicates. In this way, 

204.533 English tweets and 61.109 Greek tweets remained. 
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2) Converting datetime to date for the columns “created_at” and 

“account_creation_date” of our data frame. 

3) Expand Contractions. They are words or combinations of words that are 

shortened by dropping letters and replacing them with an apostrophe. It is a useful 

preprocessing step as the words play an important role in sentiment analysis [44]. 

4) Applying lowercase which means converting all letters to lowercase. 

5) Removing URLs, user’s mentions, hashtags, punctuations, digits & emojis 

using regular expressions, since those terms don’t provide meaningful context 

for discovering inherent topics from the tweet.  

6) Removing stop words, which are commonly used words that do not contribute 

much to the ML model. This allows us to focus on the important words instead. 

7) A necessary NLP technique that we used is Tokenization. It is the process of 

breaking down a tweet into words [45]. 

8) Another significant NLP technique was Lemmatization. It is a method that 

converts words to their lemma or dictionary form by using vocabulary and 

morphological analysis of words. To achieve an effective lemma or root meaning 

of the word using WordNetLemmatizer, the input word must be passed in 

lowercase to the WordNetLemmatizer algorithm to achieve accuracy [46]. 

For Greek language tweets, a different smaller preprocessing was applied to the 

tweet_text. We didn't remove punctuations, hashtags and emojis because they might hide 

some important different emotions if we removed them. Therefore, it is deemed necessary 

to keep the Greek tweets in the text as they are, as the Greek language may suggest more 

hidden meanings and inferences leading to the more efficient categorization of the tweets 

into positive, negative or neutral. The pre-processing stage of Greek tweets should not be 

as strict as that of English ones. We used a stopwords list provided by the Natural 

Language Toolkit (NLTK) library and a list of Greek stopwords [47]. 

Although another attempt was to implement the same pre-processing steps, which 

were applied to English tweets, as it was useful to compare these two different 

preprocesses and draw our conclusions about the correct classification of Greek tweets. 

This stricter pre-processing also helped us find the most common words and hashtags in 

Greek tweets. If we retained punctuation marks, hashtags, and emojis, the word clouds 

we would create would contain words that wouldn't add any important information to our 

charts. 
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3.5 Feature Extraction - Story Generation and 
Visualization from Tweets 

 

Choosing an appropriate feature set is the most critical part of any ML algorithm. We 

provided a short description of all the features used, as well as our intuitive argument 

behind each feature.  

From the number of followers of every user, we could understand which of our tweets 

belongs to a user that has a low, medium, or high twitter audience. Thus, we included a 

new variable called ‘user_audience_category’. Dividing the users into three buckets: less 

than 300 followers, between 300 and 10.000 followers and over 10.000 followers, also 

allowed us to understand the size of the audiences the messages reach. This breakdown 

was made after observing the number of followers of our tweets and searching on Twitter 

for the average number of users’ followers. As Carly Fiorina said, “The goal is to turn 

data into information, and information into insight”. Hence, we should extract features 

from data and transform them into formats that are suitable for ML algorithms.  

From Figure 2 we notice that the size of influence each user has is medium as most 

users who post tweets have a medium number of followers (between 300 and 10,000). 

It is a challenging task to analyze the potential social audience because it will help, for 

example, a company to spend resources efficiently by sending offers to the appropriate 

audience and maximizing its profits [48].  

 

Figure 2: User audience category of English and Greek text tweets 
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After observing the audience following the tweets, the next step was determining 

which places they originate from. We looked at the four most common user-declared 

locations for our dataset. The results indicate that Canada is the country with the most 

active Twitter presence regarding vaccines, as shown in Table 3 below. This feature can 

also let the user understand the public opinion about an issue in a specific location [49]. 

For some tweets, however, the location label was less specific and in the form of 'State, 

Country' (e.g., 'Texas, USA') or even worse in the form of a unique value (e.g., 'On The 

Interwebs'). We wanted to have as granular, a label as possible for each tweet [50]. 

Therefore, we aggregated all these tweets with single labels that were in the form of 

‘Country' (e.g., ‘United States’) since we wanted to achieve a country-level location of 

Twitter users. After creating a list of each sub-location merged with the main location, 

we found that the United States of America has the highest number of tweets (12.190) 

as shown in Figure 3 below. It is followed by Canada, the United Kingdom, and finally 

India with 3.422 tweets. 

 

Table 3: Geo-locating tweets before and after merging the “location” column 

Before After 
Canada 3.064 United States 12.190 

Paris 2.601 Canada 5.726 
United States 2.421 United Kingdom 4.209 

USA 1.828 India 3.422 
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Figure 3: The top four countries with the most English tweets 

 

 

Another feature worth looking at is the top users who post daily on Twitter about 

vaccines and Covid-19. The results are presented in Figure 4 and it can be seen that 

“hephaistos_ai” and “SwerianBot” are the most frequent usernames with 2.580 and 

1.867 tweets respectively. As a result, these users have a greater influence on people about 

what they write and can guide public opinion, especially if we take into account the large 

number of followers they have. However, there is the danger of social bots or fake 

accounts. We don't know if these users are valid or not and what purposes they have by 

posting on Twitter.  
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Figure 4: The top fifteen users with the most active presence on Twitter 

 

 

Two other features created are ‘word_counts’, which is the number of words tweets 

have and ‘word_counts_cleaned’, which is the number of words tweets have after 

preprocessing. So, we can see that each tweet has been reduced in size after preprocessing. 

 

Also, from the timestamp of the tweet that was created, we got the weekdays that the 

tweets were created. The histogram below shows us that most people expressed their 

views on COVID-19 on Tuesdays and Mondays. According to the European Center 

for Disease Prevention and Control (ECDC), which is a public health agency of the 

European Union (EU) (operational since 2005), the cases and the new measures for the 

coronavirus are announced at the end of the week on Thursday [51]. Therefore, it is 

reasonable for users to “tweet” more after the weekend as those days are for relaxation 

from everyday life. Monday and Tuesday are therefore the days with the most tweets 

about vaccinations. 
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Figure 5: The weekdays when the English tweets were created 
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4. Lexicon-Based Approaches 
 
 
Figure 6: Pie Charts representing sentiment polarity scores using TextBlob, Vader and 

Afinn classifiers in English and Greek tweets 

         

 

 

         

 

In Figure 6 the results for the TextBlob approach showed that the neutral polarity in 

our keywords was significantly high (49.2%). Vader-assigned positive polarity scores 

were lower as compared to TextBlob. TextBlob gave 34% positive tweets, while VADER 

set a positive polarity score at 32.4% indicating 1.6% lower positive tweets than TextBlob. 

Afinn assigned a less positive polarity score (25%) compared to VADER. Although Afinn 

classifies most tweets as negative (38.5%). Thus, in English tweets, there are different 

public sentiments of the public, while most Greek tweets are neutral using all three 

classifiers. 
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Figure 7: Tweets sentiment score for the top four countries using TextBlob, Vader 
and Afinn classifiers 

     

 

 

Figure 7 illustrates Twitter users’ opinions classified by TextBlob, Vader and Afinn 

in the top four countries. These three classifiers differ in the way they categorize tweets, 

so it is logical to note that there are differences in the feelings of people living in the 

United States of America (USA), Canada and the United Kingdom (UK). The results 

of this study agree only in India which has a positive attitude towards vaccinations. This 

country also has a very limited set of negative tweets. 
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Figure 8: Pie Charts depicting Sentiment Polarity distribution for each vaccine using 
the three different Lexicon-Based approaches 

 

 

 

Figure 8 shows three graphs representing the ratios of positive, neutral and negative 

tweets for each vaccine (Pfizer, Moderna, AstraZeneca) given by the TextBlob, Vader 

and Afinn approaches. The displayed results show that the majority of tweets belong to 

the positive class, followed by the neutral tweets, while negative tweets are the lowest. 
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Thus, people in general have published optimistic views about the three vaccines. More 

specifically, TextBlob gave Moderna more positive polarity scores compared to 

Vader, which gave AstraZeneca the highest positive scores. Afinn also believed that 

AstraZeneca is the most reliable and famous vaccine followed by Moderna. 

 

Using the NRC Sentiment and Emotion Lexicon, we extracted the raw emotion 

scores from our tweets. We further compute the frequencies of each emotion within our 

tweets. For each word, the emotion is represented by a ten-dimensional vector to reflect 

the 10 different moods, ranging from 0 (extremely lack of this emotion) to 1 (extremely 

full of this emotion) [52]. 

 

Figure 9: The emotion scores from the English tweets using the NRC Lexicon 

 

In Figure 9 the sentiment analysis results are provided using the NRC Sentiment and 

Emotion Lexicon in our English dataset. From the above histogram, we can see a 

substantially larger count of “positive” (159.361k) compared to “negative” emotions 

(125.802k), followed by “trust” mood (92.075k) from our tweets. This is a sign that 

people support vaccines, believe in their productivity and encourage other people to get 

vaccinated through their tweets. 
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Figure 10: The emotional effects of tweets from the USA and Canada using NRC 
Lexicon 

 

 

 

We found that the top two countries with the most tweets are the United States of 

America (USA) and Canada with 12.190 and 5.726 tweets respectively (Table 3). Thus, 

it’s interesting to look at these people’s feelings about vaccines in these two countries. 

Figure 10 shows that in both countries the prevailing emotions of people are “fear” and 

“trust”. This shows that people trust vaccines and consider them safe, but there is always 

a feeling of fear because it is something new and can cause several side effects. 
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Figure 11: Word clouds with the most common hashtags of English and Greek 
tweets 

     

 

We also created word clouds to find out which hashtags are used most often by 

Twitter users. The first word cloud in Figure 11 above refers to English tweets. The 

hashtags “Pfizer”, “COVID19”, “vaccine”, “Moderna” and “CovidVaccine” are used 

the most, which makes sense. The second word cloud concerns Greek tweets. The use of 

the hashtags “εμβόλιο” (=vaccine), “κρούσματα” (=cases), “κορονοιός” (=coronavirus) 

and “πανδημία” (= pandemic) also confirm the previous word cloud with the most 

common words in the tweets. 

 

One of the goals of this study is to examine the emotions of the vaccinated and “anti-

vaxxers”. Since “anti-vaxxers” are against vaccines it is worth considering whether their 

feelings about Covid vaccines confirm this approach. To proceed with this analysis, we 

assumed that hashtags: «#GetVaccinated», «#COVID19Vaccination» refer to vaccinated 

people, and hashtags: «#Covidiots», «#antivaxxers», «#VaccineSideEffects», 

«#antivax», «#VaccineDeath» and «#antivaxx» refer to “anti-vaxxers”. So, by 

combining these hashtags we classified tweets into “anti-vaxxers” and vaccinated. 
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Figure 12: Time series of sentiments for Vaccinated and Antivaxxers using three 
different Lexicon-Based Approaches 

 

 

 

 

Figure 12 illustrates how the average sentiment score changes over time for 

vaccinated and “anti-vaxxers” people using the TextBlob, Vader and Afinn methods. 

From May 25, 2022, until November 30, 2022, we collected tweets. So we chose this 

period to form my time series. At first glance, we noticed that in all approaches 

vaccinated sentiments are always more positive than those of “anti-vaxxers”. There are 

great fluctuations in people’s feelings in daily tweets within seven months. 
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First, with TextBlob there are two peaks in the sentiment score for vaccinated people 

in mid-July, October and November 10th. Only two days with very negative tweets on 

the 13th of October and 15th of November round to -1%. The rest of the days the tweets 

were positive for vaccinated. For anti-vaxxers, the worst day was on the 14th of June with 

-0.4%, while on other days most tweets had a neutral score. 

In the Vader plot, the highest sentiment average was noted on the 10th of October and 

November reaching 1% representing a positive day for vaccinated, something that is also 

confirmed by TextBlob. Before this day, the sentiment was maintained at high levels, with 

small drops on the 7th and 18th of July and the 12th of September. Big drops were seen 

on October 13th and November 15th around -1%, similar to TextBlob. Some of the most 

intense decreases for anti-vaxxers were noted on the 14th of June, 13th and 29th of July, 

12th of August and 17th of September where the sentiment average reached 

approximately -0.5%. 

On the 10th of July, October and November, the feelings of the vaccinated became the 

most positive with the Afinn method, as we previously found with TextBlob and Vader. 

For anti-vaxxers there are few negative sentiments and especially in the tweets that have 

been created on June 6th and 14th, August 12th and September 17th similar to Vader.  

Finally, these graphs clearly show the positive sentiments of the vaccinated, as well as 

the negative sentiments of the anti-vaxxers, regardless of which Lexicon-Based approach 

will be used. However, there are differences in the days of most positive or negative 

tweets in each method. 

 

Figure 13: Word clouds with the hashtags that are used by Vaccinated and “Anti-
vaxxers” 
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Following the previous analysis, we created word clouds to find out which hashtags 

are most commonly used by vaccinated and “anti-vaxxers”, in addition to the ones we 

used to collect tweets. The first word cloud in Figure 13 refers to the vaccinated. 

The hashtags “WearAMask”, “MaskUp” and “CovidIsNotOver” suggest the fear 

that although Covid-19 is still shrinking, it has not disappeared, and the masks must 

remain in our lives. Also, the hashtag “GetBoosted” is another way of expressing 

someone who has been vaccinated. 

The second word cloud concerns anti-vaxxers. The use of the hashtags 

“Vaccineinjuries”, “VaccineSideEffect” and “VaccineDeath” confirm that these people 

believe that vaccines can cause several side effects. Some “anti-vaxxers” use the hashtag 

“FakeNews”, as many of them refute a lot of news about Covid. 

“Pfizer” appears in both word clouds. It makes sense since we discovered that tweets 

related to the Pfizer vaccine have either positive or negative emotions. 

 

Figure 14: Comparison of average number of followers vs likes per vaccine 
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Figure 14 shows how the average number of followers vs. likes changes over a 

given set of dates per vaccine (Pfizer, Moderna, AstraZeneca). The average number of 

followers is denoted by the red line and likes by the blue line. The spikes in the number 

of followers correspond to almost the same spikes in the number of likes, meaning that 

tweets written by people with many followers also received a lot of likes. Thus, the 

number of users’ followers is somehow correlated with the number of likes. The two 

lines in each graph are somewhat consistent. There is indeed some correlation between 

followers and likes. Certain spikes that arise in the likes also correspond to spikes that 

arise in the followers as well. 
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5. Model Training & Evaluation 
– Classifier Selection 
 

Before our data can be fed into a ML model, it needs to be converted into a format that 

the model can understand. For the training of the ML models, the labeled tweets dataset, 

which was created from the three different Lexicon-Based approaches, was used. The 

features were extracted from the labeled dataset using the “Count Vectorizer” and the 

“TF-IDF Vectorizer”. We evaluated both standard Bag-of-Words and TF-IDF features. 

The performance of the following prominent classifiers was reviewed in our research. 

More specifically, the experiments were performed using TextBlob, Vader and Afinn 

sentiments as target classes with the selected ML models to determine the best method in 

terms of accuracy and F1-Score. We used various parameter settings for these models in 

our experiments. 

 

5.1 Extracting Features from Clean Tweets 
 

A) Bag-of-Words (BOW) 

For the vectorization of the tweets, we first performed Count Vectorization on the 

data and created a bigram model. Vectorization is the process of converting a collection 

of text documents into a matrix of token counts. A document term matrix is generated 

where each cell is the count corresponding to the title indicating the number of times a 

word appears in a document, also known as the term frequency. We adjusted the 

“CountVectorizer” to 1, 2 (unigrams and bigrams). Increasing the “ngram_range” means 

that the vocabulary is expanded from single words to short phrases of our desired length 

[53]. 

 

B) TF-IDF 

Similar to the Count Vectorization method, in the Term Frequency-Inverse 

Document Frequency (TF-IDF) method, a document term matrix is generated and each 

column represents a single unique word. The difference in the TF-IDF method is that each 

cell does not indicate the term frequency, but the cell value represents a weighting that 
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highlights the importance of that particular word to the document. TF-IDF works by 

penalizing the common words by assigning them lower weights while giving importance 

to words that are rare in the entire corpus [54]. 

TF = (Number of times term t appears in a document) / (Number of terms in the 

document). 

IDF = log(N/n), where, N is the number of documents and n is the number of documents 

a term t has appeared in. 

TF-IDF = TF*IDF 

Thus, the TF-IDF word embedding approach was also tested to decide which method 

is faster and more efficient. The selected parameter for the TF-IDF Vectorizer is the 

“max_features” which indicates the number of most frequently occurring words to 

convert, which is 5000 in our case. We also removed stop words such as an, is, are, we 

and at, since they do not provide much information for classification. 

The next step was to split the dataset into training and test sets. 80% for the training 

set and 20% for testing was chosen after running multiple variations of these percentage 

thresholds and checking the output results. 

To perform the ML algorithms, we selected a subset from our data frame. More 

specifically, we decided to divide our dataset into two periods, the summer and the 

autumn. From May 25 to August 25 was the summer season, so we created two 

datasets: 100.382 English tweets and 36.068 Greek tweets. From August 26 to 

November 30 was the autumn season, so we created two other datasets: 104.151 English 

tweets and 25.041 Greek tweets. As a result, four different data frames generated from 

equal-sized months were produced. It would therefore be interesting to examine whether, 

over time, people's views on vaccination have changed or remain the same. 
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5.2 Algorithmic performance of tweets over the 
Summer 

 

A)  Results Interpretation of English tweets 

 

Table 4: Performance results of the English tweets using the TextBlob approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
97.29 

97.28 

94.05 

94.05 

DT 
97.99 

97.98 

95.76 

95.74 

RF 
97.76 

97.75 

96.60 

96.57 

XGB 
95.73 

95.69 

95.02 

94.96 

SVM 
97.79 

97.79 

94.81 

94.75 

 

 

 

Table 5: Performance results of the English tweets using the Vader approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
95.30 

95.30 

89.51 

89.51 

DT 
95.47 

95.46 

92.46 

92.46 

RF 
95.47 

95.46 

94.16 

94.16 
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XGB 
91.00 

91.02 

90.58 

90.60 

SVM 
95.92 

95.92 

90.29 

90.29 

 

 

Table 6: Performance results of the English tweets using the Afinn approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
95.84 

95.85 

90.69 

90.73 

DT 
96.84 

96.84 

93.22 

93.22 

RF 
96.05 

96.06 

94.53 

94.54 

XGB 
92.00 

92.05 

91.34 

91.41 

SVM 
96.47 

96.48 

91.60 

91.63 

 

 

Tables 4, 5 and 6 present the results of the ML models for accuracy and F1-score 

evaluation metrics using the TextBlob, Vader and Afinn classifiers. Regardless of the 

classifier we used, DT and SVM received the highest level of accuracy and F1-Score 

applying the BOW approach, while according to the TF-IDF approach, RF is the optimal 

algorithm. 

More specifically, using the TextBlob classifier and the BOW approach, DT produced 

the highest accuracy (97.99%) calculated taking into account the number of correctly 

classified samples and the total number of samples. The output shows that we can 

successfully classify a tweet as positive, negative, or neutral with 97.99% accuracy. The 

F1-Score of our model was 97.98% considering both precision and recall, for times when 
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we want a compromise between the two. It represents the harmonic mean of precision and 

recall and will be high if both are high. In our model, both precision and recall were high. 

However, in the TF-IDF method, RF outperformed the other models but did not manage 

to reach better scores than BOW. 

In the Vader method with BOW, SVM was the winner with 95.92% accuracy and F1-

Score followed by DT and RF which achieved similar performances. Using the TF-IDF 

representation, RF was the strongest with a score of 94.16%, something that is also 

confirmed by TextBlob. In addition, the performance of the models decreased 

significantly when the dataset was changed from TextBlob to annotated Vader. For 

example, DT accuracy dropped to 95.47% from 97.99%, while LR remarkably reduced 

to 89.51% from 94.05% when trained with a Vader annotated dataset. The F1 scores of 

the models had similar reductions. When the dataset changed from Vader to Afinn, all 

models were slightly improved, such as SVM accuracy increased from 90.29% to 91.60%. 

Experimental results revealed that the models perform better when used with TextBlob 

annotated data compared to Vader and Afinn. Previous studies [55, 56] show that models 

perform better when trained on TextBlob labeled data and this study confirms the same. 

 

 

B) Results Interpretation of Greek tweets 

 

Table 7: Performance results of the Greek tweets using the TextBlob approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
99.72 

99.72 

97.08 

97.69 

DT 
99.79 

99.79 

99.43 

99.43 

RF 
99.71 

99.70 

99.65 

99.64 

XGB 
99.78 

99.77 

99.65 

99.64 
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SVM 
99.76 

99.76 

99.60 

99.57 

 

 

 

Table 8: Performance results of the Greek tweets using the Vader approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
99.28 

99.25 

91.42 

93.76 

DT 
99.45 

99.43 

98.70 

98.66 

RF 
99.31 

99.26 

99.00 

98.92 

XGB 
99.15 

99.09 

98.89 

98.79 

SVM 
99.38 

99.35 

98.45 

98.20 

 

 

Table 9: Performance results of the Greek tweets using the Afinn approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
99.78 

99.76 

94.50 

96.59 

DT 
99.89 

99.88 

99.20 

99.16 

RF 
99.63 

99.56 

99.40 

99.27 
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XGB 
99.75 

99.72 

99.45 

99.31 

SVM 
99.79 

99.77 

99.39 

99.16 

 

 

Regarding Tables 7, 8 and 9, it can be noted that the maximum accuracy (99.89%), as 

well as the maximum F1-Score (99.88%), are again obtained with the DT model for the 

BOW approach. Nevertheless, SVM had similar high F1 scores and accuracy. In the TF-

IDF method, RF also outperformed the other models, as we previously found with 

English tweets. Furthermore, we observed that the models performed worse on Vader, 

while with TextBlob and Afinn performed equally well. In the Greek tweets, all models 

had very good performances, approaching 100%. 

Comparing the English and Greek tweets, the Greek ones managed to gather higher 

scores. Specifically, the highest score achieved in English tweets was 97.99% while in 

Greek 99.89%. The difference is 1.9%, which means that the algorithms can distinguish 

better in the Greek language when a tweet has a positive, negative or neutral mood. 

This is because the pre-processing stage of the Greek tweets was not as strict as that of 

the English ones. These results confirm that we did not effectively remove punctuations, 

hashtags and emojis in Greek tweets. 

 

C) Results Interpretation of all tweets – model comparison over the 

Summer 

 
To address feelings about ongoing vaccinations around the world, three NLP lexicon-

based approaches, including TextBlob, Vader and Afinn, were developed along with two 

vector space representations of tweets, including Bag-of-Words and TF-IDF and five 

ML models, including LR, DT, RF, XGB and SVM. The following visualizations aim to 

present and analyze the performance of these methods for sentiment analysis and draw 

meaningful conclusions about our data. With the use of charts, pies, graphs and other 

visual elements, there is a better understanding and an easier identification of patterns and 

outcomes in large datasets [57]. 
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Figure 15: Compare accuracy scores of English tweets for each ML model using three 
Lexicon-based approaches 

         

 
 
 

Figure 16: Compare accuracy scores of Greek tweets for each ML model using three 
Lexicon-based approaches 

        
 

Results of the experiments on English and Greek Twitter data are provided in Figures 

15 and 16. Due to space reasons, we only report accuracy scores and not F1-Scores. The 

best-performing model for English and Greek tweets is the DT which exploits the BOW 

approach, and the worst is the XGB. However, we found that RF had the highest accuracy 

rate for predicting sentiments when analyzed with the TF-IFD method, while LR had the 

lowest. The gap with BOW’s approximation results for English tweets is quite large 

(6.99%, from 91% to 97.99%), while for Greek tweets the accuracy ranges from 99.15% 

to 99.89% (only a 0.74% difference). 

By comparing the effectiveness of the different Lexicon-Based approaches, it emerges 

that TextBlob performs significantly better than both Vader and Afinn. In addition, 

models with TF-IDF features took longer to run than models with BOW features. To sum 
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up, the analysis performed on Twitter data showed that DT has the best performance on 

such data. 

 

Table 10: Confusion Matrices of Decision Tree model with BOW representation for 
English and Greek ‘summer’ tweets 

   
 
 

To evaluate the performance of a model, many different metrics can be used. Two 

obvious measures of performance are accuracy and F1-Score, as we have already seen. 

But in the case of classification, this deserves further analysis. The above confusion 

matrices are performance measurement techniques for the Decision Tree model with the 

BOW approach and show the distribution of model errors. The first confusion matrix is 

for English tweets, while the second one is for Greek. DT yielded 97.99% accuracy for 

English tweets with TextBlob sentiment classifier and 99.89% for Greek ones with 

Afinn classifier. The target variable has three classes to be predicted. In the case of this 

project, the classes are either “positive”, “negative” or neutral. Εach row represents the 

instances in an actual class, while each column represents the instances in a predicted 

class. 

From the first confusion matrix in Table 10, we observed that our model almost 

perfectly predicted the neutral tweets (9.427), while only 65 (21+44) tweets were 

misclassified as negative or positive. However, for tweets with negative sentiment, our 

model got wrong having 131 incorrect predictions, considering them as positive. 

Respectively regarding the positive sentiment, the model’s errors reached 88 tweets. 

Thus, an important observation from this table was that DT finds it difficult to distinguish 

positive from negative tweets. 
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In the second 3 by 3 confusion matrix, out of 14 actual negative tweets, the model 

predicted that 3 were neutral, and out of 7.163 neutral, it predicted all correctly. Of the 37 

positive tweets, only 5 were predicted to be neutral. The diagonal line is the true actual 

values for each class. So, DT made some minor mistakes in categorizing some positive or 

negative tweets as neutral, although it handled these perfectly. 

 

5.3 Algorithmic performance of tweets over the 
Autumn season 

 

A) Results Interpretation of English tweets 

 

Table 11: Performance results of the English tweets using the TextBlob approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
97.45 

97.43 

94.49 

94.47 

DT 
97.94 

97.93 

95.68 

95.66 

RF 
97.62 

97.61 

96.60 

96.57 

XGB 
95.72 

95.68 

95.15 

95.10 

SVM 
97.83 

97.81 

95.06 

95.00 

 

 

Table 12: Performance results of the English tweets using the Vader approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 
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LR 
95.13 

95.13 

89.92 

89.91 

DT 
95.00 

94.99 

91.74 

91.73 

RF 
94.75 

94.75 

93.59 

93.58 

XGB 
91.02 

91.02 

90.89 

90.89 

SVM 
95.66 

95.66 

90.61 

90.59 

 

 
Table 13: Performance results of the English tweets using the Afinn approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
95.60 

95.61 

90.60 

90.63 

DT 
96.02 

96.02 

92.66 

92.66 

RF 
95.32 

95.33 

94.34 

94.35 

XGB 
91.86 

91.90 

91.18 

91.22 

SVM 
96.24 

96.24 

91.25 

91.28 

 

 
Tables 11, 12 and 13 show the accuracy and F1-Score, comparing the initial sentiment 

values of the records with the predicted ones from the models. The results provided an 

accuracy percentage of 97.94%, achieved by DT using TextBlob as the sentiment 

analysis tool. Other classifiers including LR, RF, XGB and SVM were also tested but 
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attained lower accuracy rates for the selected dataset. As in the summer dataset, applying 

the BOW approach achieved an F1-Score of 97.93%, which was slightly lower 

compared to the 97.98% of the summer period, leading to a decrease of 0.05%. The fairly 

high metrics prove the validity of the classifiers and models. 

 
 

B) Results Interpretation of Greek tweets 

 
Table 14: Performance results of the Greek tweets using the TextBlob approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
99.60 

99.58 

93.51 

95.67 

DT 
99.68 

99.68 

99.14 

99.10 

RF 
99.44 

99.40 

99.36 

99.28 

XGB 
99.68 

99.67 

99.36 

99.28 

SVM 
99.60 

99.58 

99.30 

99.21 

 

 
Table 15: Performance results of the Greek tweets using the Vader approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
99.42 

99.39 

89.54 

92.64 

DT 
99.40 

99.39 

98.54 

98.53 

RF 99.46 99.08 



53 
 

99.43 99.01 

XGB 
99.12 

99.05 

98.92 

98.82 

SVM 
99.46 

99.43 

98.30 

98.05 

 

 
Table 16: Performance results of the Greek tweets using the Afinn approach 

 Vector-Space Representation 

Model 
Bag-of-Words 

(BOW) 
TF-IDF 

LR 
99.88 

99.87 

94.43 

96.58 

DT 
99.92 

99.92 

99.48 

99.46 

RF 
99.84 

99.83 

99.62 

99.57 

XGB 
99.84 

99.83 

99.62 

99.57 

SVM 
99.88 

99.87 

99.62 

99.55 

 

 
From the experimental results presented in Tables 14, 15 and 16, Afinn has the highest 

accuracy in comparison with TextBlob and Vader. The accuracy and F1-Score of 

sentiments are 99.92% using the BOW vectorization method and the DT model. Keeping 

in mind the results of our analysis, we can say that TextBlob and Afinn are far better than 

the Vader approach for adoption in the analysis of Twitter sentiments about vaccination. 

In conclusion, in the autumn it seems that the predictions of the emotions of the Greek 

tweets became more accurate than in the summer. In summer an accuracy of 99.89% was 

achieved while in autumn 99.92%, leading to an increase of 0.03%. 
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C) Results Interpretation of all tweets – model comparison over the 

Autumn 

 

Figure 17: Compare accuracy scores of English tweets for each ML model using three 
Lexicon-based approaches 

     

 
 

Figure 18: Compare accuracy scores of Greek tweets for each ML model using three 
Lexicon-based approaches 

     

 

In Figures 17 and 18 we combined the results of each classifier (TextBlob, Vader, 

Afinn) and compared the best models across the different approaches (BOW, TF-IDF). It 

is indicated that the performance of TextBlob and Afinn surpassed that of Vader in both 

accuracy and F1-Score. Using TF-IDF to get vector representations showed worse 

performance than the BOW approach for all models. Moreover, it is noticeable that the 

DT model outperformed all other models trained in this study. 
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Table 17: Confusion Matrices of Decision Tree model with BOW representation for 
English and Greek ‘autumn’ tweets 

     

 

In Table 17, the first confusion matrix is for English tweets, while the second one is 

for Greek. DT yielded 97.94% accuracy for English tweets with the TextBlob sentiment 

classifier and 99.92% for Greek ones with Afinn classifier. 

From the first confusion matrix, we observed that our model almost perfectly predicted 

the neutral tweets (10.609), while only 82 (31+51) tweets were misclassified as negative 

or positive. However, for tweets with negative sentiment, our model got wrong having 

163 incorrect predictions, considering them as positive. Respectively regarding the 

positive sentiment, the model’s errors reached 63 tweets. 

In the second 3 by 3 confusion matrix, out of 24 actual negative tweets, the model 

predicted that 2 were neutral and out of 4.971 neutral, it predicted all correctly, except for 

1 positive. Of the 13 positive tweets, only 1 was predicted to be neutral. As a result, the 

observations of the previous confusion tables in Table 9 were confirmed here as well. DT 

misclassified some positive or negative tweets as neutral, thus increasing the number 

of neutral tweets. 

 
 

5.4 Model Fine-Tuning 
 

After finding the predictions for the models, Grid Search was performed on the two 

most accurate models: Decision Tree with Bag-of-Words features and Random Forest 

with TF-IDF features. Grid Search with Cross-Validation (GridSearchCV) is a brute-

force method for finding the best hyperparameters for our dataset and our model. More 
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specifically, it is the process of splitting the same dataset in K-partitions and for each split, 

we search the whole grid of hyperparameters to an algorithm (Decision Tree or Random 

Forest) in a brute-force manner of trying every combination [58]. Cross-validation is a 

very important method used to create better-fitting models by training and testing on all 

parts of the training dataset. The one drawback experienced while incorporating 

GridSearchCV was the runtime. Cross-validation and grid tuning lead to longer training 

times given the repeated number of iterations a model must train through [59]. So, we 

tried parallel computations, setting the parameter “n_jobs = -1” where is the number of 

jobs running in parallel (“-1” means that all CPU cores will be used, which drastically 

reduces the training time). 

However, my parameter tuning gave me worse results than with the default parameters. 

We used the Random Forest model with default parameters which gave me 96.60% 

accuracy. When we used parameter tuning with GridSearchCV, we got a very low 

accuracy (63.83%) after trying different combinations. This can happen if the 

customized parameters we have chosen for tuning are worse than the default parameters. 

Parameter tuning only works if a set of customized parameters makes a better setup than 

the default setup. The search can only test the parameters that we fed into the 

“param_grid” argument. There could be a combination of parameters that further 

improves the performance of the model. But we did not include more values for each 

parameter, because conducting an exhaustive search of all parameters is an incredibly 

time-consuming task, as mentioned before. Therefore, the only way to find the best 

possible hyperparameters for our dataset was by trial and error, which is the main concept 

behind hyperparameter optimization. 

Then, we tried to tune the hyperparameters of the Random Forest model using 

RandomSearch with Cross-Validation (RandomizedSearchCV). It implements a 

randomized search over parameters, where each setting is sampled from a distribution 

over possible parameter values. This has two main benefits over an exhaustive search. A 

budget can be chosen independent of the number of parameters and possible values and 

adding parameters that do not influence the performance does not decrease efficiency 

[60]. We defined the hyperparameter space, which had a bigger range of values than the 

one we built for grid search since random search does not try out every single combination 

of hyperparameters. It randomly samples hyperparameters to find the best ones, which 

means that, unlike grid search, random search can look through a large number of values 
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quickly. The advantage of this approach is the accuracy in prediction which has been 

improved to 92.83%. Optimizing the RF model, gave us better accuracy than 

GridSearchCV but did not reach the optimal accuracy of 96.60%, achieved with the 

default parameters. 

 
 

5.5 Model Validation 
 

Sentiment analysis uses NLP to make sense of human language, and ML to 

automatically deliver accurate results. But, many times, the TextBlob, Vader and Afinn 

classifiers perceive for example a positive comment as a negative one, thus producing a 

wrong sentiment score. It would be more valid if we checked people's sentiments using 

our judgment and compared it with the results of our models. It would be desirable to be 

consistent with the ground truth. However, it is clear that one's judgment can be subjective 

and vary from person to person. Therefore, by selecting a sample of tweets from all the 

hashtags we used to extract our data and assigning different people to classify the tweets 

as positive, negative and neutral, the occurrence of misclassification was limited. 

More specifically, we selected ten tweets for each hashtag. Regarding the English 

tweets, we collected 130, since there were 13 hashtags. While for the Greek ones, we 

collected 60, since there were 6 hashtags. Then, we merged all the English tweets and 

exported them to an Excel file without the sentiment of the tweets, so that we could assign 

them to people to manually categorize the sentiment for us. In this way, the validation of 

the sentiment of our tweets became more objective. 

In Table 18, the results showed that 69 of the 130 English tweets are correctly 

classified according to the model, yielding a 53.07% algorithmic-to-human 

compatibility rate. The lowest score was 41.53%, meaning that 54 out of the 130 English 

tweets are correctly categorized. Regarding the Greek tweets, the classifier considered 

most of them with a neutral feeling, which is 68.33% consistent with the sentiment of 

people who manually identified them. The person who gathered the least number of 

correct tweets does not keep up with the algorithm. In Table 19 it appears that just 27 out 

of 60 i.e. 45% compatibility rate of the algorithm with the human. As a result, it is not 

easy to recognize the sentiment of the people, as it is something not so stable and we have 

seen opinions differ from person to person. Many tweets were caustic, ironic and funny 
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making it difficult to categorize them into three strict categories: positive, negative and 

neutral. 

 
Table 18: Compatibility score for English tweets 

Person 
Correctly classification of English 

tweets according to the model 
Algorithmic-to-human 

compatibility rate 
1st 54/130 41.53% 
2nd 59/130 45.38% 
3rd 59/130 45.38% 
4th 61/130 46.92% 
5th 65/130 50% 
6th  69/130 53.07% 

 
 

Table 19: Compatibility score for Greek tweets 

Person 
Correctly classification of Greek 

tweets according to the model 
Algorithmic-to-human 

compatibility rate 
1st 27/60 45% 
2nd 32/60 53.33% 
3rd 34/60 56.66% 
4th 38/60 63.33% 
5th 39/60 65% 
6th 41/60 68.33% 

 
 

In conclusion, we would say that the results of the algorithms are not so encouraging 

for English tweets, while they are for Greek ones. They do not fully correspond to reality, 

however, this is a drawback of any research. Given that subjectivity is unavoidable, we 

asked more than one person to check the same tweets to ensure that the coding was 

consistent with the classifiers, although the sample of 130 and 60 tweets for the English 

and Greek respectively is not representative. If we evaluate another 500 tweets, these 

percentages may change. However, this attempt helped us to set some guidelines for what 

is included in each emotion category. Table 20 shows the result of the classifier as well 

as the result of the people who manually classified the tweets according to their opinion. 
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Table 20: Algorithmic to human compatibility 

created_at tweet_text keyword sentiment_
classifier 

sentiment_
person 

2022-08-23 

Instead of paying student debt how about 
paying back the Americans who lost their 
jobs due to mandating a #vaccine that 
doesn’t work 

#vaccine 
 

-1 -1 

2022-08-22 

@WalesOnline @demonscythsynth Only 
when you're a #mRNA scam victim. 
I feel sorry for you people, honestly. 
#VaccineSideEffects 
 

#Vaccin
e 

SideEffe
cts 

 

1 -1 

2022-08-23 
RT @darmamar: I’m not #AntiVax, I’m 
#AntiSlavery. You don’t own me. 
 

#antivax 
 

0 -1 

2022-05-31 

RT @ChapCareOrg: As #COVID19 
cases rise again locally and throughout 
the nation, the best protection against the 
virus is masking and vacc… 
 

#Get 
Vaccinat

ed 
 

1 1 

 

 

6. Discussion - Threats to 
validity 
 

More and more people express their opinions on Twitter, making it a huge data source. 

During the global COVID-19 outbreak, many individuals, as well as organizations and 

government agencies post their viewpoints regarding the coronavirus. Even though 

vaccines are considered a weapon against COVID, and millions of people are vaccinated 

every day, there are still several doubts about the safety of vaccines. A significant number 

of people worldwide believe that vaccines are harmful. 

This research work aimed to identify the emotional state of people about 

coronavirus. A total of 246.626 English tweets and 99.315 Greek tweets were retrieved 

and stored in two different tables in MySQL Database. Data preprocessing was then 

performed, which includes cleaning and normalization techniques. It was not as strict in 

the Greek language as in English. 
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Important features were extracted that helped to better understand our data. For 

example, the tweets were geo-located inferring that the USA and Canada are the countries 

with the highest number of tweets. Also, users who tweet more have a medium number 

of followers. 

Sentiment analysis was implemented using four well-known Lexicon-Based 

techniques. When the English dataset was studied, the prevailing sentiment with the 

TextBlob and Vader classifiers was neutral, while with Afinn it was negative. Neutral 

sentiment dominated the Greek dataset with the TextBlob, Vader and Afinn approach. 

That means that the majority of users expressed themselves more objectively without 

using personal opinions and emotions. Using the NRC Sentiment and Emotion Lexicon 

in our English dataset, it is observed that there is a large number of positive tweets, 

followed by a sentiment of “trust”. 

The results of this study suggest that people living in the USA and Canada have 

different emotions. Considering that every country reacted differently in its battle with 

the virus, personalized analysis for a specific country, with their government’s response 

to the pandemic waves is more easily managed and manipulated. 

The attitude of the people towards the three vaccines (Pfizer, Moderna, Astrazeneca) 

was positive, as confirmed by Marcec and Likic [35] and Shamrat and Chakraborty [36]. 

More specifically, TextBlob gave Moderna more positive polarity scores, while Vader 

and Afinn gave AstraZeneca the highest positive scores. The fourth classifier used only 

in our English dataset was the NRC Sentiment and Emotion Lexicon. According to this, 

there is a large number of positive emotions, which contrasts with the other classifiers. 

Therefore, people are positive for the course of the pandemic, supporting the work of 

scientists, governments and the WHO. Although, in both the USA and Canada people are 

overwhelmed with mixed feelings of “fear” and “trust”. 

Time-based sentiment analysis was also performed to analyze the change in trends 

of people regarding COVID-19 sentiments. People’s reactions vary day to day from 

posting their feelings on Twitter. It is confirmed that “anti-vaxxers” are expressing their 

displeasure with the COVID-19 vaccine, as the majority of their sentiments are classified 

as negative regardless of the date, as previously found by Asderis [19]. Thus, it can be 

assumed that anti-vaxxers are tired of the pandemic and are not so confident in expressing 

their personal beliefs but prefer to share already published thoughts. Based on this, the 

viral spread of misinformation and the creation of fear can be explained. 
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For the vectorization of the tweets, BOW (Bag-f-Words) and TF-IDF (Term 

Frequency-Inverted Document Frequency Features) embedding approaches were used. 

Afterward, the experimentation with five classification models (Logistic Regression, 

Decision Tree, Random Forest, XGBoost Classifier and SVM) was done using various 

parameter settings for these models in our experiments and the evaluation of their 

performance was comparatively analyzed. 

We have divided our data into two periods, summer and autumn. As a result, four 

data sets generated from equal-sized months were produced. The classification of 

emotions using TextBlob and the vectorization of tweets using BOW contribute to the 

better performance of the ML models. 

For the summer season, the best results for both English and Greek languages were 

achieved with the Decision Tree, which was also proven in the paper [37]. Top accuracy 

was 97.99% and the top F1-Score was 97.98%. For the Greek language, Afinn was the 

winner with 99.89% accuracy and 99.88% F1-Score. 

As for the autumn period, the performance of the DT model for the English tweets 

was slightly reduced to 0.05%, reaching 97.94%. While the accuracy rate of the DT for 

Greek tweets improved by 0.03%, leading to the highest accuracy score of 99.92%. 

By taking into consideration the threats to the validity of the present study, it should 

be referred that Twitter data contains a lot of noise. Although they have handled it 

properly and implemented some techniques, there is still the possibility of imperfect data. 

The lack of good data can cause our algorithms to perform poorly and hence limit the 

capabilities of our model. Additionally, the tweets collected for this study were in English 

and Greek and their users may not be representative of the general public. As a result, 

their tweets simply reflected the views and feelings of Internet users about vaccination, 

which could serve as a limitation of the study. Another threat to the validity of our results 

is spam accounts, fake accounts and bots that are involved in Twitter data. 
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7. Conclusions and Further 
work 
 

Twitter sentiment analysis falls into the realm of text and opinion mining. It focuses 

on analyzing the emotions of tweets and feeding the data to a ML model to train it and 

then check its accuracy so that it can be used in future analyses. 

Considerable work has been done in the field of sentiment analysis either from 

sentiment lexicons or from ML techniques. In this study, the importance of analyzing 

emotions on social media was presented. There was a focus on Twitter and python 

programming language was the principal tool for the implementation of emotion analysis. 

This research focused on providing a comparison between sentiment lexicons 

(TextBlob, Vader, Afinn and NRC) so that the best can be adopted for sentiment analysis. 

We validated three of the sentiment analysis lexicons with five ML algorithms using 

two different vectorization methods (Bag-of-Words and TF-IDF). As a result, we 

calculated sentiments from three analyzers named TextBlob, Vader and Afinn. 

Additionally, we tested their results with five supervised ML classifiers, Logistic 

Regression, Decision Tree, Random Forest, XGBoost Classifier and SVM, dividing the 

dataset into two periods, summer and autumn. This is a novel approach to this research 

which was not present in any previous work. 

We realized through the findings about the emotion of the posts, that the use of English 

tweets, and particularly with the use of TextBlob as a sentiment analysis tool and BOW 

approach, produces the greatest predictive power. This means that our model can correctly 

predict the true positive and true negative points. In terms of accuracy, DT presents the 

best performance (97.99%) while in terms of F1-Score, it demonstrates the best 

discriminatory power (97.98%). Finally, the sentiment of Greek tweets was predicted 

99.89% correctly for most days. In the autumn period, the DT model achieved a bit lower 

accuracy (97.94%) compared to that of the summer period. Meanwhile, in Greek tweets, 

the performance of the model increased reaching 99.92%. 

Moreover, the traditional ML model performed better than the tuned model, even after 

extensively tuning the hyperparameters of this model. More advanced tuning is required 
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to try and produce better performance with this model. However, despite tuning being a 

very laborious task, it still does not guarantee that the model will then outperform DT. 

This research has provided some useful insights into people’s emotions and 

psychology. Lexicon-based Twitter sentiment analysis is a valuable and easily 

implemented tool to track the sentiment regarding SARS-CoV-2 vaccines. Our study 

may serve as a proof of concept demonstrating that using a simply implemented method 

it is possible to track the sentiment towards vaccines almost in real-time. Such insight 

may prove valuable in enabling the planning and implementation of healthcare 

interventions aimed at increasing the uptake of COVID-19 vaccines and fighting 

vaccine hesitancy. Governments and health experts could use this on-the-fly approach 

obtained from sentiment lexicons, to develop effective crisis management strategies and 

better inform the public. It is encouraging that feelings about the Pfizer, Moderna and 

AstraZeneca vaccines seem to become positive over time, as this may increase vaccine 

acceptance rates. 

In future research, we should conduct the analysis with a larger dataset, acquired from 

multiple social network sites. Furthermore, we could evaluate the impact of bots posting 

misinformation and thereby influencing social media sentiment towards vaccination. 

Other Lexicon-based approaches, as well as vector representation methods, such as 

Word2Vec can be further investigated.  

To take our initiative to next level, we would like to zoom in the combination of 

different preprocessing steps and the effects of these steps on the performance of the 

models would be interesting research to explore in the future. Additionally, a more in-

depth analysis of the models can be conducted, such as Artificial Neural Networks (ANN) 

and Deep Learning (DL) models, as this might greatly affect further generalization on 

new datasets. Thus, several different approaches could be used and compared with the 

lexicon-based Twitter sentiment analysis model results as a baseline. 
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Appendix A 
 

In Figures 19 and 20, two correlation matrices are provided, measuring the associations 

between the variables and the strength of their relationship. The correlation matrix 

summarizes the data and allows us to see which variable pairs have the highest correlation. 

However, the observable pattern is that not all variables are highly correlated with each 

other. More specifically, the highest correlation with a value of 17% was observed 

between the “sentiment_TextBlob” and “subjectivity” variables in the English tweets 

and -0.03% respectively in the Greek tweets. We excluded the field “tweet_id” because 

it does not provide useful information in our analysis. 

 

Figure 19: Correlation Matrix for all numeric attributes of our data frame “English 
tweets” 
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Figure 20: Correlation Matrix for all numeric attributes of our data frame “Greek 
tweets” 

 

 

 


