
TYPE Original Research
PUBLISHED 13 June 2023| DOI 10.3389/fped.2023.1155921
EDITED BY

Shahana Perveen,

Cohen Children’s Medical Center, United States

REVIEWED BY

Kari Roberts,

University of Minnesota Children’s Hospital,

United States

Yuan Shi,

Children’s Hospital of Chongqing Medical

University, China

*CORRESPONDENCE

Tae Hyun Kim

taehyunkim@hanyang.ac.kr

Hyun-Kyung Park

neopark@hanyang.ac.kr

†These authors have contributed equally to this

work and share the first authorship

RECEIVED 31 January 2023

ACCEPTED 16 May 2023

PUBLISHED 13 June 2023

CITATION

Hwang JK, Kim DH, Na JY, Son J, Oh YJ,

Jung D, Kim C-R, Kim TH and Park H-K (2023)

Two-stage learning-based prediction of

bronchopulmonary dysplasia in very low birth

weight infants: a nationwide cohort study.

Front. Pediatr. 11:1155921.

doi: 10.3389/fped.2023.1155921

COPYRIGHT

© 2023 Hwang, Kim, Na, Son, Oh, Jung, Kim,
Kim and Park. This is an open-access article
distributed under the terms of the Creative
Commons Attribution License (CC BY). The use,
distribution or reproduction in other forums is
permitted, provided the original author(s) and
the copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with these
terms.
Frontiers in Pediatrics
Two-stage learning-based
prediction of bronchopulmonary
dysplasia in very low birth weight
infants: a nationwide cohort study
Jae Kyoon Hwang1†, Dae Hyun Kim2†, Jae Yoon Na1†,
Joonhyuk Son3, Yoon Ju Oh2, Donggoo Jung2, Chang-Ryul Kim1,
Tae Hyun Kim4* and Hyun-Kyung Park1*
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2Department of Artificial Intelligence, Hanyang University, Seoul, Republic of Korea, 3Department of
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Introduction: The aim of this study is to develop an enhanced machine learning-
based prediction models for bronchopulmonary dysplasia (BPD) and its severity
through a two-stage approach integrated with the duration of respiratory
support (RSd) using prenatal and early postnatal variables from a nationwide very
low birth weight (VLBW) infant cohort.
Methods: We included 16,384 VLBW infants admitted to the neonatal intensive
care unit (NICU) of the Korean Neonatal Network (KNN), a nationwide VLBW
infant registry (2013–2020). Overall, 45 prenatal and early perinatal clinical
variables were selected. A multilayer perceptron (MLP)-based network analysis,
which was recently introduced to predict diseases in preterm infants, was used
for modeling and a stepwise approach. Additionally, we applied a
complementary MLP network and established new BPD prediction models
(PMbpd). The performances of the models were compared using the area under
the receiver operating characteristic curve (AUROC) values. The Shapley method
was used to determine the contribution of each variable.
Results: We included 11,177 VLBW infants (3,724 without BPD (BPD 0), 3,383 with
mild BPD (BPD 1), 1,375 with moderate BPD (BPD 2), and 2,695 with severe BPD
(BPD 3) cases). Compared to conventional machine learning (ML) models, our
PMbpd and two-stage PMbpd with RSd (TS-PMbpd) model outperformed both
binary (0 vs. 1,2,3; 0,1 vs. 2,3; 0,1,2 vs. 3) and each severity (0 vs. 1 vs. 2 vs. 3)
prediction (AUROC= 0.895 and 0.897, 0.824 and 0.825, 0.828 and 0.823, 0.783,
and 0.786, respectively). GA, birth weight, and patent ductus arteriosus (PDA)
treatment were significant variables for the occurrence of BPD. Birth weight, low
blood pressure, and intraventricular hemorrhage were significant for BPD ≥2,
birth weight, low blood pressure, and PDA ligation for BPD ≥3. GA, birth weight,
and pulmonary hypertension were the principal variables that predicted BPD
severity in VLBW infants.
Conclusions: We developed a new two-stage ML model reflecting crucial BPD
indicators (RSd) and found significant clinical variables for the early prediction of
BPD and its severity with high predictive accuracy. Our model can be used as an
adjunctive predictive model in the practical NICU field.

KEYWORDS
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1. Introduction

Despite the advances in respiratory care, the incidence of

bronchopulmonary dysplasia (BPD) is increasing with the

increase in the survival rate of extremely premature infants born

at immature stages of lung development (1–3). As survivors with

BPD undergo longer hospitalization with an increase in

readmission after discharge and a high risk of poor pulmonary

and neurodevelopmental outcomes (4, 5), the early identification

of the risk of developing BPD is imperative for preventive

interventions.

The commonly used National Institute of Child Health and

Human Development (NICHD) criteria cannot determine the

BPD severity until the postmenstrual age of 36 weeks (6). Thus,

several models for predicting BPD have been established using

birth weight (BW), gestational age (GA), sex, patent ductus

arteriosus (PDA), sepsis, artificial ventilation, etc. to estimate the

probability of BPD occurrence and optimize BPD treatment

strategies (3, 7, 8). The majority of the existing models use

traditional statistics (multiple logistic regression) or commercial

machine learning (ML) methods, pay little attention to BPD

severity, and are based on small sample populations (7–9). In

addition, the fact that deceased patients were excluded from

prediction model development was pointed out as a limitation.

Recently, artificial intelligence (AI) models have become

promising prediction tools and have been used in several clinical

applications (10–12); however, the use of machine learning (ML)

algorithms is still limited in the field of neonatology. In previous

studies, we showed efficient performance of the PDA prediction

tasks of machine learning models (11), and then developed our

new artificial neural networks (ANNs) for predicting intestinal

perforation using very low birth weight (VLBW) infant data

from a nationwide cohort (12). Therefore, we intend to apply

our multilayer perceptron (MLP)-based experience and enhance

its performance using a two-stage approach with one of the

imperative variables for BPD occurrence to maximize clinical

feasibility.

This study aimed to develop new ML models for the early

prediction of BPD and its severity (BPD prediction model,

PMbpd) using prenatal and early perinatal clinical variables

obtained from a nationwide VLBW infant cohort and to

compare their performance with that of classic ML models.

Furthermore, we optimized the prediction model by building a

two-stage approach through the first step of prediction using the

duration of respiratory support (RSd), which is closely related to

the BPD risk (13–15).
2. Materials and methods

2.1. Patients and data collection

This study investigated the database provided by the Korean

Neonatal Network (KNN), a nationwide prospective registry of

VLBW infants. The KNN consists of 77 tertiary hospitals,
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covering approximately 75%–80% of VLBW infants born in

South Korea. It has enrolled VLBW infants, preterm infants born

with birth weights of less than 1,500 g, or those transferred

within 28 days after birth to registered neonatal intensive care

units (NICUs) since 2013. This study was approved by the

Hanyang University Institutional Review Board (IRB No. 2013-

06-025-043). The inclusion criteria for this analysis was all

VLBWIs from KNN data. Exclusion criteria are those that are

more than 32 weeks old, or infants with major congenital

anomalies, or has unclear data. It also excluded cases of death

prior to 36 weeks, but deaths from BPD were included in the

severe BPD.
2.2. Clinical variables and definition

In the KNN database, each chief neonatologist of the

participating NICUs provided information regarding the data.

The KNN network collects demographic, environmental, and

clinical variables of VLBW infants from the prenatal period to 36

months of corrected age. The neonatologists reviewed the

published literature and selected the potential variables. Overall,

45 variables were selected and modified from the database and

classified as continuous or discrete (categorical or ordinal).

We used the BPD definition based on the 2001 NICHD criteria

(6). No BPD (BPD 0) was defined as <28 days of supplemental

oxygen intake. Mild BPD (BPD 1) included infants who received

oxygen or respiratory support for >28 days but were on room air

at 36 weeks postmenstrual age (PMA). Infants with moderate

BPD (BPD 2) required supplemental oxygen and a <30% fraction

of inspired oxygen concentration at 36 weeks PMA. Finally,

severe BPD (BPD 3) was classified as the use of >30% oxygen or

positive pressure at 36 weeks’ PMA or death before 36 weeks’

PMA from BPD.

RSd was defined as the duration of invasive ventilation in days.

PDA treatment was defined as PDA with any treatment, and low

blood pressure (BP) was defined as hypotension with medication

within the first week of age. Sepsis was defined as a confirmed

infection within the first week of life. Intraventricular

hemorrhage (IVH) was defined using Papile’s criteria and cranial

ultrasonography (16). The majority of IVHs develop within 3

days, and PDA also affects the early postnatal period; therefore,

these factors were included. Pulmonary hypertension (PHT) was

defined as whether PHT was suspected or confirmed by

echocardiography or clinically and was treated with medication

within 1 week of age. The complete list of the 45 variables used

in the analysis is shown in the Supplementary (Table S1) and

was selected from the database based on the existing literature

using the KNN database (12, 17).
2.3. Statistical analysis

The chi-square test and one-way analysis of variance

(ANOVA) were used to compare the demographic and clinical

characteristics among the four BPD severity levels. A P-value
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<0.05 were considered significant for all statistical analyses.

Statistical analyses were performed using SPSS, version 26.0

(IBM, Armonk, New York, USA).
2.4. Machine learning prediction model
development

2.4.1. Classic machine learning algorithms
Several classic ML algorithms can handle disease prediction

problems. Therefore, we chose several algorithms to confirm the

diagnostic performance of classic ML algorithms for comparison

with our proposed models. Predictions were conducted using the

linear Support Vector Machine (SVM), radial SVM, logistic

regression, k-Nearest Neighbor (k-NN), decision tree, Extreme

Gradient Boost (XGBOOST), and Light Gradient Boost Machine

(GBM) methods. We used the xgboost library for XGBOOST and

the lightgbm library for Light GBM, and the remaining

algorithms were obtained from the Scikit-Learn library.

2.4.2. Data preprocessing
The data preprocessing step before training is essential for

improved training and performance in data-limited situations.

First, among the 416 variables that can be obtained from KNN,

we excluded variables in which more than half of the missing

value. Forty-five variables were determined by selecting and

processing prenatal and early postnatal variables related to BPD.

To fill in the missing values, we divided the variables into three

types: continuous, nominal, and ordinal. The remaining missing

values were filled with the means for the continuous type of

variables and the modes (nominal or ordinal variables). Before

training, with min-max normalization, we scaled the data

between 0 and 1. Finally, the preprocessed data was divided into

0.9 and 0.1 ratios for training and validation data, and

additionally, to prevent data bias, the dividing process was

conducted class-wise.

2.4.3. Training
With respect to training in the traditional and proposed

approaches, the same preprocessed data were used for fairness.

Traditional models were trained and evaluated using the Scikit-

Learn library, and training was performed using default

hyperparameter settings. When training MLP models, it is

necessary to set hyperparameters, optimizers, and loss functions.

Therefore, the proposed models were trained with the Adam

optimizer (18), with a batch size of 128, a learning rate of 1e−3,
and a dropout rate of 0.2. In addition, we used the mean squared

error (MSE) loss for training instead of cross-entropy loss or binary

cross-entropy loss, as setting the MSE loss for the objective

function showed better performance in experiments. Although

entropy-type losses are commonly used in training classification

models, MSE losses are occasionally more effective (19). The

training was conducted until the loss value of the evaluation did

not decrease 10 times in a row, instead of fixing the training epoch.

The parameters of the models were updated by backpropagating

the MSE loss for PMbpd and TS-PMbpd. To aid the optimization
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process, we added dropout (20) and batch normalization (21) at

each layer, except for the last one. All the settings aimed to

improve the area under the receiver operating characteristic curve

(AUROC) values, and to clarify each case’s results, we added

AUROC values and precision, recall, and f1-score. Our MLP

models were implemented using the PyTorch library, and

evaluations were performed using the Scikit-Learn library.

2.4.4. Prediction model development (PMbpd,
Ts-PMbpd)

Traditional methods exist for accurate forecasts of BPD;

however, improvements are required for accurate forecasts. In this

study, we designed an ANN model for precise diagnoses,

expecting neural networks to analyze extensive data on BPD more

accurately. Because diagnosing BPD is a binary- or multi-

classification problem that predicts the occurrence of BPD and

types of BPD in infants from a given set of 45 variables, we

started modeling from a simple MLP architecture that is widely

used as a classifier. PMbpd is a one-dimensional input ANN

model with a hidden layer (Figure 1A). The number of hidden

layers was experimentally selected, and it exhibited high accuracy

and stability during training. Our simple MLP model (PMbpd)

showed excellent performance compared with traditional

algorithms; however, we further developed PMbpd. The developed

model is a two-stage model (TS-PMbpd) that uses information

from the RSd to predict BPD severity. The TS-PMbpd consists of

two MLP models and can be divided into two steps. In the first

step, an MLP model predicted the RSd. In the next step, the final

model uses input variables and a feature vector from the MLP

model that predicts RSd by concatenation (12) at the hidden layer

to forecast the BPD severity, as shown in Figure 1B. Because the

feature vector from the first step MLP model contains

information about RSd, which is a disease relevant to BPD, it

helps to predict BPD severity. This could be confirmed by the

improvement in performance for the BPD multi-classification

problem, which is a problem with a small number of cases.

2.4.5. Shapley additive exPlanation (SHAP)
The Shapley value was calculated to determine the input

variables that significantly affected the judgment of the model

(22). Although there are other approaches (e.g., permutation

feature importance and coefficients as feature importance) to

determine the contribution of variables to the predictive model, it

is often difficult to apply them to ANNs for interpretability. The

Shapley value is an approach based on cooperative game theory

that can check the degree of positive or negative impact on all

variables. To obtain convenient computations and explainable

results, a calculation method called SHAP was used (23).
3. Results

3.1. Study population and data selection

The study flowchart is shown in Figure 2. In total, 16,384

VLBW infants were enrolled in this prospective cohort. We
frontiersin.org
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FIGURE 1

Structure of models: (A) pMbpd is a baseline neural network based on the conventional MLP architecture. (B) TS-PMbpd is composed of two different
MLPs. In Step 1, one MLP predicts RSd, and in Step 2, the other MLP predicts BPD. The feature vectors from the second layer of the network for RSd
are concatenated with the second layer of the MLP for BPD. The activation function of the last layer is sigmoid function for binary classification and
softmax function for multi-classification. MLP, multilayer perceptron; BPD, bronchopulmonary dysplasia.

FIGURE 2

Flow diagram of the study population. KNN, Korean Neonatal Network; BPD, bronchopulmonary dysplasia; PDA, patent ductus arteriosus; PROM,
premature rupture of membranes; IVH, intraventricular hemorrhage; NICHD, National Institute of Child Health and Human Development.
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excluded infants who were diagnosed with major congenital

anomalies (N = 594), cases whose presence of BPD, PDA, sex,

premature rupture of membrane, IVH was not specified (N =

2,369), and gestational age >32 weeks (N = 2,244). Patients who
Frontiers in Pediatrics 04
died before being diagnosed with BPD were excluded, but those

who died due to BPD were included in BPD 3. The baseline

demographic characteristics of the subjects are summarized in

Table 1. All variables except maternal overt diabetes mellitus,
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maternal chronic hypertension and chorioamnionitis showed

significant differences among the subgroups (P < 0.001). All the

45 variables stated in Supplementary (Table S2).
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3.2. Prediction performance between new
PMbpd and classic ML models

The performance evaluation of the newly proposed BPD

prediction model (PMbpd, TS-PMbpd) and other ML models

applied in our study is summarized in Table 2. TS-PMbpd

demonstrated outperformance about AUROC value and accuracy

in the analysis of the diagnosis of BPD (0.8966, 0.8199,

respectively). PMbpd demonstrated outperformance about

F1-score and accuracy, and TS-PMbpd about AUROC value in

the analysis of the diagnosis of BPD ≥2 (0.7754, 0.7764, 0.8253

respectively). PMbpd demonstrated outperformance about

F1-score and AUROC values in the analysis of the presence of

BPD 3 (0.7793, 0.8277, respectively). TS-PMbpd demonstrated
TABLE 1 Demographic and clinical characteristics of the study
participants.

Variables BPD 0 (n
= 3,724)

BPD 1 (n
= 3,383)

BPD 2 (n
= 1,375)

BPD 3 (n
= 2,695)

P-
value

Sex (male) 1,718 (46.1) 1,673 (49.5) 743 (54.0) 1,465 (54.4) <0.001

GA, weeks 30.04 ± 1.17 27.90 ± 1.65 27.61 ± 1.99 27.00 ± 2.12 <0.001

AS1 5.57 ± 1.79 4.53 ± 1.87 4.06 ± 1.83 3.95 ± 1.81 <0.001

AS5 7.61 ± 1.37 6.80 ± 1.66 6.37 ± 1.76 6.29 ± 1.79 <0.001

BW, gram 1,259.19 ±
183.51

1,064.39 ±
224.15

1,010.93 ±
245.57

885.79 ±
250.51

<0.001

BW_z −0.01 ± 0.01 0.01 ± 0.54 0.06 ± 1.19 0.15 ± 1.84 <0.001

DM
O_DM 48 (1.3) 48 (1.4) 21 (1.5) 44 (1.6) 0.709

A_DM 449 (12.1) 394 (11.6) 153 (11.1) 219 (8.1) <0.001

HTN
C_HTN 92 (2.5) 79 (2.3) 36 (2.6) 66 (2.4) 0.95

A_HTN 899 (24.1) 526 (15.5) 241 (17.5) 539 (20.0) <0.001

CA 917 (24.6) 1,139 (33.7) 500 (36.4) 997 (37.0) 0.05

pH1h 7.27 ± 0.09 7.27 ± 0.10 7.26 ± 0.10 7.26 ± 0.11 <0.001

BE1h −4.73 ± 3.16 −5.15 ± 3.38 −5.25 ± 3.47 −5.51 ±
3.62

<0.001

RDS 2,576 (69.2) 3,121 (92.3) 1,282 (93.2) 2,565 (95.2) <0.001

SFT 2,543 (68.3) 3,161 (93.4) 1,291 (93.9) 2,575 (95.5) <0.001

SFTnu 0.77 ± 0.61 1.20 ± 0.63 1.31 ± 0.79 1.38 ± 0.76 <0.001

PDATx 735 (19.7) 1,493 (44.1) 686 (49.9) 1,626 (60.3) <0.001

PDALg 53 (1.4) 325 (9.6) 231 (16.8) 778 (28.9) <0.001

PHT 21 (0.6) 78 (2.3) 76 (5.5) 453 (16.8) <0.001

lowBP 195 (5.2) 652 (19.3) 412 (30.0) 1,237 (45.9) <0.001

Values are expressed as numbers (%) or means (standard deviations). BPD,

bronchopulmonary dysplasia; BPD 0, no BPD; BPD 1, mild BPD; BPD 2,

moderate BPD; BPD 3, severe BPD; AS1, 1-minute Apgar score; AS5, 5-minute

Apgar score; BW, birth weight; BW_z, birth weight z-score; O_DM, maternal

overt diabetes mellitus; A_DM, maternal all types of diabetes mellitus; C_HTN,

maternal chronic hypertension; A_HTN, maternal all types of hypertension; CA,

histologic chorioamnionitis; pH1h, hydrogen ion concentration in the blood

within 1 h after birth; BE1h, Base excess within 1 h after birth.

RDS, respiratory distress syndrome; SFT, need for surfactant; SFTnu, Number of

administered surfactants; PDATx, patent ductus arteriosus with any treatment;

PDALg, Patent ductus arteriosus with surgical closure; PHT, pulmonary

hypertension with treatment within 1 week of age; low BP, hypotension with

medication within 1 week of age. T
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outperformance about AUROC value and accuracy in the analysis

of the diagnosis of each BPD severity (0.7855, 0.5912, respectively).

Detailed performance results, including prediction, recall, F1-score,

and accuracy, are summarized in Table 2, and the receiver

operating characteristic (ROC) curves are shown in Figure 3.
3.3. Importance analysis by SHAP

After producing ANN models for each binary and multi-

classification, we sorted the top 20 variables that contributed

the most to predicting the outcomes. Figure 4 depicts the

importance matrix plot and the SHAP summary plot designated

for the ANN models. The principal variables that contributed

to the diagnosis of BPD in VLBW infants were GA, BW, PDA

treatment, and low BP (Figure 4A). Among the principal

variables for the presence of BPD ≥2 and 3 in VLBW infants,

the first two variables in the top six were BW and low BP, in

the same order. The latter four were IVH, sex, PHT, and PDA
FIGURE 3

ROC curve of BPD prediction ML models: (A) ROC curve of BPD prediction M
BPD prediction ML models in binary classification (BPD 0,1 vs. BPD 2,3). (C
0,1,2 vs. BPD 3). (D) ROC curve of the TS-PMbpd model in multi-classifica
dysplasia; BPD 0, no BPD; BPD 1, mild BPD; BPD 2, moderate BPD; BPD 3, se
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ligation, which had the same composition but different orders

(Figures 4B,C). The principal variables that helped the

diagnosis of each BPD severity in VLBW infants were GA, BW,

PHT, PDA ligation, low BP, and sex (Figure 4D). In particular,

BW, low BP, and sex were in the top six in all classifications,

and PDA ligation and PHT were in the top six in three out of

four classifications. In general, we found that low BP, male sex,

PHT, PDA ligation, and PDA treatment were positively

correlated with BPD severity, and GA and BW were negatively

correlated.
4. Discussion

This national cohort study developed new ML models

enhanced with a complementary MLP network (PMbpd) and an

additional stepwise approach (TS-PMbpd) using antenatal and

early postnatal clinical variables and compared their predictive

power for the prediction of BPD and its severity using antenatal
L models in binary classification (BPD 0 vs. BPD 1,2,3). (B) ROC curve of
) ROC curve of BPD prediction ML models in binary classification (BPD
tion (BPD 0 vs. BPD 1 vs. BPD 2 vs. BPD 3). BPD, bronchopulmonary
vere BPD.
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FIGURE 4

Top 20 variables contributions for BPD prediction by SHAP. (A) SHAP summary and importance matrix plots of the TS-PMbpd model in binary
classification (BPD 0 vs. BPD 1,2,3). (B) SHAP summary and importance matrix plots of the TS-PMbpd model in binary classification (BPD 0,1 vs. BPD
2,3). (C) SHAP summary and importance matrix plot of the PMbpd model for binary classification (BPD 0,1,2 vs. BPD 3). (D) SHAP summary and
importance matrix plot of the TS-PMbpd model in multi-classification (BPD 0 vs. BPD 1 vs. BPD 2 vs. BPD 3). In the dotted plot on the left, each dot
represents one patient per feature, where red represents a higher value in continuous and ordinal variables (or positive correlations in categorical
variables) and blue represents a lower value in continuous and ordinal variables (or negative correlations in categorical variables). The bar plot on the
right presents the importance of each clinical variable in predicting the severity of BPD in VLBW infants in each model. The variable names in the top
six for all classifications are highlighted in red, and top six in three out of four classifications are highlighted in green.
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and early perinatal clinical variables. Our prediction model

outperformed conventional logistic regression and other ML

methods (SVM, k-NN, decision tree, XGBOOST, and Light

GBM). We identified that GA, BW, and PDA treatment were

significant variables for the occurrence of BPD and BW, and low

BP for both BPD ≥2 and 3. Moreover, GA, BW, and PHT were

the most important variables that predicted BPD severity in

VLBW infants. Notably, BW, low BP, and sex were in the top six

in all classifications, and PDA ligation and PHT were in the top

six in three out of four classifications.

Although the SHAP value cannot be an absolute risk criterion,

it is known to provide a common sense of the importance of each

variable for individual predicted values (22). Therefore, it is
Frontiers in Pediatrics 07
possible to indirectly find out which variables affect the severity

of BPD through the SHAP value. Antenatal Steroids,

chorioamnionitis, fetal growth restriction, gestational age, birth

weight, and sex are well-known prenatal risk factors for BPD.

Postnatal factors include mechanical ventilation, postnatal

steroids, patent ductus arteriosus, supplemental oxygen, and

sepsis (24). In addition to well-known risk factors, in this study,

low BP (25) and PHT (26), which required treatment within one

week, were important as early factors for BPD. Previous studies

(25, 26) have shown that the above variables play a role in the

risk factors of BPD, but their importance is higher than

expected, so attention should be paid to premature care and

additional studies are needed in the future.
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Several investigations have been intensively conducted to

predict BPD and various severities in recent years, as poor short-

and long-term outcomes have occurred in patients with BPD,

especially in those with moderate and severe BPD (27). Most

existing prediction tools have implemented traditional statistical

methods for predicting BPD risk, mainly from smaller datasets

or a single center, and have focused on the early prediction of

BPD. Few have focused on its severity, although the three levels

of severity have different outcomes (7, 27). Additionally, such

models often have variable accuracy and yield inconsistent

findings, leading to confusion or uncertainty among healthcare

providers regarding the model to be used.

Recently, ML models have been promising prediction tools and

have been used in numerous clinical applications, with the

advantage of being able to minimize the error between predicted

and observed outcomes. They applied ML algorithms such as

logistic regression, XGBOOST, gradient-boosting decision trees,

and random forests (27). Our study takes a step forward in

identifying the clinical risk factors and developing effective early

prediction models for BPD and its severity by securing a large

number of BPD patients from a nationwide cohort registry and

implementing a new deep learning technique. Although classic

ML models are used for prediction, neural approaches have

shown remarkable results in solving complex problems with big

data. In addition, owing to their flexibility in designing the

architecture of models and their nonlinearity, ANN often

surpasses other ML methods in treating big data with complex

distributions. Therefore, we first attempted to create a simple

MLP model (PMbpd) that predicts BPD with factors that may

occur prenatally and early after birth (usually within 1 week).

Subsequently, we developed TS-PMbpd, which can provide

various interpretations for input variables by creating the

architecture of the model in two stages. Concatenating as our

two-stage method is often used to improve performance in the

computer vision field (28, 29) and is further used for

classification problems (30) with insufficient data for securing

diversity in feature interpretation, such as each severity

prediction in the paper.

The KNN database is a nationwide cohort registry that includes

approximately 75%–80% of VLBW infants born in South Korea

and contains antenatal, postnatal, and long-term

neurodevelopmental data. Our study sought to determine which

factors were significant predictors of BPD in the NICU.

Specifically, we selected the top 20 out of 45 variables to select

the appropriate features. It is thought that it would be beneficial

to reduce the variables a little more in future research to create

compact modeling and go through the validation process.

Additionally, by pooling VLBW infants from 77 different NICUs

with a wide range of clinical conditions, neonatologists’

preferences, and therapeutic protocols, we assume that our

enhanced models could be feasible as BPD prediction tools in

tertiary NICU settings that manage VLBW infants.

Respiratory support, especially for ventilator-induced lung

injury, plays an important role as an independent risk factor in

BPD development (13–15, 31). Therefore, in the first step of

modeling, we chose variables to predict this factor and
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subsequently developed a two-stage model (TS-PMbpd) in a

stepwise fashion to improve the predictive power. This could be

confirmed by the improvement in performance for the BPD

multi-classification problem, which is a problem with a small

number of cases. This TS-PMbpd model showed its strength in

predicting the severity and presence of BPD.

This study had a few limitations. BPD-related data, such as

biomarkers, clinical symptoms, vital signs, and radiologic

findings, could not be included because only data were collected

from the KNN. Second, it was difficult to apply several clinical

parameters to the model development because the exact timing

of the occurrence was not recorded in a nationwide registry.

Third, the longitudinal follow-up of variables during the NICU

stay was not included in this model because each NICU has a

different decision-making policy. Finally, it is difficult to

determine the meaning of each parameter in the models and

how ML methods generate results because of the nature of self-

extracted data from large datasets.

Future developments with our BPD prediction models should

reflect the changing BPD definition of these years and the great

importance of predicting severe BPD patients, who have a worse

prognosis and require more intensive care and follow-up.

Moreover, we are considering developing a scoring system that is

easy to use in clinical practice by inferring and assigning weights

to the top compact variables.
5. Conclusions

Using a nationwide VLBW infant cohort, we developed new

ML models incorporating crucial BPD indicators (RSd) into a

two-step analysis and found significant clinical variables to

predict early BPD and its severity with high predictive accuracy.

In particular, our TS-PMbpd model showed the best

performance in predicting the multi-classification of BPD for

each severity; therefore, it can be used as an adjunctive predictive

tool in clinical NICU practice for the early stratification of BPD.
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