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Abstract: Machine learning is a prominent and an intensively studied field in the artificial intelligence area which 

assists to enhance the performance of classification. In this paper, the main idea is to provide the classification and 

comparative analysis of data mining algorithms. To support this idea, six supervised machine learning (ML) 

algorithms, C4.5 (J48), K-Nearest Neighbor (KNN), Logistic Regression (LR), Naive Bayes (NB), Support Vector 

Machine (SVM), and One Rule (OneR) along with the five UCI Datasets of ML Repository, are being applied that 

demonstrates the robustness and effectiveness of numerous approaches. Whereas, for analytical procedures, 

significant parameters have been considered: Accuracy, Area Under Curve (AUC), precision, recall, and F-measure 

values. Hence, the primary objective of this study is to obtain binary classification and efficiency by conducting the 

performance evaluation. We present experimental results that demonstrate the effectiveness of our approach to 

well-known competitive approaches. 
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I. INTRODUCTION 

Data mining involves the adoption of sophisticated data 

analysis tools to discover the relation and valid patterns in 

large datasets [1][2]. Abundant theoretical and empirical 

studies are published, providing the advantages of the 

combination paradigm over the individual classifier models 

[3][4][5]. In recent times, ML is being widely used in a 

variety of industries, for instance, remote sensing, image 

classification and pattern recognition.  

These tools include interdisciplinary research areas which 

are arithmetical algorithms, statistical models, ML 

methods, intelligent information systems, etc [6].  

J48 is a simple C4.5 decision tree [7]. The classification 

process is modelled by applying the binary tree. It is the 

successor of the ID3 algorithm. In [8], it is an efficient 

evaluation model and recursively select the attribute with 

the maximum information gain rate as the test attribute and 

finally generate the satisfactory outcomes. 

KNN is one of the top data mining algorithms; it is 

significant to extend KNN classifiers sensitive to costs for 

imbalanced data classification applications. The major 

weakness of the lazy learning (KNN classification) 

algorithm is often sensitive to the noisy data and the 

irrelevant or disturbing attributes. It is an efficient feature 

selection methods for data mining [9]. 

LR and Neural Networks were systematically ranked 

among the best models. It yields magnificent performance 

as (ML) models to predict the risk of major chronic diseases 

with low incidence. ML is superior to conventional 

regression for disease prediction modeling, where the 

number of incident disease cases is low [10]. 

The NB classifier aggregates with the Bayes paradigm in 

decision rules like the hypothesis, which is the possible 

result. NB learning framework for large-scale 

computational efficiency and multi-domain platform 

classification [11]. 

Support vector machines (SVMs) are powerful and flexible 

algorithms and can handle multiple continuous and 

categorical variables. Furthermore, the overall outcomes 

with comparisons are given, indicating significant non-

linear mitigation with BER reductions. The SVM multi-

classifier based on the in-phase and quadrature components 

is relatively optimal, considering the calculation and 

storage [12]. 

OneR [13], a simple classification algorithm that generates 

a one-level decision tree. It handles the missing values, 

numeric attributes mentioning flexibility and create one 

rule for each attribute in the training data, then selects the 

rule with the minimum error rate as its one rule. 

This paper is structured in several sections. In section II, the 

literature survey is briefly described. The proposed 

methodology adopted for performing different experiments 

is in Section III. Section IV, states experimental analysis, 

datasets detail and performance evaluation. Lastly, the 

conclusion is drawn based on outcomes and future work is 

suggested in Section V. 
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II. L ITERATURE REVIEW 

Research-based on C4.5, KNN, LR, NB, SVM and OneR, 

classification has recently witnessed a surge of research 

efforts [14]. In this paper, we use the binary classification 

of supervised learning. Classification aims to accurately 

forecast the target class for each case in the data. The model 

builds the training process, a classification algorithm 

discoveries association between the values of the predictors 

and the values of the target [15]. Different classification 

algorithms practice different procedures for discovery 

associations. These associations are model, which can 

function to a different dataset in which the class is 

unidentified [16]. 

In C4.5 [17], application of the C-C4.5 algorithm on noisy 

data is more robust to noise than the one of the C4.5 

algorithm. The performance of the C-C4.5 algorithm 

depends on the different parameters. The results obtained 

C-C4.5 trees with high values obtain the best results 

according to average accuracy. 

In [18], KNN is the slowest classification technique 

because the classification time is directly related to the 

number of data. When the data size is more prominent, 

more extensive distance calculation must be performed and 

this makes KNN extremely slow. It uses the number of 

nearest neighbors “k” as one of the parameters in 

classifying an object and the value of k influences the 

classifier [19]. 

In [20], investigates the properties of LR and NB and makes 

a comparison between them. The hybrid LR-NB model 

construction method that follows the strategy of balancing 

the tradeoff between model bias and model variance, to 

minimize the sum of errors. The hybrid model offers an 

improvement over pure LR in terms of training time by 

optimizing fewer parameters in the LR part. 

In [21], NB is the most popular data mining algorithms. 

Empirical results indicate that the selective NB 

demonstrates superior classification performance while 

retaining the simplicity and flexibility at the same time. 

In [22], incorporating imprecise prior knowledge and 

sophisticated machine learning SVM-based algorithms has 

been proposed. It uses the duality representation in the 

framework of the minimax strategy of decision making, 

which permits us to get simple extensions of SVMs, 

including additional constraints for optimization variables. 

In [13], OneR is a simple classification algorithm that 

generates a one-level decision tree. It is also able to handle 

missing values and numeric attributes showing flexibility 

despite the simplicity. The OneR algorithm creates one rule 

for each attribute in the training data, then selects the rule 

with the minimum error rate. 

III. PROPOSED METHODOLOGY 

This section presents an overview of the proposed method, 

which describes the pre-processing stage of data and 

classification algorithms used in this study. 

A. Proposed System 

The proposed system is given in Figure. 1. It consists of 

numerous phases: datasets, base learners and comparative 

analysis of results. Besides, the generalization performance 

of the system, 10-fold cross-validation is used for all 

classifier learners and datasets. 

B. Data Pre-processing 

The values of ranges in the data from different machine 

learning datasets may be high. In this case, certain features 

can significantly or negatively affect algorithms for 

classification accuracy. Therefore, data values are 

normalized to [0,1] range using min-max normalization 

technique [23]. 

C. Classification of Algorithms 

In this study, base learners, including C4.5(J48), KNN, 

LR, NB, SVM and OneR, are employed.  

There are numerous phases of method related to datasets 

and classifiers focused on ML. In this work, six ML 

classifiers, along with five datasets, are experienced for 

binary classification. 

C4.5 is performing best among all the algorithms such as 

Naïve Bayes, Random Forest and Multilayer Perceptron. 

C4.5 is showing the best classification accuracy as 

compared to  NB, Random Forest and Multilayer 

Perceptron while applying attribute selection [7]. 

The [24], DPeak clustering algorithm, is not applicable for 

large scale datasets. In this scenario, the FastDPeak is 

proposed. Its density is replaced by kNN-density, which is 

computed by a fast kNN algorithm such as a cover tree, 

yielding huge improvement for density computations. 

Experimental results show that FastDPeak is effective and 

outperforms as compared to other ML algorithms. 

LR classifier is another method borrowed by ML from the 

field of statistics. It is a statistical model and used when the 

dependent variable is categorical. NB is a probabilistic ML 

model. It requires linear parameters in the number of 

functions of the variables and highly scalable [25].  

In [26], naive Bayes and random forest had to overlap the 

performance and both ML methods outperformed multiple 

logistic regression. These ML methods (multiple logistic 

regression, naive Bayes, and random forest) were able to 

predict survival at a population level. It is better to choose 

the best method for each moment, but all methods would 

have resulted in similar improvements in practice. 

In [27], an algorithm is proposed to optimize the feature 

subsets of samples, and then add the parameters of the 

support vector machine to optimize the classification. The 

experimental results show that the algorithm has a good 

effect on the classification of adequate instant messaging 

information of the Internet of things big data and has a good 

effect and practical application value. 

OneR classification algorithm that generates one rule for 

each predictor in the data. In [28], a procedure for ML is a 

straightforward one that proves surprisingly useful on the 



University of Sindh Journal of Information and Communication Technology (USJICT) Vol.5(2), pg.: 63-68 
 

65 

 

standard datasets commonly used for evaluation. It takes as 

input a set of examples, each with several attributes and a 

class like other learning methods. The OneR algorithm 

selects the most informative single attribute and bases the 

rule on this attribute alone. However, the result is not 

satisfactory with continuous-valued attributes and handling 

the missing values. 

 
.Figure.1. The Proposed Layout 

 

IV. EXPERIMENT AND ANALYSIS 

In these subsections, we describe and present the 

experimental process, evaluation measures and 

experimental results. 

A. Experimental Process 

In the experimental process, datasets have been used from 

the UCI Machine Learning Repository [29].  

All experiments are performed on a total of 6 ML classifiers 

by using WEKA (Waikato Environment for Knowledge 

Analysis) ML toolkit and JAVA programming language. 

We utilized default parameter values for all classifiers in 

WEKA [30]. 

We carry out 10-fold cross-validation to all datasets to yield 

reliable results. The 10-fold cross-validation is imposed on 

the original dataset randomly partitioned into ten equally 

sized sets, one of which is used as test validation, while the 

remaining sets are used for training operations. The process 

is repeated ten times and calculated the averages of the 

results. 

Dataset characteristics are evaluated concerning the 

attributes and the number of instances. These datasets are 

typically used to solve machine learning related problems. 

There are various numerical attributes, instances and class 

descriptions illustrated in Table I. The datasets are selected 

from the UCI Machine Learning Repository according to 

their distinct parameters, which are being utilized for binary 

classification problems. 

 

 
TABLE I  

DATASETS DETAIL 

 

In this work, different supervised ML approaches have been 

carried out along with the datasets, which are considered 

suitable for the classification. However, the performance 

metrics are calculated according to binary classification 

problems based on the confusion matrix. 

B. Assessment of Measures 

This section describes the five performance evaluation 

measures of the proposed method, consisting of accuracy, 

AUC, precision, recall and F-measure. 

 

Accuracy reflects how close an agreed number is to a 

measurement. It is specified further in Eq.1. 

                        

(1) 

 

In equation 1, TN, FN, FP and TP show the number of True 

Negatives, False Negatives, False Positives and True 

Positives. 

 

AUC represents the area under the ROC Curve. AUC 

calculates the whole two-dimensional area beneath the 

whole ROC curve from (0,0) to (1,1).  

 

Precision is a positive analytical value [15]. Precision 

defines how reliable measurements are, although they are 

farther from the accepted value. 

The equation of precision is shown in Eq.2. 

                
  (2) 

 

 

The recall is the hit rate [15]. The recall is the reverse of 

precision; it calculates false negatives against true 

positives. The equation is illustrated in Eq. 3. 

 

     (3) 

 

F-measure can be defined as the weighted average [14] 

[15], of precision and recall. This rating considers both false 

positives and false negatives. The equation is illustrated in 

Eq. 4. 

Datasets Instances Attributes Classes 

Adult 48842 14 2 

Breast Cancer 286 9 2 

Car Evaluation 1728 6 4 

Iris 150 4 3 

Yeast 1484 8 10 
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 (4) 

 

These criteria are adjusted proportionally in the data by the 

reference class prevalence in the weighting operation. 

C. Experimental Results 

There are several algorithms for classification of which the 

most well-known and widely applicable dataset.  

Tables II-VI for all datasets present accuracy, AUC, 

precision, recall and F-measurement values of machine 

learning algorithms. In Table II-VI, high Acc, AUC, 

Precision, Recall and F-measure are shown in Bold, while 

the greyed shows insufficient results. 

To sum up, Tables II-VI, has been designed in terms of 

different specifications according to the multiple datasets 

relating to the numerous approaches to machine learning. 

In Table II, LR has better outcomes, which provides 

85.6988% Acc in comparison to others. Probably, in Table 

III, J48 indicates 75.5245% Acc adequate consequences. 

Similarly, in Table IV, the SVM presents 93.7500% Acc 

effective results. Likewise, in Table V, the LR illustrates 

the 96.1000% Acc productive outcomes. However, in the 

end, LR shows a 58.6253% Acc result in Table VI.  

Moreover, it is analyzed that LR in adult dataset Table II, 

provides positive findings. Likely, J48 in the breast cancer 

dataset concerning Table III, indicates the progressive 

result.  

Similarly, Table IV, SVM presents effective results in the 

car evaluation dataset. Likewise, in Table V, the iris dataset 

LR provides a more accurate outcome. Finally, LR 

indicates adequate consequences in Table VI, yeast dataset. 

 
TABLE II 

VALUES FOR ADULT DATASET 

 
TABLE III 

VALUES FOR BREAST CANCER DATASET 

 

 

 

 

 

TABLE IV 

 VALUES FOR CAR EVALUATİON DATASET 

 
TABLE V 

VALUES FOR IRIS DATASET 

 
TABLE VI 

 VALUES FOR YEAST DATASET 

 

In Figure. 2-6, indicate the effects of enhanced classification 

of performance evaluation on datasets given in charts. 

 

 
Figure.2. The chart is showing the effects of Adult dataset. 

 

 
 

 
 

 

 
 

 

Adult 
Methods Acc (%) AUC Precision Recall F-Measure 

J48 85.1705 0.875 0.845 0.852 0.845 

KNN 79.8718 0.722 0.798 0.799 0.798 

LR 85.6988 0.911 0.851 0.857 0.852 

NB 82.3779 0.902 0.846 0.824 0.831 

SVM 85.4367 0.764 0.848 0.854 0.848 

OneR 79.6569 0.592 0.797 0.797 0.747 

Breast Cancer 

Methods Acc (%) AUC Precision Recall F-Measure 

J48 75.5245 0.584 0.752 0.755 0.713 

KNN 72.3776 0.628 0.699 0.724 0.697 

LR 68.8811 0.646 0.668 0.689 0.675 

NB 71.6783 0.701 0.704 0.717 0.708 

SVM 69.5804 0.590 0.671 0.696 0.677 

OneR 65.7343 0.542 0.624 0.657 0.635 

Car Evaluation 

Methods Acc (%) AUC Precision Recall F-Measure 

J48 92.3611 0.976 0.924 0.924 0.924 

KNN 93.5185 0.997 0.940 0.935 0.925 

LR 93.1134 0.990 0.932 0.931 0.931 

NB 85.5324 0.976 0.852 0.855 0.847 

SVM 93.7500 0.953 0.939 0.938 0.938 

OneR 70.0231 0.500 0.700 0.700 0.824 

Iris 

Methods Acc (%) AUC Precision Recall F-Measure 

J48 96.0000 0.968 0.960 0.960 0.960 

KNN 95.3333 0.966 0.953 0.953 0.953 

LR 96.1000 0.981 0.960 0.960 0.960 

NB 96.0000 0.994 0.960 0.960 0.960 

SVM 96.0000 0.978 0.962 0.960 0.960 

OneR 92.0000 0.940 0.920 0.920 0.920 

Yeast  

Methods Acc (%) AUC Precision Recall F-Measure 

J48 55.9299 0.733 0.549 0.559 0.553 

KNN 52.2911 0.685 0.524 0.523 0.522 

LR 58.6253 0.825 0.585 0.586 0.577 

NB 57.6146 0.816 0.585 0.576 0.566 

SVM 57.0755 0.781 0.478 0.571 0.596 

OneR 40.027.0 0.585 0.404 0.400 0.517 
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Figure.3. The chart is showing the effects of Breast Cancer dataset 
 

 
Figure.4. The chart is showing the effects of Car Evaluation dataset. 

 
Figure.5. The chart is showing the effects of Iris dataset. 

 

 

Figure.6. The chart is showing the effects of Yeast dataset. 
 

V. CONCLUSION AND FUTURE WORK 

In this paper, we have examined the execution of supervised 

ML algorithms to classify multiple datasets, namely C4.5 

(J48), K-Nearest Neighbor (KNN), Logistic Regression 

(LR), Naive Bayes (NB), Support Vector Machine (SVM) 

and One Rule (OneR). The efficiency of algorithms is further 

classified in terms of recall/sensitivity, precision, accuracy 

and F -score. The sensitivity and specificity of the same 

algorithm can be severely affected by a retrospective study, 

analyzed varying sizes of training and test sets.  

This work can be extended to other data mining techniques 

like clustering and association. 

In the future, we plan to reform our study of classification 

models by introducing the hybrid framework of intelligent 

machine learning system will use to an extensive collection 

of real-life datasets. 
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