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Abstract

Introduction
Digitalisation of Electronic Health Record (EHR) data has created unique opportunities for research.
However, these data are routinely collected for operational purposes and so are not curated to
the standard required for research. Harnessing such routine data at large scale allows efficient and
long-term epidemiological and health services research.

Objectives
To describe the establishment a linked EHR derived data platform in the National Centre for Healthy
Ageing, Melbourne, Australia, aimed at enabling research targeting national health priority areas in
ageing.

Methods
Our approach incorporated: data validation, curation and warehousing to ensure quality and
completeness; end-user engagement and consensus on the platform content; implementation of
an artificial intelligence (AI) pipeline for extraction of text-based data items; early consumer
involvement; and implementation of routine collection of patient reported outcome measures, in
a multisite public health service.

Results
Data for a cohort of >800,000 patients collected over a 10-year period have been curated within
the platform’s research data warehouse. So far 117 items have been identified as suitable for
inclusion, from 11 research relevant datasets held within the health service EHR systems. Data
access, extraction and release processes, guided by the Five Safes Framework, are being tested
through project use-cases. A natural language processing (NLP) pipeline has been implemented
and a framework for the routine collection and incorporation of patient reported outcome measures
developed.

Conclusions
We highlight the importance of establishing comprehensive processes for the foundations of a data
platform utilising routine data not collected for research purposes. These robust foundations will
facilitate future expansion through linkages to other datasets for the efficient and cost-effective
study of health related to ageing at a large scale.
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Highlights
• Electronic Health Record (EHR) data contains rich

clinical, demographic and health service data that can
enhance research. However, variations in data quality,
completeness and transparency can lead to distrust by
researchers.

• The National Centre for Healthy Ageing, Healthy Ageing
Data Platform has developed an EHR based research
data warehouse containing a core set of high quality,
curated data items identified as relevant to healthcare
and clinical research.

• Harnessing linked EHR data across multiple healthcare
sectors, in a geographic population, has created a
naturalistic cohort to understand health journeys across
the life-span.

• Processes implemented in the Healthy Ageing Data
Platform have the potential to be replicated in other
settings, allowing researchers streamlined access to
research grade EHR derived data.

Introduction
Globally, the number of people aged 60 years and over
has tripled since 1950 and is projected to double over
the next 30 years resulting in an ageing population with
increasingly complex health needs [1]. In response, there is an
impetus for health care systems to transition from traditional
single disease-based models of care to more comprehensive
interdisciplinary models with a focus on holistic person-
centred approaches. Electronic Health Record systems (EHRs)
are being rapidly implemented globally, with potential to
provide rich clinical data across multiple healthcare sectors
at scale [2, 3]. Bringing together sources of EHR data both
within and between hospital EHR systems can allow a more
comprehensive view of a person’s healthcare journey and
provide longitudinal data on individuals and populations to
monitor disease trends and patient outcomes.

For research, such a resource would provide rich
longitudinal data at a much lesser cost than traditional
prospectively recruited cohort studies. When applied to a
defined region, data on the majority of the population can be
captured, reducing biases and generalisability issues inherent
in other study designs. Due to the large scale of data there
is sufficient statistical power to derive accurate estimates at a
population level and the ability to examine rare clinical groups
and populations who are traditionally under-represented in
recruited studies. The use of routinely collected data within
a geographic region can also provide data infrastructure that
can be harnessed to support more detailed data from nested
cohort studies and provide a framework for healthcare trial
evaluation.

Despite the potential of EHR data for health research,
there are a number of limitations that impact its suitability.
Data within EHR systems comprise both structured and
unstructured data that have been gathered, captured and
assessed during routine clinical care. As such, their primary
purpose is that of clinical documentation and business
reporting – not research. Due to operational complexities,

lack of interoperability between systems and a lack of
standardisation of data models, these data are inconsistently
recorded both within and between healthcare organisations.
When applied to research, these inconsistencies can lead to
substantial and cumulative bias resulting in distrust from
researchers about the quality and usefulness of EHR data [4].
These constraints, if not addressed, means that the use
of these data for healthcare evaluation and other forms of
research can be limited.

In 2019, The National Centre for Health Ageing (NCHA)
was funded by the Australian Federal Government to develop
an EHR derived data platform. The overarching purpose
being to make better use of existing health data to support
transformative research and translation in health service and
aged care innovation, and gain insights into the epidemiology
of ageing. The aim of this paper is to provide an overview of
the activities undertaken to establish the foundations of the
NCHA Healthy Ageing Data Platform.

Methods

Setting

The NCHA is a partnership between Monash University and
Peninsula Health and is located in the Frankston/Mornington
Peninsula region in Victoria, Australia. The partnership
draws upon the strengths of the two organisations. Monash
University is a leading international medical research university
and is at the forefront of cutting-edge, innovative and
translational research involving sensitive data. Monash
researchers are supported by significant investment in world-
class infrastructure, platforms and services that were used
to support the development of the Healthy Ageing Data
Platform.

Peninsula Health is the only public health provider for the
Frankston/Mornington Peninsula region, services a population
of approximately 311,000 people within Australia and is an
early adopter of EHR systems. The region contains both
metropolitan and regional areas, has wide socio-economic
diversity, an ageing population (20% aged >65 years) and
one of the highest rates of dementia in Australia [5].
Located on a peninsula, residents access the majority of
their healthcare through Peninsula Health, which includes two
acute care hospitals, two rehabilitation hospitals and over
ten outpatient and community health centres. Unlike most
health organisations in Australia, Peninsula Health allocates
a single unit record (UR) number to patients across all
of the services. These features made Peninsula Health an
attractive organisation to partner with in the development
of a linked EHR derived cohort for health services research
specific to ageing. The activities involved in establishing the
Healthy Ageing Data Platform are outlined in Figure 1 and are
described in detail below.

Establishment team

The complexity of this undertaking required a multidisciplinary
team of Information Technology (IT) professionals,
epidemiologists/biostatisticians, implementation scientists,
data scientists, legal and governance officers and clinicians.
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Figure 1: Program logic model for the development of the Healthy Ageing Data Platform

Early establishment of the team with a clear and shared vision
of the end goal has been critical. To maximise integration
within the Healthcare Organisation/University partnership,
key technical staff were employed by Peninsula Health,
funded through the NCHA, and integrated within existing
Peninsula Health operational teams. Academic leads were
given appointments with Monash university but also have
honorary appointments with Peninsula Health.

Data management

Most EHR systems, including Peninsula Health, are examples
of relational databases that require internal linkages. As the
Peninsula Health system contains multiple systems, e.g. Cerner
(inpatient data), Mastercare (community data), iPharmacy
(pharmacy data) etc, linkages also need to occur across
systems. This can create challenges from both a technical and
internal governance perspective, especially as these data are
primarily collected stored and managed for operational and
not research purposes. Consequently, having a robust internal
data governance framework that can maximise the value of
the data for research whilst managing data-related risks is
paramount [6].

For security purposes all operational activities for the
Healthy Ageing Data Platform are undertaken inside the
Peninsula Health’s data centre and so are governed by
the Peninsula Health cyber security policies. This approach
ensures compliance with data security related to the operations
associated with the transmission and storage of data. To
avoid negative impact on operational systems key tables are
copied, with weekly incremental updates, into staging areas
within the NCHA data warehouse where business rules and
cleaning operations are applied to merge the data with the core
dataset. Once the warehouse is fully established, audit trails
will be automated within the Healthy Ageing Data Platform
warehouse to monitor who is accessing the data, movement of
data between systems and changes in data use and structure.
Audit requirements will be regularly reviewed to ensure that
they are responsive to regulatory requirements.

Internal data access is guided by the separation principle
whereby identifiable data are kept separate to clinical data
and staff only have access to the information needed for
them to perform their role. For example, staff involved in
managing the data are employed by Peninsula Health, have
limited access rights to the data and are not given access to
patients’ full records unless required. Person level data are
assigned a platform ID within the Research Data Warehouse
which can only be linked back to the hospital UR number using

a linkage map held within Peninsula Health but external to the
warehouse.

Data quality and completeness is of the utmost importance
and is critical to determining the suitability of items
for incorporation into the research data warehouse. The
World Health Organisation’s Data Quality Review (DQR)
Framework [7] is being used to guide the assessment of data
quality. The DQR dimensions include: (1) completeness i.e. the
proportion not containing null or blank values; (2) specificity,
calculated by excluding unknown, not specified, not stated, or
‘other’; (3) timeliness, validated against data recording time;
(4) internal consistency, measured as consistency between
similar variables recorded within different datasets; and (5)
external consistency, validated against published literature and
data collection points.

Determining the content

To address the excessively large amount of data of varying
quality within the Peninsula Health EHR systems, a decision
was made to focus on high value, high quality data items
that are frequently used in healthcare research. An existing,
published review of the international literature was used as
one of the sources to identify EHR items commonly used in
research [8]. Although the overarching purpose of the NCHA is
to support transformative research and translation in the area
of healthy ageing, the core data items did not need to have a
specific focus on ageing research. This means that the Healthy
Ageing Data Platform can be used for any type of investigator
led research. The Peninsula Health EHR systems were then
audited to determine item availability and information on
data quality was derived from assessment against the DQR.
Items that were not routinely available or performed poorly on
multiple aspects of the DQR were removed from the list.

To further refine the content, researchers from Monash
University and clinicians from Peninsula Health, from a broad
range of areas, were invited to take part in a modified
Delphi process, a structured communication method to reach
a decision by surveying a panel of experts [9, 10]. The majority
of voting is performed online using live online survey/polling
tools. Each workshop is focussed on a particular set of data
items. For example, workshop 1 presented items from the
demographic, inpatient and theatre/surgical datasets. Prior
to each online workshop participants are sent information
about the items that will be polled at that particular
workshop. During the online workshop but prior to polling,
each data item is presented with information on use and
quality. Participants are encouraged to ask questions about
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the data items and subject matter experts are consulted prior
to providing advice to the group on specialised datasets such
as radiology or costing data. Group members who are unable to
attend the online workshop are given the option of completing
an online survey instead. They are also provided with an
opportunity to meet with the Data Operations Manager to
discuss the items prior to completing the survey. Some items
e.g. age, gender, admission/contact dates were considered
mandatory and were not polled but were presented to the
group for comment. Participants rated the items for inclusion
using a 6-point Likert scale and consensus was set at >70%.
Results are collated and provided to the participants for review
and comment. If consensus is not gained on all items a second
round of online polling is performed and after this second
round items that remain under 70% are excluded.

Data access governance

The five-safes framework is our overarching principle for
guiding data governance related to data access and release
(Figure 2). The framework was developed by the United
Kingdom (UK) office for National Statistics in 2003. It has
since expanded to a number of other countries and contexts
including government and health organisations in countries
such as the United Kingdom, Germany, Australia and New
Zealand. The principles of the five-safes [11] ensure oversight
with reference to safe: (i) people - user trust with regards
to the knowledge and data management skills; (ii) projects –
appropriate use of the data from a legal, moral and ethical
perspective, (iii) systems - authorisation of use controls over
data access (e.g. use of secure analysis environments) (iv)
data - potential for identification of individuals within the
data, (v) outputs - ensuring outputs/publications maintain
confidentiality.

A working group, consisting of senior legal, research, ethics
and operation managers from Peninsula Health and Monash
University was established. The groups purpose was to develop

a data access governance framework that would support:
streamlined access to data for research (including quality
improvement, clinical and epidemiological research); transfer
of data into secure research environments for analysis; linkage
with a range of external data sources; and incorporation of a
variety of data types from current and future sources, including
industry, with varying levels of identification and aggregation.

To guide the working group’s activities and avoid
duplication of already established processes, a review of
existing national, international and local data governance
frameworks was undertaken. Stakeholder engagement and
early piloting through use cases helped establish the needs
of a range of end-users and enabled a better understanding
of current processes to ensure compliance and streamlining of
future processes. So far, these activities have been focussed
on governing data access by members of the two partner
organisations. However, the foundations of the governance
framework are designed to allow future extension to data
access by other external researchers and data users such as
researchers from other academic institutions or industry and
other data types e.g. linkages with administrative data or
personal device data.

Implementing natural language processing

Electronic Health Records include many forms of narrative
text, ranging from short progress notes to much longer
discharge summaries and specialist reports. These documents
are unstructured data that cannot be used directly for
research or operational purposes unless they are reviewed and
coded by, for example, Health Information Managers, into
classification systems such as the International Classification
of Diseases (ICD) codes. However, there are limitations to
these codes for use in research whereby some conditions are
not well coded and have been shown to have low specificity
when validated against clinical cohorts [12]. Narrative
text may be manually coded to answer specific research

Figure 2: Application of the Five Safes framework

NCHA: National Centre for Healthy Ageing, SeRP: Secure e-research Platform.
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questions, but the scale is typically small, and the cost is
significant.

Natural Language Processing (NLP) is a family of
computational tools for automated analysis of narrative or
unstructured text. Having an NLP framework will allow
researchers to access information that may not be otherwise
accessible, especially information that is either poorly coded
in standard datasets or not coded at all.

In response we have deployed the CogStack framework [13,
14] within the Healthy Ageing Data Platform. CogStack is
an open-source project developed by Kings College, London
that includes modules for extraction of documents from source
systems, conversion formatted documents (such as rich text
format) to standard text and creation of searchable document
indexes. These modules provide an operational environment
that supports large scale, such as an entire health organisation,
processing of documents. The core NLP component provided
by CogStack is MedCAT, although other approaches can be
developed and installed in the CogStack framework. MedCAT
provides an annotation service which links tokens in text to
concepts in an ontology such as the Unified Medical Language
System (UMLS) or SNOMED-CT. The concepts are useful
for subsequent analysis via statistical classifiers or machine
learning algorithms.

Consumer engagement

Due to the focus of our Research Data Warehouse on
data from a defined geographic region, we identified that
a critical component to our success would be early and
meaningful engagement with the local community. To guide
our approach, facilitated workshops were conducted with
consumer representatives recruited through the Peninsula
Health Consumer Advisory Groups. The aim of the workshops
was to co-design with consumers, the consumer engagement
strategy for the NCHA Healthy Ageing Data Platform.
Workshops were structured to facilitate discussion about
the risks and benefits of using EHR data for research
and ways that consumers could be involved in the use
of their data. Participants were asked to brainstorm
how best to communicate the Healthy Ageing Data
Platform to the broader local community taking into
consideration identified risks and benefits, language used
and target groups. Information from these workshops will
be used to guide our overarching consumer engagement
strategy.

Relevant to consumer involvement is the incorporation of
a related program of work, implementing routine collection of
Patient Reported Outcome Measures (PROMS) into Peninsula
Health for incorporation into the Healthy Ageing Data
Platform [15]. This activity will ensure that data obtained
from consumer, and not just clinician perspectives are available
within the Platform.

Results

Approvals for 9 out of the 11 identified source systems have
been obtained from the different dataset owners for access to
research relevant datasets held within the Peninsula Health
network environment. Core data for >800,000 patients over a

10-year period have been curated within the Healthy Ageing
Data Platform’s research data warehouse. Migration of these
data into the warehouse to allow automated data extraction,
is in progress. So far, 129 core data items have been through
the Delphi process with 23 individuals participating in one
or more of the workshops (13 clinicians from 11 areas, 10
researchers from 8 departments). Of the 129 items polled, 113
items reached consensus after the first round of polling and
117 reached consensus during the Delphi process and have
been included in the core dataset (see Table 1 for examples).
Examples of items that did not reach consensus include:
Religion (Demographic dataset), Previous drug Overdose
(Inpatient dataset), and Medication Order Status (Pharmacy
dataset). A data dictionary, based on the National Health Data
Dictionary (NHDD) is under development to catalogue the
data attributes of these core data items, providing detailed
meta-data for researchers wanting to use data from the
Healthy Ageing Data Platform.

The Cogstack NLP pipeline has been implemented within
the Platform, deployed on a Linux server and configured
to retrieve documents from the staging are of the data
warehouse via SQL queries. So far it has been used to
identify dementia cases through extraction of dementia related
concepts from clinical notes. Future uses may include the
extraction of concepts not available in the structured data
e.g. social concepts, and improving the quality of core data
items for diagnoses that are known to be poorly recorded in
the structured data, for incorporation into the research data
warehouse.

Data access governance frameworks and policies from
government held administrative datasets, clinical quality
registries and large clinical trials (n = 7) were reviewed by the
data access working group (Table 2). Following the review,
a template based on existing stakeholder collaborations and
institutional agreements between the two NCHA partners was
chosen to use as a basis. A streamlined approach for access to
core data items by researchers from the partner organisations
has been agreed upon and is currently being formalised. The
committee identified that additional frameworks will be needed
to accommodate future data sharing and linkage activities with
industry, government and external academic institutions.

Decisions were also made with regards to governing data
release. Person level data released external to Peninsula
Health will be released into Monash SeRP - an e-research
environment. Similar to other e-research environments SeRP
ensures secure data transfer and provides an analysis
environment with audit trails via a curated gateway with
control over which researchers can access the data. The
exception to SeRP is that local Peninsula Health projects will
have the option of release of research data to a secure folder
or internal secure environment within the Peninsula Health
network in alignment with current practice.

Preliminary data for twelve use case projects have been
released to researchers using manual extraction. Once the
warehousing is complete the extraction process will be
automated for the core data items, allowing scale up of
data release processes. Linkages between data from the core
dataset and other administrative datasets have also been
undertaken for individual projects. This includes linkages
with Commonwealth and State administrative datasets (e.g.
hospital, Medicare pharmaceutical dispensing, aged care and
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Table 1: Overview of the datasets and examples of core data items that achieved consensus during the Delphi process and are
included in the Healthy Ageing Data Platform

Dataset Example of variables within datasets

Demographics month/year of birth, gender, postcode, country of birth, marital status, interpreter requirement, living
arrangement, usual accommodation

Admission admission/discharge/onset dates, diagnosis codes, discharge destination, basic vital signs,
procedures/interventions, death date, admission/discharge specialty, admission care type, admission
type, ICU/CCU stay duration, discharge destination, transfer reason, tobacco/alcohol misuse, aged
care assessment status

Emergency Department attendance dates, triage category, time to triage, diagnosis codes, time to departure, arrival mode,
injury cause/intent, visit type, departure destination

Theatre/surgical case specialty, primary procedure code id, operation type, surgery start date, operation outcome, ASA
score, anaesthetic type, unplanned return to theatre

Outpatient episodes dates, contact dates, episode/contact program, contact purpose, contact delivery setting,
contact professional group, episode health conditions, other factors affecting health

Pharmacy medication dates, medication order type, drug type, medication name, medication dosage, medication
route, clinician specialty

Pathology pathology order/collection dates, test name, reason for test, specimen type, collection priority, test
result, result units/limits

Costing encounter type, cost buckets: allied health, emergency, ward medical, ward nursing, ward supplies,
critical care unit, operating room, imaging, pathology, pharmacy, prosthesis, and non-clinical

Mental Health Episode/service contact dates, diagnosis codes, program, phase of care, triage outcome

Radiology In process

Community Health In Process

ICU: Intensive Care Unit, CCU: Coronary Care Unit, ASA: American Society of Anesthesiologists.

Table 2: Data access governance frameworks and policies used to inform the National Centre for Healthy Ageing data access policy

Health data sharing and linkage centres

Australian Institute of Health and Welfare’s data governance framework
Rochester Epidemiology Project, Mayo Clinic’s Department of Quantitative Health Sciences
Monash Partners Data Sharing Agreement and Principles
International Organisation for Standardization and the International Electrotechnical Commission; Application of ISO/IEC
38500 to the governance of data; guiding principles ISO/IEC 385051:2017
Victorian Department of Health Datasets; Centre for Evaluation and Research external research application process

National clinical registries
Australian Stroke Clinical Registry

Clinical Trials
ASPirin in Reducing Events in the Elderly (ASPREE) Clinical Trial; Working with ASPREE, Version 1.2: 31 July 2018

ISO: International Organization for Standardization, IEC: International Electrotechnical Commission.

death data) for all people living aged ≥60 years in the region
and linkages with local primary care health record data through
Outcome Health, a not for profit organisation that that acts as
a data custodian for a large number of Primary Care practices
in the region.

Based on findings from our two consumer engagement
workshops (workshop 1=7 participants; workshop 2=9
participants) the community engagement strategy for the
Healthy Ageing Data Platform will incorporate the following:

(i) understanding who the target community is; for example,
age, culture, and health/digital literacy, (ii) conveying
information that is simple, clear and devoid of academic and/or
technical jargon, (iii) respect of consumers’ genuine fear of
who can access their data and concerns around whether their
data is identifiable, and (iv) transparency in how data are being
used and managed.
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Discussion

In this study we provide a detailed account of the multifaceted
approach taken to develop the NCHA Healthy Ageing Data
Platform utilising EHR data across multiple sectors of a
healthcare organisation within a geographic region. Our
progress to date has demonstrated early evidence of feasibility
of our approach, providing a solid foundation for future
expansion of this work.

Although a number of publicly accessible EHR derived
datasets exist, they are generally restricted to a single
condition, disease or specialty type [16, 17] a single unit or
hospital. Other models have involved the bringing together
of state or national government held administrative data
through a central agency or databank to establish bespoke
project specific research cohorts [18, 19] or to support large
prospectively established national cohorts or data banks [20].
Governance frameworks differ between these programs with
different consent and agreements required. However, similar
to us, most are working to streamline access to maximise the
use of their data for research purposes with most programs
using some form of e-research environment or data enclave
for data access and analysis [17, 19–21]. The Rochester
Epidemiology Project (REP) is the model most similar to
ours. The REP, associated with the Mayo Clinic in the
United States, is the longest standing example of a population
medical record linkage system, with data dating back over
50 years [21]. REP data became available for electronic
linkage and storage from 2010 onwards allowing expansion
and streamlining of the system [22]. A more mature system
than ours, the REP has supported over 2,000 peer-reviewed
publications covering a diverse range of clinical conditions and
populations.

Our approach differs from these examples in our creation
of a core set of data items that are highly curated inside
our research data warehouse prior to release to researchers.
This not only to maximises data quality and completeness
but saves time and enhances consistency between researcher
projects. Weekly updates of our warehouse ensure that
our data are contemporary, making it ideal for healthcare
evaluation and quality improvement. Our core also provides
a standardised set of data that can be linked to other data
sources such as government held administrative datasets.
Our routine collection of PROMS across a whole healthcare
organisation for incorporation into our data platform is also
novel.

Despite the many strengths of our approach there are
a number of weaknesses and challenges that should be
acknowledged. Our core dataset is limited to residents
that attend services within Peninsula Health. As Australian
residents are covered by universal healthcare they are entitled
to seek care at any public hospital and those with private
health insurance may attend private hospitals - though in
our region this is predominantly for elective surgery. To
better understand this gap, we have recently linked our core
dataset with government held administrative data, providing
information on all hospital admissions, emergency department
presentations and outpatient visits for all public and private
hospitals in Victoria. Although our region has socio-economic
diversity, and both metropolitan and regional areas, we have
limited cultural diversity and so our data may not be suitable

for answering questions related to specific cultural groups.
There are also a number or data items that may be important
for research but are not part of the core dataset due to
poor quality and/or completeness. To address this gap, we
plan to work with clinicians and the Peninsula Health, health
information management team to maximise data quality
at the recording interface. Future NLP activities will also
focus on improving data quality. Finally, core data items
are limited to those routinely collected in clinical practice,
highlighting the additional benefit of using our Healthy
Ageing Data Platform to support prospectively recruited
sub-cohorts involving collection of specific research relevant
data.

Conclusion

We have provided an overview of the methods and
activities undertaken to establish a curated research data
platform utilising EHR data from multiple systems within a
comprehensive healthcare organisation. Having an established
EHR research dataset will improve the feasibility of data
linkage and potential for future expansion of linkages within
the NCHA. Once fully established the Healthy Ageing Data
Platform will provide a national asset and international
exemplar for better understanding the complexity of ageing
and the role that healthcare access and utilisation plays, within
a defined geographic cohort.
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