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Abstract

Smart home devices are vulnerable to a variety of attacks. The matter gets more complicated when a number of devices
collaborate to launch a colluding attack (e.g. Distributed-Denial-of-Service (DDoS)) in a network (e.g., Smart home). To
handle these attacks, most studies have hitherto proposed authentication protocols that cannot necessarily be implemented in
devices, especially during Device-to-Device (D2D) interactions. Tapping into the potential of Ethereum blockchain and smart
contracts, this work proposes a lightweight authentication mechanism that enables safe D2D interactions in a smart home.
The Ethereum blockchain enables the implementation of a decentralized prototype as well as a peer-to-peer distributed ledger
system. The work also uses a single server queuing system model and the authentication mechanism to curtail DDoS attacks
by controlling the number of service requests in the system. The simulation was conducted twenty times, each with varying
number of devices chosen at random (ranging from 1 to 30). Each requester device sends an arbitrary request with a unique
resource requirement at a time. This is done to measure the system’s consistency across a variety of device capabilities. The
experimental results show that the proposed protocol not only prevents colluding attacks, but also outperforms the benchmark
protocols in terms of computational cost, message processing, and response times.
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1. Introduction

Devices in a smart home-based networks are vul-
nerable to a variety of attacks, many of which can be
highly malicious [1, 2, 3]. These attacks are divided
into two types, “external node-based attack” where an
adversary node that is not the legitimate member of
the network tries to gain an unauthorized access to
the network and ”internal node-based attacks” where
the adversary node is a registered member of a net-
work, and thus can access network operations and has
cryptographic credentials [2, 4, 5]. A more advance
form of such attacks are colluding attacks, where mul-
tiple nodes collaborate to disrupt a network service or
target a particular node in a network [1, 6, 7]. The
devices that launch colluding attacks are referred to
as colluding nodes. An example of a colluding at-
tack is the DDoS attack [1, 8, 9]. DDoS attacks are
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more apparent in smart home-based networks [10],
where nodes are deemed legitimate members by de-
fault [1, 11, 12, 13, 14, 15].
Most of the existing schemes addressing DDoS attacks
are based on authentication mechanisms that are effec-
tive against a DDoS attack launched by the external
adversaries. However, they do not provide adequate
protection against the DDoS attack from internal ad-
versaries [2, 3]. Once a node is authenticated and reg-
istered as a trustworthy node in a network (becomes
an internal node), the authentication mechanism does
not check the node activities during D2D interactions.
Consequently, multiple internal adversary nodes may
collaborate to launch a DDoS attack in a given smart
home network [3]. Moreover, most of the schemes
rarely consider that smart home devices are used daily
[16]. This means that these schemes require too many
resources to compute operations carried out by smart
home devices [1, 2, 3].
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1.1. Motivation of the study
Many schemes such as [17] and [18] introduced au-

thentication and access control mechanisms to achieve
secure and better D2D interactions. In [17], a secure
session key and Diffie-Hellman (DH) key exchange
mechanisms were used to prevent DDoS attacks orig-
inating from external adversaries. Their method en-
ables exchange of a public key between the interacting
devices with the help of a trusted service provider. The
public key is used to provide mutual authentication be-
tween the devices using a short authentication token
and a secure session key during each device interac-
tion. Other techniques involve the use of an anony-
mous client verified session key negotiation frame-
work and a three-factor verification protocol to prevent
potential external threats [18]. The technique lever-
ages the Elliptic Curve Diffie-Hellman key exchange
(ECDH) scheme that allows public key exchange be-
tween the devices in the smart home.

With respect to the use of the above mentioned tech-
niques, the following issues have been identified:

• Both the DH and ECDH techniques do not offer
session key protection. Therefore, they are prone
to secret key leakage attacks. Adversaries could
exploit this security breach to intentionally dis-
rupt the operations and behavior of the affected
device. With the possession of the secret key,
the adversaries can send a number of malicious
requests (packets) to the victim device continu-
ously, namely, initiate a DDoS attack.

• Due to the use of bilinear pairing, the approach
described by [18] is computationally expensive.
Similarly, the technique presented by [17] may
sustain impersonation attacks because the key
generation center can track the device identity,
and it is also prone to central point of failure.

• Cryptographic and public key exchange pro-
cesses increase the length of the message by a
factor of two. This means the ciphertext is twice
as long as the plaintext. The computational com-
plexity of the three basic cryptographic fami-
lies, namely, of those based on integer factor-
ization, (e.g. Rivest–Shamir–Adleman (RSA)),
discrete logarithm, (e.g. DH), and elliptic curve,
(e.g. ECDSA) increases steadily as the cubic bit
length increases [19]. Therefore, the application
of such cryptographic techniques on modern per-
sonal computers (PCs) does not cause any harm
since their execution time ranges from 10 to a few
100 msec. However, their use in smart home de-
vices may not be feasible.

To tackle the above mentioned limitations, we pro-
pose a semi-centralized scheme using blockchain and
smart contracts to provide reliable and secure D2D in-
teractions in a smart home network. In addition, our
approach leverages a single server queuing system and

a D2D authentication mechanism to curtail DDoS at-
tacks by considering finite number of service requests
in the network.

1.2. Research contributions

• We introduce DDoS attack mitigation protocol
(referred here as D2D protocol) in smart homes
by leveraging a single server queuing system and
a D2D authentication mechanism.

• We present a security analysis to assess the cred-
ibility of the proposed DDoS attack mitigation
protocol.

• Through usability assessments on the Ethereum
client using testnets and solidity Integrated De-
velopment Environment (IDE), we evaluate the
efficiency of the proposed D2D protocol on a
smart home scenario in terms of computational
costs, message processing latency, and message
response time.

• To verify the efficacy and security of our proto-
col, we carry out a vulnerability analysis test on
our smart contract. The results of the analysis
show that our smart contract is secure and free
of all established bugs of smart contract vulner-
abilities such as reentrance vulnerability, times-
tamp dependency, transaction ordering depen-
dency, parity multisig bug, and assertion failure.

2. Background and related work

This section presents a concise summary of the
background and context, namely, the issues that the
study addressees, and the basic concept of the study.
Moreover, it explores the relevance and limits of the
most recent studies in the field by examining their dis-
cussions.

2.1. Basic concepts

The Ethereum blockchain, which was founded by
Vitalik Buterin in 2005, represented a fresh perspec-
tive on already established Bitcoin platforms [20].
The Ethereum platform facilitates financial transac-
tions, and can also be used for non-financial purposes,
such as Internet-of-a-Thing (IoT) security, smart home
security, and privacy safeguards [21]. Ether is the
cryptocurrency used in Ethereum. Smart contracts
(self-executing programs) are the fundamental build-
ing blocks of Ethereum-based applications. Bitcoin
does not support smart contracts [22].

These contracts are basic programs recorded on the
blockchain that are used to initiate asset exchange, like
coins, in response to particular situations. Smart con-
tracts are programs that run on their own when cer-
tain circumstances are met. Smart contract execution
is proportional to the quantity of gas utilized [23].
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Table 1: Summary of some existing approaches

Techniques Objectives Achievements Limitations
One-way hash function [17]. Anonymous user authentication

and session key agreement
Secure under BAN-
logic and AVISPA.

Timestamp might involve the
challenges in clock synchro-
nization.

Diffie-Hellman (DH) key exchange
[18].

Mutual authentication and session
key agreement

Secure under
AVISPA.

Impersonation attacks, central
point of failure and secret leak-
age attacks.

Physically Unclonable Functions
[29]

Authentication and privacy
preservation

Resist DoS and
cloning attacks.

Inferential attack.

One-way hash function. physically
unclonable function (PUF) and bit-
wise exclusive-OR (XOR) opera-
tions [31]

Anonymous user authentication. Resist various attacks
under Random Oracle
model.

Impersonation attacks.

Diffie-Hellman protocol [32]. Mutual authentication, key ex-
change, forward secrecy, and pri-
vacy protection.

Secure under BAN-
logic and AVISPA.

Inferential attack.

Gas is an element of the Ethereum blockchain token
that the contract uses to compensate miners for con-
firming transactions. Gas is required in all Ethereum
blockchains to calculate and execute smart contracts
and transactions. Enough gas must be provided to
miners to guarantee the transactions run smoothly;
otherwise, the transactions will be cancelled or fail to
process [24].

Nowadays, computers can calculate hundreds of
thousands of hashes per second. Relying solely on
hashes does not help preventing tampering, since
it is easy to tamper with a block and recalculate
all the hashes of subsequent blocks to restore the
blockchain’s validity. To mitigate this, the blocks on
a blockchain must reach an agreement with each other
before any changes to the given block are made. This
is referred to as the consensus algorithm. There are
many different consensus algorithms, but in the con-
text of this article, we will focus on the Proof-of-
Authority (PoA) algorithm. This consensus method
selects a participating node based on its identifica-
tion, which must be publicly visible to all other net-
work members. The selected one is granted authority
(power) to check and approve each transaction added
to the block. When a transaction occurs, this validator
gets compensated or receives incentives [25].

New advances in blockchain technology provide
feasible and effective methods for achieving secure
node-to-node connections in a smart home [26].
Blockchain technology builds trust between nodes by
ensuring the transparency and immutability of trans-
actions inside the smart environment. Owing to its
trustworthiness, security, traceability, and immutabil-
ity, blockchain technology can be utilized successfully
to handle secure device-to-device communications in
a smart home [27], [28].

2.2. Literature review

Many studies have addressed issues related to users
access and authentication during information sharing

in networks. Few studies have focused on secure, re-
liable and effective D2D interactions in smart home
networks [26]. However, it is essential to decrease the
danger of threats and vulnerabilities such as DDoS at-
tacks in these networks, especially in applications like
home security monitoring systems [17, 29].

A typical method for protecting smart home devices
from colluding adversaries is to remove these nodes
from the network after malfunctioning or detection
of malicious activity [30]. Various approaches pre-
sented in studies [17, 18, 31, 32] uses cryptographi-
cally signed acknowledgment, mutual authentications,
and other intermediary nodes for monitoring defective
and illegitimate nodes. However, the approaches are
particularly vulnerable to impersonation, inferential,
and secret key leakage attacks [30]. The transparency,
traceability, and accountability features in blockchain
technology [33, 34, 35] enable the sharing of requests
and services. This sharing eliminates the need of a
trusted entity or a shared secret key and helps in de-
tecting defected nodes effectively [36, 37, 38].

Another important issue facing smart home devices
is the issue of how to achieve trust [39, 40]. This
can be solved by developing a technique that en-
ables participants to trust a shared record of trans-
action or event, even though they have no knowl-
edge or trust of each other [41]. Approaches such
as [18, 32] uses the Diffie-Hellman key exchange
mechanism to achieve trust between the participat-
ing devices. Both server and requester devices mu-
tually authenticate each other. While approaches like
[17, 29, 31] employ one-way functions and physically
unclonable functions to achieve trust among the par-
ticipants. However, both approaches are affected by
impersonation, inferential and secret key leakage at-
tacks [3] blockchain technology can largely help in
addressing these issues. Blockchain eliminates fault
and errors while also helping detecting fraudulent ac-
tivities associated with shared records within the en-
tire network [33, 42]. Similarly, the technology can
also handle many commonly encountered issues (e.g.
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Figure 1: Smart home network model.

DDoS attacks) associated with smart home devices
[37, 41, 43].

Unique identity management and secure verifica-
tion of each participant are other factors that need to
be addressed in smart homes [33]. Blockchain tech-
nology, solutions can be provided for secured iden-
tity management, such as validation of device profiles,
user profiles, and other public profile, and digital sig-
natures [33, 44]. Thus, blockchain smart contracts can
help automating transaction or communication agree-
ments, enabling them to be automatically executed
when certain conditions are met [45, 46]. Table 1 sum-
marizes the most studies that address the issues and
solutions proposed in this paper.

3. System model

This section discusses our system models, which
comprises a network model and a data model. The
section also presents attacker model and the security
requirements.

3.1. Network model
The model is based on a semi-centralized private

network running on Ethereum blockchain with PoA
consensus mechanism as depicted in Figure 1. The
Ethereum blockchain allows users to build and oper-
ate smart contracts and distribute autonomous appli-
cations without third-party censorship [7, 45]. The
PoA is semi-centralized consensus algorithm that can
run under a distributed blockchain ledger such as

Ethereum [7, 26, 48]. From Figure 1, all participat-
ing devices use separate Ethereum accounts to partic-
ipate in the smart home via a smart contract. Each
Ethereum account has an associated Ethereum Ad-
dress (EA) by default as per Ethereum blockchain ar-
chitecture [20]. Therefore, they all have a direct con-
nection to the blockchain where individual transac-
tion and communications are recorded and easily re-
trieved. Similarly, we presume that the devices con-
tinuously perform real-time services to the inhabitant
of the building. From Figure 1, the services include
electricity meter reading, security surveillance, enter-
tainment, fire alarm and other smart services. The fun-
damental roles of the main constituents of the system
are described as follows:

• Home Gateway: It is a high speed device with
high computing power. All smart home devices
are authenticated and mapped to the home gate-
way. In this work, the gateway is also considered
as the validator that runs on PoA.

• Smart contract: This is code that will be executed
when a device calls for a function (e.g. request
for service). It is used as the key validator if
conditions are fulfilled, while also allowing au-
thorized devices to interact with the blockchain
network.

• Device(s): They can call for a function (e.g. re-
quest for service). They may contain resources
that can be requested by other devices during in-
teraction and may communicate with any device



Blockchain-based DDoS attack mitigation protocol for device-to-device interaction in Smart Home 5

in the network only if they are valid and trusted
devices.

3.2. Data model

We assumed that the devices in a network generate
two types of data: periodic and sporadic [49]. Each
device generates its own periodic data such as report-
ing temperature variations. Sporadic data is generated
when a certain incident occurs, for example, a secu-
rity breach alert by the smart alarm. The smart home
devices can relay the sensed data to the blockchain pe-
riodically or during an event. Furthermore, the smart
home gateway can aggregate the collected data to ex-
ternally communicate with the owner of the smart
home as depicted in Figure 1.

3.3. Adversary model and assumptions

The goal of the adversaries is to overwhelm and
overload any targeted device with a flood of network
traffic, creating outages. Given this, the following as-
sumptions are made:

• The colluding nodes (compromised devices) can
collectively transmit unlimited amounts of data to
any targeted device in the smart home including
the home gateway.

• The devices including the gateway are not con-
strained in terms of space, memory, and process-
ing power. The devices are also protected from
spoofing threats.

• Both the home gateway and the blockchain can-
not be compromised.

Importantly, this study does not address the issue of
what happens if the gateway fails or is not trusted.
However, home gateways are susceptible to DDoS at-
tacks just like any other network device, therefore the
proposed protocol protects both home devices and the
gateway.

3.4. Security requirements

The proposed scheme aims to satisfy the follow-
ing security requirements in order to defend devices
against colluding attacks such as DDoS:

• Validate the legitimacy of the devices before they
join the network and the two devices exchange
messages.

• Limit the number of concurrent requests arriving
at a node to prevent a possible DDoS attack

4. DDoS attack mitigation protocol for D2D inter-
action (D2D protocol)

This section proposes the DDoS attack mitigation
protocol for D2D communication (D2D protocol) be-
tween devices in smart home. The model serves as a
proactive measure against DDoS attacks. We use it to
achieve the following: 1) address attacks in external
nodes by presenting a registration and authentication
protocol and, 2) address attacks in internal nodes by
presenting a protocol to restrict the request arrival rate
during D2D interactions in the smart home.

4.1. Registration and authentication protocol
In this section, we discuss device registration in a

smart home and device authentication during D2D in-
teractions.

4.1.1. Registration
The process of registration is illustrated in lines 1-3

of Algorithm 1. The smart home owner initially estab-
lishes the smart contract and registers all devices cre-
dentials, such as the EA of the devices’ Ethereum ac-
counts and connects (maps) them to the gateway of the
smart home, which also uses a different EA. All reg-
istered device credentials are stored in the blockchain
ledger within the private network.

Figure 2: D2D communication and interaction.

4.1.2. D2D authentication
As depicted in Figure 2, a background check re-

quires to be carried out on the requester device to
communicate with a valid device (responder) within
the network. For example, the requester device must
first send a request to communicate using the function
Request2Communicate in the algorithm, specifying its
EA, the corresponding responder device EA, and that
of the smart gateway. The smart contract will search
for the requester device in the list of the registered de-
vices in the blockchain ledger. If found, then the smart
contract will check whether the device is mapped to
the home gateway as depicted in line 8 of Algorithm 1.
If the mapping is true, then the smart contract deems
that the device exist and that it is valid (line 8 to 11,
Algorithm 1), otherwise it considers it a false and un-
trusted device (line 14, Algorithm 1). The smart con-
tract considers that valid existing devices are authen-
ticated (line 16-18, Algorithm 1) and then triggers an
acceptance event with an interaction token TokenDevice
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Algorithm 1: Registration and authentication
of devices in a smart Home

Input: device, homeGateway
Output: Token, Connection

1 //Register and map a device in a homeGateway
2 homeGateway← devicei;
3 Return : Device has been added in

homeGateway Mapping!
4 // Check if device exists in homeGateway

mapping
5 Function

Request2Communicate(New-Request):
6 for DeviceExists = True do
7 // check for a particular device
8 if ((homeGateway← devicei) = True)

then
9 // device is mapped to a smart home

10 homeGateway← devicei;
11 Return : deviceExists = True!
12 break;
13 else
14 Return : deviceExists = False!
15 end
16 if deviceExists = True then
17 deviceAuthentication = True;
18 Return : Device Authenticated!
19 else
20 deviceAuthentication = False;
21 Return : Device not Authenticated!
22 end
23 end
24 while deviceAuthentication = True do
25 //Generate Token
26 Return : Token Created!
27 //Establish Open SSL connections
28 Return : Open S S L Connections

established!
29 end

(line 23-28, Algorithm 1) provided by equation (1).
Otherwise, a denial message is issued, and no connec-
tion is established (line 20-21, Algorithm 1).

TokenDevice = (UID,Timestamp,∆,Deviceresponder,

Devicerequester, S martGW)
(1)

The information in the token includes the follow-
ing: Unique Identification (UID), access time dura-
tion (∆), responder device EA, requester device EA,
smart gateway EA (SmartGW) and block timestamps
(timestamp). The UID is created by hashing the smart
gateway EA, and block timestamps are created using
the keccak256 cryptographic hash function.

S ignedDevice(TokenDevice,messagepacket) (2)

After acquiring the acceptance token from the smart
contract, the requester device will include the token in
the service request message (signed packet-message)
and send it to the responder device in order to request
connection permission, as illustrated in Equation (2).
The responder device uses the token to verify the re-
quester device validity through the smart contract and
then respond to the request accordingly (granting con-
nection permission or otherwise). Once permission is
granted, the connection time is defined as the dura-
tion of one complete device-to-device interaction (i.e.
request and response). A regular, secured SSL link
for services, resource, and information exchanges is
established between the requesting device and the tar-
geted device.

4.2. Protocol for addressing randomly continuous
malicious requests arrivals

Consider the case when some authenticated devices
collude (not necessarily deliberate), sending continu-
ous random requests (packets) to an arbitrary device
(responder device) in the smart home as depicted in
Figure 3. The requests are randomly sent to the re-
sponder device (like a Poisson distribution), whether
deliberately or accidentally. As a result, the respon-
der device resources become overwhelmed and even-
tually cannot render services. To address this problem,
we present a protocol that depends on a single server
queuing system (M/M/1) [47], where all packets ar-
rival follow a Poisson distribution, with a mean inter-
arrival time given as r̄. The responder device service
time is assumed to have an exponential distribution,
with an average service time given as s̄. All arrived
requests are served based on a First-In, First-Out ba-
sis (FIFO). The order of request arrival and response
is the same.

4.2.1. The protocol
In this protocol, the process comprises of a finite

number of request arrival queue capacity and a thresh-
old proportional to the responder device computing
capability. The threshold parameter is determined
from the optimal resource committed by of the respon-
der device during the process, this is referred here as
optimum resource commitment. Likewise, the service
nature is non-preemptive. Hence, once the process has
been initiated, requests will be serviced until comple-
tion. The service is ultimately conservative; therefore,
the server will not be idle if there is at least one request
in the queue.

Thus, in a given i-number of requests (i-request),

1. The request arrival time is given as: ai

2. The delay in the queue is given as: di

3. The time that the service process begins is given
as: bi = ai + di

4. The service processing time is given as: si

5. The wait in the device is given as: wi = di + si
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Figure 3: Responder device structure.

Figure 4: Request processing and modelling.

6. The response time is given as: ci = ai + wi

From the request arrival end, the interarrival time
between requests i − 1 and i is given as follows:

ri = ai − ai−1 (3)

whereby definition, a0 = 0 Therefore, ai = ai−1 + ri

By induction,

ai = r1 + r2 + ... + ri (4)

where i = 1, 2, 3, ..., n
The delay time (di) is an important factor during re-

quest and service sharing and can be computed using
the FIFO approach, i.e., the di can be determined when
ai occurs relative to ci−1. For this argument, we can
consider two cases:

1. If ai < ci−1, request i arrives before request i − 1
completes.

Figure 5: Request i arrives before request i − 1 completes.

2. If ai ≥ ci−1, request i arrives after request i − 1
completes.

Figure 6: Request i arrives after request i − 1 completes.

From the above cases, we can deduce that the ser-
vice processing time si depends on n, ai, and ri.
where n is the number of requests received periodi-
cally. Thus, during request and service sharing in the
protocol, the request-service average statistics can be
arithmetic computed:

1. The average inter-arrival time of requests can be
computed as follows:

r̄ =
1
n

n∑
i=1

ri =
an

n
(5)

and 1
r̄ is the arrival rate.

2. Average service time (average request processing
time) can be computed as follows:

s̄ =
1
n

n∑
i−1

si (6)

and 1
s̄ is the service rate (request processing rate).

To address the continuous request (not necessarily
malicious) arrivals during D2D communications and
service sharing in a smart home network, the relation
r̄ < s̄ should hold true. The protocol process is ex-
plained in Algorithm 2. From line 1 of Algorithm 2,
the protocol is designed to ensure that the r̄ < s̄ is al-
ways true by; 1) following a Poisson distribution dur-
ing request arrivals, 2) serving the request based on the
FIFO approach, and 3) using a non-preemptive service
process.

If the average resource requirement rho available
for processing the queue population at a time t equals
the responder device’s optimum resource commitment
(threshold (%)), the system triggers a locking event to
prevent buffer overflow. This means that, the resource
requirement to process a queue population including
the newly arrived request at a given time frame, must
be lower than the given threshold (%) of the device op-
timum resource commitment before the newly arrived
request can be processed.

Given a continuous set of requests i1, i2, i3, ..., in ar-
riving at a given time t and being processed in an aver-
age service time s̄, the resource requirement at a given
time ρt is defined as the average maximum comput-
ing power required by a responder device to process
requests in a given queue population at a given time
t. If nt is the queue population that do not include
the newly arrived request at time t, then the resource
requirement of the responder device when the newly
arrived request is considered can be computed as fol-
lows:
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ρt =
1
2
.
∂

∂n

(
n2

t+1 +
s̄(nt+1 − nt)(nt+1 + nt)

100

)
=

1
2
.
∂

∂n

n2
t+1 +

s̄(n2
t+1 − n2

t )
100


=

1
2

(
2nt+1 +

s̄(2nt+1 − 2nt)
100

)
= nt+1 +

s̄(nt+1 − nt)
100

(7)

where n is the queue population at a time t. With this
no further request will be accepted until the current
requests are served and the ρt becomes lower than the
processing power (threshold(%) of the device).

Algorithm 2: Protocol for addressing continu-
ous malicious requests arrivals

Input: n, {a1, a2, ..., ai}, {s1, s2, ..., si}, ρ
Output: {c1, c2, ..., ci}

1 while ρt < threshold(%) and r̄ < s̄ and i ! = 0
do

2 if (min(ai, CT , R(i).si) = ai) then
3 // Update Arrival();
4 //next event is a service for arrival ai

5 i − −;
6 end
7 if min(ai, CT , R(i).si) = CT then
8 //next event represents the end of a

service
9 // Update f inishservice();

10 //next event is a return
11 else
12 Update Retrial();
13 end
14 end

From Algorithm 2, CT is the service termination
time of a request i. It is also defined as a server clock.
When there is no request to serve, CT = ∞. The vec-
tor; R(i), with (i = 1, ..., n), corresponds to the ith

request in the queue and comprises three fields: the
number of remaining returns Ri, the next return time
Vi and the request service time si as given in equation
(8). The algorithm works based on the ’next event’
rule or ’minimum time’ rule [50]. This means that the
requests in the queue are sorted and served based on
the FIFO approach and the time for the next return as
given in equation (9) and elaborated in lines 2-5 and
7-10 of Algorithm 2.

R(i) = (Ri,Vi, si) (8)

Thus,

R(i).Vi < R(i + 1).Vi,with(i = 1, ..., n − 1) (9)

Figure 7: Overall working principle of the proposed model.

In summary, the overall working principle of the
proposed model is described in Figure 7. It details
the flow of the whole model operation, from registra-
tion through DDoS mitigation methods, which, when
correctly implemented, enable safe D2D interactions
in the system.

5. Security analysis

In this section, we provide a security-based formal
analysis for the security requirements highlighted ear-
lier, while also considering the resource-constraint na-
ture of the IoT devices.

5.1. Authentication

The following theorems and their proofs provides
the security analysis for authentication requirements
of the model.

Theorem 5.1. When a smart home device interacts or
communicates with another device in a smart home,
then it has done it with a legitimate device.

Proof. The framework is protected from replay and
Man-In-The-Middle (MITM) attacks, since every
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message communication within the framework is digi-
tally signed off in the blockchain network. In addition,
the use of UIDs and block timestamps in the verifica-
tions prevents MITM and replay threats. Even when
the intruder replaces a device EA with another EA and
a public key, they cannot sign it accurately. Addi-
tionally, the events produced are tamper-resistant and
are verified by a smart contract, which protect them
against MITM and replay threats.

Theorem 5.2. In the proposed protocol, the commu-
nication between smart home devices is confidential
and the provenance of the data is authentic and se-
cure. Thus, an intruder cannot access the IoT devices
nor their data.

Proof. The Ethereum blockchain-based protocol uses
a special 20-byte EA that can be allocated instanta-
neously to every device in the network with almost
no collision. This strong blockchain feature mitigates
the need for costly key distribution mechanisms such
as Public Key Infrastructure (PKI). Ethereum comes
with asymmetric pairs of keys in each EA, it can also
be used to create a Secure Socket Layer (SSL) ses-
sion for communication between all authenticated IoT
devices. This technique enables achieving high con-
fidentiality. Using the secure SSL session to encrypt
and decrypt messages after successful device authen-
tication, the technique impedes illegal access to the de-
vice and its associated data. Similarly, the adversary
may attempt to imitate a legitimate device and submit
manipulated data to other network devices. This prob-
lem can be addressed using Theorem 5.1.

5.2. Preventing continuous request arrival

The following theorem and its proof provides the
security analysis for concurrent requests limitation re-
quirements of the model.
Theorem 5.3. The colluding adversaries cannot over-
whelm a victim’s resources by sending number of ma-
licious requests continuously.

Proof. Given a set of arrival times a1, a2, a3, ..., ai of a
malicious request, each spending at least di time in the
queue before being processed. The protocol ensures
that the request average interarrival time r̄ is less than
the average service time s̄ (average request processing
time), i.e. r̄ < s̄. This is because of all the arrived
requests follows a Poisson distribution and are served
in a non-preemptive manner, which is also based on a
FIFO basis.

6. Experimental setup, analysis and results

In this section we present the experimental setup
and simulation results and compare our technique’s
efficiency with that of the state-of-the-art techniques

presented in [17] (S. Dey) and [18] (S. Banerjee et
al). Solutions presented in both of these studies are
based on blockchain where interactions are based on
transactions. We have implemented these studies on
the Ethereum blockchain, where all interactions are
conducted as transactions, which can be quantified in
terms of gas per unit transaction in Ethereum.

6.1. Simulation setup and performance metrics

The simulations were implemented using Python
and Solidity with MetaMask Ethereum wallet and
Chrome plugin to allow user-friendly connections
with Ethereum networks. Furthermore, a PoA based
on Rinkeby testnet was used to alternatively emulate
the blockchains ledger and network for testing. The
Truffle Framework was used to speed up testing of the
smart contract and testnet switches.

In this model, each device must be linked to the
smart home network through Ethereum accounts in
the real world. We use Ethereum accounts to repre-
sent devices on the network and simulate real-world
scenarios. To mimic the smart home devices, we es-
tablished Ethereum accounts each having a predefined
EA. Therefore, the devices are connected in the same
way as various Ethereum accounts.

Each device in the smart home network is simulated
using a separate EA. Thus, we quantify the computa-
tional cost that each device may incur by comparing it
to the amount of gas used in each transaction, which
is feasible using the MetaMask Chrome plugins. The
gateway as a network device must also be validated by
the owner to ensure its authenticity.

A separate device serving as a responder device was
used as a test subject, while 30 other devices were reg-
istered to serve as request senders during the simula-
tion. To eliminate bias and obtain the best observation
and performance, our model (D2D protocol) and the
base line models [17] and [18] were implemented in
the same context.

In this model, implementation is quantified in terms
of all framework testing, which clearly depends on a
sequence of transactions. Notably, the concept of what
could happen if a device runs out of fund is beyond
the scope of this study; therefore, this can be regarded
as one of our limitations. However, we have funded
all accounts during system implementation, so we do
not anticipate that devices will run out of funds during
system operation.

The D2D protocol employs devices that support in-
terrupt endpoints and transfers, which are reliable for
transmitting small amount of data [51]. The transfer
technique employs polling, which ensures that the re-
sponder device reviews data at regular intervals. In
this case, the maximum packet size is determined by
device speed. The smart gateway is considered a high-
speed device with a maximum packet size of 1024
bytes in this model, whereas the other devices are high
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and low-speed devices with maximum packet sizes of
64 bytes and 8 bytes, respectively.

The simulation was conducted twenty times each
time using a random number of devices ranging from
1 to 30 at a time serving as request sender(s). Each re-
quester device sends an arbitrary request with a unique
resource requirement at a time. In addition, each re-
quester device is programmed to transmit a separate
packet size of request at a time. This helps better
monitoring the point of buffer saturation and better
observation of the models’ behaviours as the queue
population increases. The simulations were evalu-
ated by considering an optimum resource commitment
(threshold) of the responder device of 70%, 80%, and
90% . This is done to measure the system’s consis-
tency across a variety of device capabilities. In this
work, we will concern ourselves with the disparity on
the following performance metrics of the D2D proto-
col and that of [17] and [18]:

• Computational cost,

• Request turnaround time

6.2. Smart contract vulnerability analysis
To ensure that our smart contract is protected from

bugs and security vulnerabilities, such as reentrancy
vulnerabilities, timestamp dependency, transaction or-
dering dependency and other vulnerabilities [52, 53],
we use the Oyente smart contract security analyzer
tool [54]. Table 2 shows that all results were ”False”,
indicating that our smart contract is safe and does
not have security bugs from all the above-mentioned
attacks with Ethereum Virtual Machine (EVM) code
coverage of 63.90%.

Table 2: Smart contract vulnerability analysis report

VULNERABILITIES RESULTS
EVM Code Coverage 63.90%

Parity Multisig Bug 2 FALSE

Callstack Depth Attack Vulnerability FALSE

Transaction-Ordering Dependence (TOD) FALSE

Timestamp Dependency FALSE

Re-Entrancy Vulnerability FALSE

Assertion Failure FALSE

6.3. Results and evaluations
During simulation, the logic of the models was

checked and several events were observed and
recorded based on the defined performance metrics.
From Figure 8, the saturation point was noticed in the
D2D protocol after the 16th, 20th and 23rd request
in each experiment. Therefore, the remaining subse-
quent requests from the other 14, 10 and 7 devices
were dropped. This is attributed to the lock event that
was triggered when the resource requirement to pro-
cess the queue population, which included the newly

arrived requests, was equal or greater than 7o%, 80%
and 90% of the responder device capability (optimum
resource commitment) respectively. For instance, Fig-
ure 8 shows that the average number of packets re-
ceived by the responder device from each threshold
and beyond were dropped. This indicates that the
average number of packets received are beyond the
maximum processing capacity of the responder device
at the given time frame; therefore, they are not pro-
cessed. Considering the average allowable number of
requests at a time in the experiment (i.e. 20 requests),
the computational cost and request turnaround time
(queue latency, processing delay and response time)
of the responder device are observed and recorded.

6.3.1. Computational cost:
Taking advantage of the proposed protocol to per-

form authentication and prevent DDoS attacks will
have some cost from both the IoT devices and the
network. Hence, in this work, computational costs
are derived from the average transaction expenses and
the average execution expenses recorded on the smart
contract during D2D interactions. The gas consumed
when the smart contract is deployed and implemented
in the blockchain is defined as a transaction expense.
The execution expense refers to the amount of gas
used to execute the smart contract.

Initially, we used a different number of IoT de-
vices to study how the proposed protocol processes
the recorded expenses on the IoT device and the net-
work as compared to state-of-the-art techniques. The
expenses were measured based on the number of re-
quests received and handled by the responder device
and the number of devices submitting these requests.
The expenses in the systems increased as the num-
ber of IoT device request increased in the network.
However, the results presented in Table 3 show that
the average gas consumption for the D2D protocol
(129380.8) is far lower than that presented in other
studies [17] and [18], namely 138511.5 and 150800.4,
respectively. Thus, as compared to the existing ap-
proaches, our proposed solution is more scalable and
effective in terms of gas consumption.

6.3.2. Request turnaround time:
Considering that all the packets arrive to the respon-

der device in a Poisson distribution order, the process-
ing time has an exponential distribution, and the ar-
rival, processing and service are based on a FIFO, this
section presents the experiment results based on the
overall turnaround time of all the received requests in
the system. The turnaround time is the time required
from the moment the request is queued for process-
ing to the time the whole output is returned to the re-
quester. The following observations are made from
Figure 9:

Firstly, the request processing time in [17] and [18]
approaches is relatively higher than that of our pro-
posed protocol, which is in line with the fact that the
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Figure 8: Colluding requests control with 70%, 80% and 90% thresholds

Figure 9: Request turnaround time.

maximum block mining time is less than 6 seconds
in our protocol according to Etherscan, the Ethereum
blockchain explorer, and testnet explorers. In compar-
ison, it takes roughly up to 12 seconds to validate a
message block both in [17] and [18].

Secondly, the [17] and [18] appears to be more un-
stable in terms of request processing delay per device
compared to our protocol. This is because both tech-
niques drive their instability by being reliant on a cen-
tral server and D2D key agreement time variation. In
our proposed protocol, the PoA chains are maintained
by trusted parties and keys are broadcasted via the
blockchain network. Thirdly, even if the unstable de-
lay issue from [17] and [18] is disregarded, it is evident
that the change in connectivity delay in our protocol is
negligible and lower than the state-of-the-art models
regardless of the number of connected devices. This
result indicates that the average time delay for each
processing is slightly increased as the total number of
device requests increases.

As described in Figure 9, our proposed protocol

demonstrates a rapid turnaround time to requests as
compared to those presented in [17] and [18]. This is
attributed to the low queue waiting time and low pro-
cessing time of the system and its ability to filter out
colluding attack requests. This is also due to the non-
preemptive nature of the system and the FIFO order of
request processing. The system forces all arriving re-
quests to queue up and stop arriving requests after the
threshold is reached so that to avoid buffer overflow
attack.

7. Conclusions

This work presents a lightweight authentication
mechanism and request queue management to combat
DDoS attack in a smart home network. The scheme
does not incur high computational costs, which are
quantified on the Ethereum blockchain as the amount
of gas used in each transaction. This feature (low com-
putational costs) also affects the Central Processing
Unit (CPU), memory, and battery consumption of each



12 B.M. Yakuku, et al.

Table 3: Computational cost per gas consumption

Requests D2D protocol S. Dey S. Banerjee et al
1 110464 133429 142455
2 112499 120464 134578
3 114534 122499 135433
4 116569 124534 137446
5 118604 126569 139456
6 120639 128604 141043
7 122674 130639 143233
8 124709 132674 145122
9 118429 134709 147433

10 128779 136744 149023
11 130814 138779 151001
12 132849 140814 153480
13 134884 142849 155213
14 136919 144884 157211
15 138954 146919 159322
16 140989 148954 161234
17 143024 150989 163233
18 145059 153024 164984
19 147094 155059 166234
20 149129 157094 168873

D2D protocol Average computational cost: 129380.8
S. Dey Average computational cost: 138511.5
S. Banerjee et al Average computational cost: 150800.4

device, thereby making the system more adaptable.
Security analysis results showed that the proposed so-
lution is resilient to DDoS attack. Security vulnerabil-
ity analysis results of the smart contract showed that
our solution is protected from bugs and is not vulner-
able to threats. Experimental analysis results of the
proposed scheme revealed that the overhead incurred
when tackling DDoS attack is significantly less com-
pared to the existing approaches.
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