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Abstract: Energy planning has become more complicated in the 21st century of sustainable devel-
opment due to the inclusion of numerous standards such as techno-economic, and environmental
considerations. This paper proposes multi-criteria sustainable planning (MCSP) based optimization
approach for identifying DGs’ optimal allocations and rating powers. The main objectives of this
paper are the reduction of the network’s total power loss, voltage profile improvement, energy loss
saving maximization, and curtailing environmental emissions and water consumption to achieve
Sustainable Development Goals (SDGs 3, 6, 7, 13, and 15) by taking the constraints into consider-
ation. Different alternatives are evaluated across four aspects of performance indices; technical,
cost-economic, environmental, and social (TEES). In terms of TEES performance evaluations, various
multi-criteria decision-making (MCDM) approaches are used to determine the optimal trade-off
among the available solutions. These methods are gaining wide acceptance due to their flexibility
while considering all criteria and objectives concurrently. Annual energy loss saving is increased
by 97.13%, voltage profile is improved to 0.9943 (p.u), and emissions are reduced by 82.45% using
the proposed technique. The numerical results of the proposed MCSP approach are compared to
previously published works to validate and may be used by researchers and energy planners as a
planning tool for ADN schemes.

Keywords: multiple-criteria decision-making; sustainable development; voltage profile; power loss;
energy planning

1. Introduction

In recent years, with rising energy demand, conventional networks are becoming more
complicated, hazardous, uneconomical, and with significant power losses [1]. The rate
of development of any society is measured by its energy consumption. Due to industrial,
economic, and social changes, load demand is rapidly increasing. As a result, energy
resources are a major concern worldwide. The problem is finding the most efficient and
cost-effective way to provide the required power [2]. Distributed generation (DG) refers
to small-scale power generation that happens at or near the load center. The size of a DG
unit can range from a few kilowatts to a few megawatts. Solar photovoltaic, wind turbines,
small hydro, biomass, gas turbines, and other DG technologies are currently in use. DGs
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are responsible for injecting active and reactive powers into the distribution networks (DN).
Adoption of DG units benefits both electric utilities and consumers [3]. Power flows in a
uni-direction from the radial distribution network (RDN) to the load centers. However, the
integration of small, medium, and large sizes of DGs, transforms their passive structure
into an active distribution network (ADN) with multi-directional power flows [4].

The development of DG technologies, the challenges of constructing a new transmis-
sion line, the increase in consumer demand, the economics of the electric power market, and
the impact of climate change have all aroused interest in DG allocation throughout DN. The
depletion of fossil fuel sources and continued progress in the sector of non-conventional
ones have prompted utilities to switch to DGs [5]. The distribution system has the highest
percentage of power losses, around 70% owing to its low voltage level and high current
carrying capacity [6,7]. The primary goal of DG integration is to reduce power losses
and improve voltage profiles, which in turn, increases the overall efficiency of the power
system [8]. In terms of real and reactive power delivery capability, DGs can be categorized
as follows [9]:

• Type-I: DGs injecting only active power.
• Type-II: DGs injecting only reactive power.
• Type-III: DGs injecting both active and reactive power.
• Type-IV: DGs injecting active but consuming reactive power.

Due to national and international policies aimed at increasing the share of renewable
energy sources (RES) and highly efficient micro-combined heat and power (CHP) units in
order to reduce greenhouse gas (GHG) emissions and mitigate global warming [10]. Cur-
rently, non-renewable energy (mostly fossil) meets over 80% of the global energy demand,
leaving an imprint on land through resource extraction, conversion, and infrastructure.
Similarly, the growth of RES such as biomass, geothermal, hydro, solar, and wind have
land-related repercussions, however, these vary in scale and form. Environment-friendly
technologies are being promoted by governments as a means of achieving sustainable
development goals (SDG 7) and enhancing global energy security. Distribution network
operators (DNOs) are working hard to harness this momentum in order to provide network
operational benefits such as increased voltage stability, system dependability, loadability,
and decreased losses as a result of successful DG implementation [11].

The use of DGs improves power quality and reliability, as well as lower generating
costs and carbon emissions [12]. Furthermore, advances in compact generators, uninterrupt-
ible power supplies (UPS), storage devices, and power electronic devices have accelerated
the usage of DGs in power plants [13]. DG units give savings on fuel investment and thus
minimize the electricity prices and also increase the system’s voltage stability and voltage
stability margin [14]. Utility firms may also use these generation technologies to diversify
their energy matrix and turn electric power networks into autonomous and intelligent
systems [15]. The integration of DGs into the DN has grown rapidly as a result of technical,
economical, environmental, and social benefits, as illustrated in Figure 1.

In DNs, traditional asset optimization methodologies focused on finding an alternative
with the lowest possible cost. However, such methods lack a solution that is applicable to
all of the required rubrics. Analytical approaches, such as analytical method and efficient
analytical (EA) methodology, were thoroughly articulated in a mathematical formulation for
the power system to investigate the impacts of the injected DGs power on the performance
of the power system [16,17]. However, some analytical techniques were ineffective in
determining the best size and position for multiple DGs [18].

To optimize the benefits of DG installation, many authors have proposed various
optimization methodologies and objective criteria for the best locations and sizing of DGs
in the distribution system. Different optimization-based strategies have been used to
overcome the limitations of the numerical methods. The most often utilized methodologies
include genetic algorithms (GA), particle swarm optimization (PSO), and multi-objective
algorithms. In [19], researchers presented a multi-objective, modified honey bee mating
optimization (HBMO) method for DG siting and sizing to minimize power loss, generation
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cost, voltage deviation, and emissions. In order to reduce power losses and improve voltage
profile and stability, a hybrid GA-PSO-based technique for optimal DG allocation in IEEE
33-bus and 69-bus systems has been described [20]. To reduce power losses, modified
teaching–learning-based optimization method (MTLBO) was used to find the optimal
locations and size of DGs in 69-bus, and 119-bus of RDN [21]. Multi-objective particle
swarm optimization (PSO) for DG placement in IEEE 33-bus has been used for power loss
reduction, voltage profile enhancement, and economic analysis [22]. On a standard 10 kV
distribution system, an improved harmony search algorithm (IHSA) has been implemented
for non-dispatchable DGs allocation [23]. To reduce power loss and loss expenses in IEEE 33
and 69-bus radial systems, the intersect mutation differential evolution (IMDE) algorithm
was used to find the optimal positions and sizes of DGs and SCs [7]. To reduce power losses
and improve voltage profiles and to increase net saving, ant lion optimization algorithm
(ALO) was presented for optimal DG allocations and sizing in 33-bus and 69-bus radial
distribution systems [24]. Water cycle algorithm (WCA) has been proposed to find the
optimal positions and size of DGs and CBs to achieve techno-economic, and environmental
benefits [25]. Lightning attachment procedure optimization (LAPO) was used to find the
proper location of renewable energy resources (wind and solar PV) in a 118-bus system
for loss reduction while taking into account the system’s uncertainties [26]. In IEEE 85-bus
distribution system with multiple load levels, the grey wolf optimizer (GWO) was used to
allocate PV-based DG and DSTATCOM in terms of power loss reduction [27].

A salp swarm algorithm (SSA) has been used to locate the optimal locations and sizes of
DGs and CBs in the distribution network to gain technical, economical, and environmental
advantages [28]. A multi-objective Bat algorithm (MOBA) has been used to find the optimal
location and capacity of DG units in 33-bus, 69-bus, and 85-bus systems to reduce the
active power loss and increase the voltage stability index [29]. For optimal DG allocation, a
modified adaptive genetic algorithm (AGA) was used to provide active and reactive power
compensation in order to reduce network power loss and voltage drop [30]. Elephant
herding optimization (EHO) was proposed to find the optimal sizing and locations of
DGs in IEEE 15-bus, 33-bus, and 69-bus test systems for cost-benefit analysis [31]. An
enhanced genetic algorithm (EGA) that incorporates the merits of genetic algorithm and
local search was used to deploy the DGs and SCs in IEEE 33-bus, 69-bus, and 119-bus test
distribution systems for the reduction of power loss and voltage deviation [32]. To boost
the techno-economic benefits of DG deployment in RDN, an improved raven roosting
optimization (IRRO) method was implemented [33]. The manta ray foraging optimization
technique (MRFO) was used to determine the position and capacity of type one DGs in
order to reduce power losses in RDN [34].

Several methods have been proposed in the literature to handle the aforementioned
distribution system concerns and challenges. Based on the above literature, the best
allocation of DGs in IEEE 33-bus and 69-bus distribution networks has been explored by
various researchers to investigate the power loss and voltage drop problem. Some authors
have looked into techno-economic parameters, while others have looked into the use of DGs
for both techno-economic and environmental indices. It has been observed that the use of
DGs for technical, cost-economic, environmental, and social evaluation is quite rare. Apart
from the deployment, DGs are considered in four operational scenarios; unity, 0.90 LPF, 0.85
LPF, and OPF, all of which have been found to be lacking in a single research paper. In this
paper, multi-criteria sustainable planning (MCSP) approach based on efficient and nature-
inspired meta-heuristic moth flame optimization (MFO) technique is used to optimally
place the single and multiple DGs units into ADNs. The effectiveness and convergence of
the proposed MFO are verified and compared to the marine predators algorithm (MPA)
method. A multi-criteria framework considering techno-economic-environmental-social
(TEES) objectives is the novelty of this research work and a pre-requisite for planners in
different power scenarios for power growth and sustainability.

The main contributions and findings of this paper can be summarized as follows:

(i) Evaluation with techno-economic-environmental-social performance metrics.
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(ii) Power loss minimization and maximization of voltage profile are considered.
(iii) Studying the penetration of DGs to enhance the techno-economic and environmental

challenges of distribution networks.
(iv) Cost-economic analysis of adopting DGs is considered.
(v) Reduction in water consumption and GHG emissions, which is essential to mitigate

climate change, as set forth in SDGs.
(vi) Social impacts of the penetration of DGs.
(vii) Evaluation of trade-off solutions across sets of alternatives.
(viii)Numerical evaluations are conducted across IEEE 33-bus and 69-bus ADNs.
(ix) Validation of results with those reported in the literature as a benchmark.

The rest paper is organized as follows: Section 2 describes power flow computation,
performance evaluation indices, operational constraints, and MCDM methods. Section 3
gives an overview of the optimization methods. In Section 4, numerical results are given.
Finally, the conclusion and future work are presented in Section 5.

Figure 1. Benefits of DG integration

2. Problem Formulation

The power flow is analyzed using the backward/forward sweep method, which is an
effective approach for calculating load flow. The suggested optimization method is applied
for the optimal allocation of DGs in ADNs and the convergence rate is compared to MPA.
When termination criteria are satisfied then techno-economic and environmental-social
performance evaluations are performed. MCDM methods are used to determine a trade-off
amongst several important criteria that are incompatible.

2.1. Power Flow Computation

The aim of this research is to determine the optimal locations and sizes of DGs in ADNs.
A single-line diagram of a simple RDN system is shown in Figure 2. The backward/forward
sweep method is implemented by using a set of mathematical equations as [35]:

Pk =Pk+1 + PLD,k+1 + Rk,k+1

(
P2

k+1 + jQ2
k+1

|Vk+1|2

)
(1)

Qk =Qk+1 + QLD,k+1 + Xk,k+1

(
P2

k+1 + jQ2
k+1

|Vk+1|2

)
(2)

Node k represents sending bus and k + 1 is the receiving bus. The active power Pk and
reactive power Qk are calculated in backward direction using (1) and (2). The bus system
voltage Vk+1 of RDN can be calculated in forward direction using (3).
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V2
k+1 = V2

k − 2(Rk,k+1Pk + Xk,k+1Qk) + (R2
k,k+1 + X2

k,k+1)

(
P2

k + jQ2
k

|Vk|2

)
(3)

The active power loss PL and reactive power loss QL between buses in the line can be
calculated using (4) and (5).

PL(k,k+1)
=Rk,k+1

(
P2

k + jQ2
k

|Vk|2

)
(4)

QL(k,k+1)
=Xk,k+1

(
P2

k + jQ2
k

|Vk|2

)
(5)

Figure 2. Single line diagram of RDN

2.2. Performance Evaluation Indices

For an evaluation of the most feasible solutions using the proposed planning approach,
the values related to voltage profiles and system losses, as well as other performance
indices (PI), need to be considered. In this paper, four types of PI are discussed. Evaluation
parameters used in this study are given in Table 1. And PI with aimed objectives is given
in Table 2.

Table 1. Evaluation parameters.

Description Simulation Parameters

DG Technology Photovoltaic Gas-turbine
DG Type by PF UPF/Type-I LPF/Type-III
DGmax (MW/MVA) 0.001 to 2 0.001 to 2
CUDG ($/kVA) 770 1800
Service life (years) 20 10
Interest rate (%) 7% 7%
EF (kgCO2/kWh) 0.058 0.093
WCF (gal/MWh) 26 35
LUI (m2/MWh) 10 500

Table 2. Performance Indices & Objectives.

PI Objective PI Objective PI Objective

Vmin ↑ CELoss ↓ PEM ↑
VSI ↑ CPDG ↓ WCM ↑
PLM ↑ CQDG ↓ LQ ↑
QLM ↑ CAI ↓ SA ↑
DGPP ↑ LU ↓ SELoss ↑

2.2.1. Technical Performance Indices

The following technical indices (TI) are considered in the performance analysis:
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Power Loss

By summing the losses for all branches in the distribution system, the total active PLoss
and reactive QLoss power losses can be computed as:

PLoss = ∑Nbr
k=1 PL(k,k+1)

(6)

QLoss = ∑Nbr
k=1 QL(k,k+1)

(7)

Active power loss minimization PLM and reactive power loss minimization QLM are
calculated as:

PLM =

[
PLossw/o_DG − PLossw_DG

PLossw/o_DG

]
× 100 (8)

QLM =

[
QLossw/o_DG −QLossw_DG

QLossw/o_DG

]
× 100 (9)

DG Penetration Level

It is the ratio of total DG power generation SDG by n DGs over total load demand SLD
across nodes in a DN [36].

DGPP =
SDG
SLD

× 100 (10)

Voltage Profile

Voltage dips can occur at the terminal nodes of some branches. The installed DG can
tackle the adjacent loads after penetration with the appropriate DG at the best position.
The voltage profile of the system improves substantially.

Voltage Level V (p.u) = 1.0 (Reference) (11)

Voltage Stability Index

The Voltage Stability Index (VSI) is calculated as [37]:

VSIk+1 =V4
k − 4(Pk+1Rk,k+1 + Qk+1Xk,k+1)×V2

k − 4(Pk+1Xk,k+1 −Qk+1Rk,k+1) (12)

The positive value of VSI ensures the system’s safe operation.

2.2.2. Cost-Econonmic Performance Indices

The cost-economic performance analysis considers the following indices:

Cost of Energy Loss

The cost of energy loss CELoss , which is the yearly cost of energy loss, is presented
by (13).

CELoss =PLoss × CE × T (13)

where the cost of an electricity unit CE is 0.06 kWh, and T is the time period in one year
(8760 h) [38].

Energy Loss Saving

The energy loss saving SELoss before and after the deployment of DG [39], as shown
in (14).
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SELoss =

[
CELossw/o_DG

− CELossw_DG

CELossw/o_DG

]
× 100 (14)

Cost of DG

The cost of active power DG CPDG is calculated as [39]:

CPDG =a2 × PDG
2 + a1 × PDG + a0 (15)

The cost coefficients of CPDG are: a2 = 0, a1 = 20, a0 = 0.25. The cost of reactive power
DG CQDG is calculated as [39]:

CQDG =

[
C(Sgmax)− C(

√
Sgmax

2 −QDG
2)

]
× k (16)

where Sgmax =
Pgmax
Cosφ and Pgmax = 1.1× Pg, k = 0.5− 1. The value of k is considered to

be 0.75.

Cost of Annual Investment

The cost of annual investment CAI for DG is typically proportionate to its maximum
capacity. The cost of DG units varies based on their type and use. DGs are considered to
operate at unity and lagging power factors in this paper and are capable of providing both
active and reactive powers.

CAI =
n_DG

∑
k=1

AF× CUDG × DGmax (17)

and,

AF =
( IR

100 )(1 +
IR

100 )
t

(1 + IR
100 )

t − 1
(18)

where AF is the annualized factor, IR is the interest rate based on annual cost and t is DG’s
service life. DGmax is the DG capacity in limits of 0.001–2 MVA, and CUDG is the cost of a
DG unit. The information and assessment of the aforementioned PI can be found in [36,40].

Optimal deployment of DGs in ADN is done to achieve the techno-economic benefits.
The net profit including the total costs of DGs and revenue is defined as:

Net Profit = Revenue − Total Cost (19)

2.2.3. Environmental Performance Indices

The environmental impacts of power generation are gaining traction. Renewable
power plants are leading the way in terms of lowering GHG emissions, water, land manage-
ment, and overall sustainable power generation. Three different environmental indicators
are discussed here.

Pollution Emission

DGs produce energy with the least amount of GHG emissions as compared to tradi-
tional technologies. The public’s concern about the greenhouse effect is growing rapidly. A
proper power planning model is required to carry out an energy expansion that is consistent
with CO2 reduction aims.

The amount of emission for ith pollutant PEi with and without the placement of DG
can be expressed as [41]:
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PEiw/o_DG =
n

∑
j=1

(Eg)Aj(EF)ij (20)

PEiw_DG =
n

∑
j=1

(Eg)j(EF)ij +
m

∑
k=1

(EDG)k(EF)ik (21)

where EFi is the emission factor (kgCO2/kWh) of ith pollutant. n is the number of conven-
tional plants and m is the number of DG plants.

Carbon emission factors associated with per unit of energy for the base coal power
plant and other DG power plants are given in [42]. Only CO2 emissions are studied in this
research since they are substantially associated positively with emissions of other pollutants
and are the most extensively used energy pollutant emission indicator.

Water Consumption

Operational processes such as cooling, fuel treatment, steam production, and emission
control technologies all use water in power plants. Similarly to PE [41], Water consumption
(WC) with and without the employment of DG is presented as (22) and (23).

WCw/o_DG =
n

∑
j=1

(Eg)Aj(WCF)j (22)

WCw_DG =
n

∑
j=1

(Eg)j(WCF)j +
m

∑
k=1

(EDG)k(Wc f )k (23)

where WCF denotes the water consumption factor (gal/MWh) for jth conventional power
plant and kth DG power plant respectively. This study typically focuses on cooling systems,
as most of the water is used during electricity generation. WCF of DGs and conventional
power plants vary substantially within and across technology categories as given in [43].

Land Use

Land management has become a major concern with the expansion of systems and
DER. Non-renewable energy resources (mostly fossil) are used to meet global energy
demand, leaving an imprint on land via resource extraction, conversion, and infrastructure.
Renewable energy production, such as biomass, hydro, solar, geothermal, and wind, also
has land implications, albeit they vary in scope and form. The amount of land used to
generate one unit of energy using the various systems (spatial footprint) is expressed as:

LU =EDG × LUI (24)

where LUI is the land use intensity (m2/MWh). Only direct land requirements are consid-
ered in this paper, not indirect land use. Renewable-based DGs can help to alleviate land
use demands while avoiding the landscape disruptions created by fossil fuels. The land
footprints of energy systems vary depending on the source [44].

2.2.4. Social Performance Indices

The use of renewables reduces the usage of fossil fuels and the emissions of associated
air pollutants, which have a favorable impact on human health, ultimately improving
the global quality of life. There is a negative relationship between renewable energy
(RE) and CO2. If favorable outcomes in the reduction of CO2 emissions are achieved,
people’s behavior will improve further, resulting in a rise in RE. Individuals’ well-being
and awareness might lead to a higher demand for RES. Policymakers should use a variety of
policy instruments to promote societal sustainability and awareness regarding the transition
to renewable-energy economies.

The performance analysis considers the following social indicators.
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Life Quality

This indicator tells about how much positive change comes to the public’s life quality
after the integration of DGs. The LQValue is calculated as:

LQValue = (PE + WC + LU)× 0.15 (25)

where 15% is a LQ factor [39]. LQ in percentage after the deployment of DGs can be
determined as:

LQ =

[
LQValuew/o_DG − LQValuew_DG

LQValuew/o_DG

]
× 100 (26)

Social Awareness

This indicator tells about awareness regarding the penetration of DGs into the electric
power system. The SAValue is found as:

SAValue = (PE + WC + LU)× 0.35 (27)

where 35% is a SA factor[39]. Social awareness in percentage after the installation of DGs
can be determined as:

SA =

[
SAValuew/o_DG − SAValuew_DG

SAValuew/o_DG

]
× 100 (28)

2.3. Operational Constraints

While achieving the objective functions, the system is subjected to some constraints
that must be met.

2.3.1. Equality Constraints

A balance between power generation and demand, as well as power loss, should be
taken into account. This can be mathematically represented as:

PSS +
nDG

∑
k

PDG(k) =
nB

∑
k

PLD(k) +
Nbr

∑
k

PLoss(k) (29)

QSS +
nDG

∑
k

QDG(k) =
nB

∑
k

QLD(k) +
Nbr

∑
k

QLoss(k) (30)

2.3.2. Inequality Constraints

Both bus voltages and DG size limits are inequality constraints for the simulated
power system. These two limitations are mathematically represented as follows:

Voltage Constraint

The bus system voltage must be kept between Vmax and Vmin. The voltage variations
in this work are set at 0.90 (p.u) and 1.05 (p.u) respectively.

Vmin ≤ Vi ≤ Vmax (31)

DG Sizing Constraint

DG’s sizing constraints are expressed as:

∑ PDG ≤ P
nB

∑
k

PLD(k) (32)

∑ QDG ≤ P
nB

∑
k

QLD(k) (33)
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DG capacity limits are set between 0.001 to 2 MVA.

2.4. Multi-Criteria Decision Making Analysis

Multi-criteria decision-making (MCDM) techniques are used to solve decision-making
problems involving a set of predetermined solutions. To assess energy planning based
on technical, economical, environmental, and social (TEES) aspects, MCDM methods are
utilized. Different techniques have different approaches to incorporating cogent or delicate
criteria. MCDM models are most adapted to achieve the optimal solution when considering
numerous scenarios, factors, and limitations. This paper highlights various MCDM models
that can be used to solve the core challenges that must be addressed in order to achieve
sustainability goals [45]. The proposed system layout is shown in Figure 3.

Figure 3. Proposed system layout.

In addition to main objective of deploying DGs in ADN to reduce power loss PLoss,
and enhance voltage profile Vmin, other PI such as QLoss, CELoss , CAIC, PE, PW, LU, LA,
and SA are also considered in MCSP approach for TEES evaluation. The weights for each
criterion are considered biased (unequal) and calculated by AHP [46]. Selected alternatives,
attributes, the priority or relevance of each attribute, and performance ratings are all
included in the decision matrix. The decision matrix is shown in Table 3. The matrix
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consists of alternatives Aj (for j = 1 to n), attributes Ck (for k = 1 to m), weights considered
for attributes Wk (for k = 1 to m) and performance ratings for alternatives Sjk (for j = 1 to n;
k = 1 to m). The sum of Wk should be equal to 1 as illustrated in (34).

m

∑
k=1

Wk = 1 (34)

Normalization matrix helps to enable a standard unified scale for measurement and
analysis. The decision matrix is normalized using (35) and (36) for beneficial and non-
beneficial attributes respectively.

Njk =
Sjk

Sj
max (35)

Njk =
Sj

min

Sjk
(36)

Four different MCDM techniques are employed in this paper for evaluating perfor-
mance in order to get the optimal solution.

Table 3. Decision matrix in MCDM methods.

Alternatives/Solutions
Weighted Attributes

C1× W1 C2 × W2 C3 × W3 · · · Ck × Wk

A1 S11 S12 S13 · · · S1m
A2 S21 S22 S23 · · · S2m
A3 S31 S32 S33 · · · S3m
· · · · · · · · · · · · · · · · · ·
An Sn1 Sn2 Sn3 · · · Snm

2.4.1. Weighted Sum Method

Optimal solution among m alternatives based on n criteria are calculated as:

SWSM
j =

m

∑
k=1

NjkWk (37)

where, Sj
WSM denotes the weighted sum score. The best solution is considered the one with

the highest score.

2.4.2. Weighted Product Method

Based on n criteria, the optimal solution among m alternatives is calculated as:

PWPM
j =

m

∏
k=1

(
Njk

)Wk
(38)

where, PWPM
j indicates the weighted product score. The solution with the highest score is

considered the best.

2.4.3. Technique for Order of Preference by Similarity to Ideal Solution

This technique is based on the concept of measuring the distance from two hypo-
thetical solutions, the negative ideal solution (NIS) and the positive ideal solution (PIS).
The best-chosen alternative should have the shortest geometric distance from the best
solution and the longest geometric distance from the worst solution. TOPSIS process can
be summarized as:

The normalized decision matrix is calculated using (39).
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Njk =
Sjk√

∑n
j=1 S2

jk

(39)

The weighted normalized decision matrix Xjk is calculated as:

Yjk = Njk ×Wk (40)

Best PIS Yb
k and worst NIS Yw

k alternative for each criterion are calculated as:

Yb
k =

{(
n

max
j=1

Yjk|k ∈ K
)

,
(

n
min
j=1

Yjk|k ∈ K′
)}

(41)

Yw
k =

{(
n

min
j=1

Yjk|k ∈ K
)

,
(

n
max
j=1

Yjk|k ∈ K′
)}

(42)

K ∈ Set of beneficial criteria; K′ ∈ Set of non-beneficial criteria

The Euclidean distance is determined as:

Eb
j =

(
m

∑
k=1

(Yjk −Yb
k )

2

)1/2

, j = 1, 2, 3, . . . , n (43)

Ew
j =

(
m

∑
k=1

(Yjk −Yw
k )2

)1/2

, j = 1, 2, 3, . . . , n (44)

The relative similarity of each alternative to and from the ideal solutions is determined
for estimating the closeness of the available alternatives.

Pj =
Ew

j

Eb
j + Ew

j
, 0 ≤ Pj ≤ 1, j = 1, 2, 3, . . . n (45)

The best solution is the alternative with the highest Pj value.

2.4.4. VIseKriterijumska Optimizacija I Kompromisno Resenje

The VIKOR process is summarized as:
Determine the best and worst values for all beneficial and non-beneficial criterion

functions.

Sb
k =

{(
n

max
j=1

Sjk|k ∈ K
)

,
(

n
min
j=1

Sjk|k ∈ K′
)}

(46)

Sw
k =

{(
n

min
j=1

Sjk|k ∈ K
)

,
(

n
max
j=1

Sjk|k ∈ K′
)}

(47)

K ∈ Set of beneficial criteria; K′ ∈ Set of non-beneficial criteria

The normalized decision matrix Njk is calculated as:

Njk = (Sb
k − Sjk)/(Sb

k − Sw
k ) (48)

Compute utility measure Sj and regret measure Rj as:

Sj =
m

∑
k=1

(
Wk × Njk

)
(49)

Rj =
m

max
k=1

(
Wk × Njk

)
(50)
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Now, calculates the VIKOR index.

Qj = v
[ Sj − S∗

S− − S∗

]
+ (1− v)

[ Rj − R∗

R− − R∗

]
(51)

where S* = min jSj, S- = max jSj, R* = min jRj, R- = max jRj and v is the weight for the
maximum group utility strategy, which is commonly set to 0.5 for a balanced approach. The
alternative with the smallest VIKOR value is determined to be the best available solution.

3. Overview of Optimization Techniques

In this section, optimization methods are presented and analyzed to solve the opti-
mization problem.

3.1. Moth Flame Optimization

The MFO is a bio-inspired metaheuristic optimization technique invented by Seyedali
Mirjalili [47]. The major source of inspiration for this optimization is the transverse ori-
entation navigation mechanism used by the moths. This unique moth behavior is math-
ematically described in order to accomplish the optimization. Despite the effectiveness
of traveling in a transverse path, moths still choose to spiral around the lights. Moths
actually do act in this way when they are confused by indoor lighting. This is because of the
drawbacks of the transverse orientation, which make it ineffective for straight-line motion
unless dealing with highly distant light sources. When approaching a man-made artificial
light source, moths will seek to keep a similar angle. Because the light source is so much
closer than the moon, moths that try to fly at an equal angle to it end up taking a lethal
spiral flight path. A conceptual illustration of this behavior is presented in Figure 4. The
candidate solutions in this population-based algorithm are assumed to be moths, and the
variables represent the position of moths in space. The moths may change their positions
and fly in one, two, three, or higher-dimensional space. The moth matrix [47] may be
written as follows:

A =


a1,1 a1,2 · · · a1,d
a2,1 a2,2 · · · a2,d

...
...

...
...

an,1 an,2 · · · an,d

 (52)

where n is the number of moths and d represents the number of variables or dimensions.
For every moth, their fitness value is calculated and stored in an array as follows:

OA =


OA1
OA2

...
OAn

 (53)

The population of flames is represented by a flame matrix similar to moth matrix [47]:

B =


b1,1 b1,2 · · · b1,d
b2,1 b2,2 · · · b2,d

...
...

...
...

bn,1 bn,2 · · · bn,d

 (54)

And the corresponding array of fitness values is given as:

OB =


OB1
OB2

...
OBn

 (55)
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Equation (56) represents the update process for the position of each moth relative to
a flame.

Ai = S
(

Ai, Bj
)

(56)

where Ai denotes the ith moth, Bj for jth flame and S for the spiral/helical function.
Therefore, a logarithmic spiral for the moth flight path [47] is defined as follows:

S
(

Ai, Bj
)
= Liebt cos(2πt) + Bj (57)

where Li shows the distance between the ith moth and the jth flame, b is the logarithmic
shape constant, and t is the random number in [−1, 1]. It is then conceivable to visualize a
hyper elliptical extending outwards from the center of the flame, within which the moth
would be located. Because of the spiral equation, the moth can successfully explore and
exploit the search zone by flying around the flame rather than in the space between them.
Figure 5 shows the logarithmic spiral, the space around the flame, and the values of t on
the curve. L is calculated as:

Li = |Bj − Ai| (58)

Figure 4. MFO spiral path.

Figure 5. MFO logarithmic spiral.
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An adaptive approach [47] is used for determining the number of flames fno which
reduces as the number of iterations increases.

fno = Round
(

N − k× N − 1
kmax

)
(59)

where k is the current number of iterations, N for the maximum number of flames, and
kmax denotes the maximum number of iterations. MFO flowchart is shown in Figure 6 and
Algorithm 1 shows the pseudo-code of the proposed MFO.

Figure 6. MFO flow chart.
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Algorithm 1 Pseudo Code of MFO

1: Set MFO parameters for i = 1 : n
2:
3: Initialize the moths positions
4: while Termination criteria is not met do
5: if k < kmax then
6: Update the number of flames fno using (59)
7: Calculate the fitness value of moth OA using (53)
8: else
9: if k = 1 then

10: B = Sort(A)
11: OB = Sort(OA)
12: else
13: B = Sort(At−1, At)
14: OB = Sort(OAt−1, OAt)
15: end if
16: end if
17: for i = 1 : n do
18: for j = 1 : d do
19: if i ≤ fno then
20: Calculate Li according to (58)
21: Update S

(
Ai, Bj

)
using (57)

22: end if
23: if i > fno then
24: Calculate Li according to (58)
25: Update S

(
Ai, Bj

)
using (57)

26: end if
27: end forj
28: end fori
29: Update moth position and fitness value through dimension-by-dimension inspection
30: k = k+1
31: end while
32: End
33: Display the best solution

3.2. Marine Predators Algorithm

The marine predators algorithm (MPA) is a nature-inspired metaheuristic optimization
approach. It is based on the relationship between the predator and the prey. Both predators
and prey search for food in nature and are considered candidate solutions. MPA is based
on marine predators’ diverse foraging strategies, particularly Levy flight and Brownian
motion, as well as the predator-prey interaction’s optimal encounter rate approach [48].

In MPA, the initial solution is uniformly dispersed across the search space. This may
be accomplished as follows:

Y0 = Ymin + rand(Ymax −Ymin) (60)

where Ymin and Ymax are the lower and upper bound variables respectively, and rand is a
uniform random value in the range [0 1].

Based on the theory of fittest ones survive, and the top predators in nature, are better
foragers. In order to build an elite matrix (E), the top predator is recognized as the best
solution. To find the prey, the E matrix array is used.
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E =


Y I

1,1 Y I
1,2 · · · Y I

1,D
Y I

2,1 Y I
2,1 · · · Y I

2,D
...

...
...

...
Y I

N,1 Y I
N,2 · · · Y I

N,D


N×D

(61)

where N is the number of search agents and D is the number of dimensions. The prey
matrix (P) is another matrix with the same dimension as E, in which predators change their
positions. The P matrix is given in (62).

P =


Y1,1 Y1,2 · · · Y1,D

2,1 Y2,2 · · · Y2,D
...

...
...

...
YN,1 YN,2 · · · YN,D


N×D

(62)

Based on the speed ratio, the MPA optimization process is separated into three phases.
The three phases of this technique are depicted schematically in Figure 7.

Figure 7. MPA optimization phases [48].

3.2.1. Phase 1

This stage happens during the initial optimization rounds, where the exploration
interests are explored. This stage’s mathematical representation is as follows:

while t < 1
3 T

−−−−−→
stepsizei =

−→
RB ⊗

(−→
Ei −

−→
RB ⊗

−→
Pi

)
i = 1, . . . , n (63)

−→
Pi =

−→
Pi + Q×−→R ⊗−−−−−→stepsizei (64)

where Brownian motion is represented by the vector
−→
RB, which is a vector of random

numbers based on the normal distribution. Entry-wise multiplications are denoted by the
symbol ⊗. Q = 0.5 is a constant number, and R is a vector of uniform random values in the
range [0, 1]. The current iteration is t, while the maximum iteration is T.
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3.2.2. Phase 2

When the exploration is trying to be turned into exploitation, this phase occurs in the
middle of the optimization process. As a result, half of the population is designated for
exploration and the other half for exploitation.

While 1
3 T < t < 2

3 T

• First half of the population:

−−−−−→
stepsizei =

−→
RL ⊗ (

−→
Ei −

−→
RL ⊗

−→
Pi ) i = 1, . . . ,

n
2

(65)

−→
Pi =

−→
Pi + Q×−→R ⊗−−−−−→stepsizei (66)

where
−→
RL indicates Lévy movement and is a vector of random numbers based on the

Lévy distribution.
• Second half of the population:

−−−−−→
stepsizei =

−→
RB ⊗ (

−→
RB ⊗

−→
Ei −

−→
Pi ) i =

n
2

, . . . , n (67)

−→
Pi =
−→
Ei + Q× CF⊗−−−−−→stepsizei (68)

CF =

(
1− t

T

)(2 t
T )

(69)

where CF is an adaptive parameter that controls the predator’s step length during
movement.

3.2.3. Phase 3

This occurs in the last phase of optimization, which is frequently associated with
exceptional exploitation capabilities.

While t > 2
3 T

−−−−−→
stepsizei =

−→
RL ⊗ (

−→
RL ⊗

−→
Ei −

−→
Pi ) i = 1, . . . , n (70)

−→
Pi =

−→
Ei + Q× CF⊗−−−−−→stepsizei (71)

The behavior of marine predators is influenced by environmental factors. Fish aggre-
gating devices (FADs) are an example of environmental concerns. FADs are considered
local optima solutions. FADs may be expressed mathematically as:

−→
Pi =



−→
Pi + CF[

−−→
Ymin+−→

R ⊗ (
−−→
Ymax −

−−→
Ymin)]⊗

−→
U i f r ≤ FADs

−→
Pi + [FADs(1− r) + r]
(
−→
Pr1 −

−→
Pr2) i f r > FADs

(72)

FADs have a FADs = 0.2 chance of influencing the optimization process. U is a binary
vector containing zero and one array. This is accomplished by constructing a random vector
in the range [0, 1] and setting the array to zero if the value is less than 0.2 and one if the
value is more than 0.2. The uniform random number in the range [0, 1] is r. The bottom and
top borders of the dimensions are represented by the vectors

−−→
Ymax and

−−→
Ymin. The random

indices of the prey matrix are r1 and r2.
Marine predators have an eidetic memory. After updating the current position, com-

pare the fitness values of the current and previous positions and exchange them if the old
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position’s fitness is better than the current. The MPA flowchart is shown in Figure 8 and
the pseudo-code is listed as Algorithm 2.

Figure 8. MPA Flow Chart.

Algorithm 2 Pseudo Code of MPA

1: Initialize MPA parameters
2: while Termination criteria is not satisfied do
3:
4: Calculate the fitness value
5:
6: Construct the Elite Matrix (best solution obtained so far)
7:
8: Accomplish the marine memory saving
9: if t < 1

3 T then
10: Update the Prey position using (63) and (64)
11: else
12: if 1

3 T < t < 2
3 T then

13: if i = 1, . . . , n
2 (For 1st half population) then

14: Update the Prey position using (65) and (66)
15: end if
16: if i = n

2 , . . . , n (For 2nd half population) then
17: Update the Prey position using (67) and (68)
18: end if
19: end if
20: if t > 2

3 T then
21: Update the Prey position using (70) and (71)
22: end if
23: end if
24:
25: Perform the memory saving and Elite update
26:
27: Apply FADs Effect using (72)
28: end while
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4. Results and Discussion

In this section, the proposed MFO has been evaluated in two IEEE benchmark DNs,
including 33-bus and 69-bus systems for different scenarios along with single and multiple
DGs placement. DGs types I and III are used in these test systems. The optimal size and
locations of DGs have been found using the proposed technique to minimize the total
power losses and to increase the magnitude of bus voltage. To evaluate the effectiveness
of the proposed method, we used another marine predator optimization technique to
tackle the same ODGA problem, for comparison of results and convergence. The size of
the population for both optimization techniques is considered as 100. The initial values
without DG integration for base cases for both test systems are summarized in Table 4. The
proposed method is simulated in MATLAB 2020a environment on an Intel Core i3-4030U,
1.90 GHz processor with 4 GB RAM.

Different scenarios and cases (S/C) are considered in the studied system with multiple
types of DGs (Type I and Type III).

• (S0/C0): Base case (without DG).
• (S1/C1-3): Integrating DGs at UPF.
• (S2/C1-3): Integrating DGs at 0.90 LPF.
• (S3/C1-3): Integrating DGs at 0.85 LPF.
• (S4/C3): Integrating DGs at OPF.

Table 4. PI in base case without DGs (33-bus and 69-bus)

Performance IEEE 33-bus IEEE 69-bus
Indices (S0/C0_1) (S0/C0_2)

DG Size @ Bus (kVA) - -
Vmin (p.u) 0.9042 0.9102
PLoss (kW) 210.1 224.6
QLoss (kVAR) 142.4 101.9
VSI (p.u) 0.6672 0.6832

4.1. Test System 1

The benchmarking network IEEE 33-bus system, which is used to test and evaluate
the different types of DG units is shown in Figure 9. There are 33 buses and 32 lines in
this system. The total active power load (PLD) of this system is 3715 kW and the reactive
power load (QLD) is 2300 kVAR, at the base values of 100 MVA and 12.66 kV. In base case
S0/C0_1, total active power losses (PLoss) are 210.1 kW and reactive power losses (QLoss) are
142.4 kVAR. And minimum voltage magnitude (Vmin) of the system is 0.9042 (p.u) at bus 18.

Figure 9. Single line diagram of IEEE 33-bus system.
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4.1.1. TEES Performance Evaluation

This research paper considers some assumptions in order to address the ODGA
problem. The DGs’ uncertainty is not taken into account. And the annual energy loss is
calculated using a constant power load model. Technical, cost-economic, environmental,
and social performance evaluations are evaluated across unity, 0.90, and 0.85 lagging power
factors. The detailed results are presented in Tables 5–7.

Table 5. TEES performance evaluations in S1/C1-3 for IEEE 33-bus ADN

Sr. No. DG Size @ Bus Vmin PLoss QLoss PLM QLM DGPP PSS QSS
(kW) (p.u) (kW) (kVAR) (%) (%) (%) (kW) (kVAR)

S1/C1 2000 @ 8 0.9478 115.7 83.4 44.91 41.47 45.77 1830.7 2383.4

S1/C2 1319 @ 30 0.9789 84.1 59.3 59.99 58.39 51.99 1527.1 2359.3953 @ 13

S1/C3
1217 @ 30

0.9790 70.6 50.6 66.37 64.46 74.58 526.6 2350.61175 @ 24
867 @ 14

CELoss SELoss CPDG CQDG CAI PEM WCM LU LQ SA
(M$) (%) ($/MWh) ($/MVARh) (M$) (%) (%) (km2) (%) (%)

0.060822 44.90 40.25 0 0.077462 49.75 48.05 0.175200 49.35 49.35

0.044176 59.98 45.69 0 0.087996 57.00 55.07 0.199027 56.55 56.55

0.037128 66.37 65.43 0 0.126224 80.70 77.94 0.285488 80.06 80.06

Table 6. TEES performance evaluations in S2/C1-3 for IEEE 33-bus ADN

Sr. No. DG Size @ Bus Vmin PLoss QLoss PLM QLM DGPP PSS QSS
(kW) (p.u) (kW) (kVAR) (%) (%) (%) (kW) (kVAR)

S2/C1 2000 @ 30 0.9401 77.9 58.6 62.89 58.86 45.77 1992.9 1486.6

S2/C2 1035 @ 13 0.9814 34.8 26.65 83.43 81.29 61.67 1323.8 1151.71660 @ 30

S2/C3
1310 @ 24

0.9942 18.1 15.9 91.38 88.78 87.31 299.1 652.9975 @ 13
1530 @ 30

CELoss SELoss CPDG CQDG CAI PEM WCM LU LQ SA
(M$) (%) ($/MWh) ($/MVARh) (M$) (%) (%) (km2) (%) (%)

0.040970 62.89 36.25 3.0 0.361080 44.09 42.80 7.8840 43.74 43.74

0.018285 83.43 48.77 4.035 0.486555 59.26 57.62 10.6236 58.88 58.88

0.009513 91.38 68.93 5.715 0.688760 82.45 80.13 15.0387 81.92 81.92

From a TPE aspect, S1/C3, S2/C3, and S3/C3 have the lowest PLoss and QLoss. On the
other hand, achieves the best PLM and QLM. According to Figure 10, It is obvious that as
DGPP increases, PLM and QLM increase as well. And voltage profile improves gradually.
According to CEPE perspective, S1/C3, S2/C3, S3/C3 are observed to have the lowest
CELoss. With increasing the penetrations of DGs from one to three in all scenarios, S1/C3,
S2/C3, and S3/C3 are observed to have the greatest SELoss values when compared to other
solutions as illustrated in Figure 11. CPDG, CQDG, and CAI values are also calculated for
revenue and net profit comparison. As DGs penetration increases, revenue and net profit
also increase. So, we can say that DGs integration have a positive impact on net profit.
A comparative study of TC, Revenue, and Net profit in different scenarios is shown in
Figure 12. From an EPE perspective, S1/C3, S2/C3, and S3/C3 have the lowest PE and
WC. With the increasing penetration of DGs, PEM and WCM also increase as shown in
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Figure 13. Similarly, in SPE, it achieves the best LQ and SA results after the integration of
DGs as depicted in Figure 14.

Table 7. TEES performance evaluations in S3/C1-3 for IEEE 33-bus ADN

Sr. No. DG Size @ Bus Vmin PLoss QLoss PLM QLM DGPP PSS QSS
(kW) (p.u) (kW) (kVAR) (%) (%) (%) (kW) (kVAR)

S3/C1 2000 @ 30 0.9403 74.0 55.5 64.77 61.05 45.77 2089.0 1301.5

S3/C2 1031 @ 13 0.9816 30.9 24.2 85.26 82.99 62.68 1402.9 905.21708 @ 30

S3/C3
1570 @ 30

0.9942 14.4 13.4 93.14 90.60 87.24 437.4 392.41310 @ 24
932 @ 13

CELoss SELoss CPDG CQDG CAI PEM WCM LU LQ SA
(M$) (%) ($/MWh) ($/MVARh) (M$) (%) (%) (km2) (%) (%)

0.038899 64.76 34.25 4.5 0.361080 41.86 40.17 7.4460 41.60 41.60

0.016277 85.25 47.11 6.1627 0.494499 57.52 55.95 10.1972 57.16 57.16

0.007568 93.14 66.09 8.577 0.688218 79.49 77.29 14.1920 78.98 78.98

Figure 10. Comparative study of PLM, QLM with DGPP in IEEE 33-bus system.

Figure 11. Comparative study of SELoss with DGPP in IEEE 33-bus system.
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Figure 12. Comparative study of TC, Revenue and Net profit in IEEE-33 bus system.

Figure 13. Comparative study of PEM, WCM with DGPP in IEEE 33-bus system.

Detailed evaluations of S1, S2, and S3 in terms of MCDM techniques are done. On
the basis of evaluations across TEES, MCDM approaches are applied to get the trade-off.
Alternatives S1/C3, S2/C3, and S3/C3 stands out from the other alternatives as shown in
Figures 15–17.

Figure 14. Impact of LQ/SA wrt DGPP in IEEE-33 bus system.
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Figure 15. TEES evaluation for scenario 1 at UPF in IEEE 33-bus system.

Figure 16. TEES evaluation for scenario 2 at 0.90 LPF in IEEE 33-bus system.

Figure 17. TEES evaluation for scenario 2 at 0.85 LPF in IEEE 33-bus system.

4.1.2. Scenario 1

It has been found that ADN without DG results in more losses. Besides the type, the
suboptimal DG capacity can result in increased system losses in a DN. In scenario 1, the
proposed technique is used to optimize the locations and sizes of single and multiple DGs
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in order to reduce power losses. The results of simulations for various DG operating cases
are presented and comparative analysis is done with other optimization methods at UPF as
shown in Tables 5 and 8 respectively. As shown by Table 8, the optimal locations of three
DGs in S1/C3 using the proposed technique are 30, 24, and 14 with active power capacities
of 1217 kW, 1175 kW, and 867 kW, respectively, resulting in a reduction of power losses
from 210.1 kW to 70.6 kW, with a loss reduction (PLM) of 66.37%. The proposed method
has the least power losses when compared to other optimization methods. This result is
better than that from TLBO [49], QOTLBO [49], KHA [50], SIMBO-Q [51], QOSIMBO-Q [51],
QOCSOS [52], IRRO [33], and MRFO [34]. Furthermore, the proposed method significantly
improves all objective functions, including PLoss, Vmin, and VSI. Vmin gradually improves
as the number of DGs integrated increases. Vmin increases from its base value 0.9042 (p.u) to
0.9790 (p.u) and VSI value is further improved to 0.8943 (p.u) from base value of 0.6672 (p.u)
in S1/C3. Energy loss cost CELoss and energy loss savings SELoss are taken as comparative
parameters in economic aspects. The proposed technique gives preferable results in terms
of CELoss and SELoss as CELoss comes out o be 0.037128 M$ from proposed and MPA methods
which are better than other techniques in Table 8.

Table 8. Comparative results of DGs allocation for 33-bus network at UPF

Technique DG Size @ Bus PLoss (kW) QLoss Vmin VSI CELoss SELoss

(kW) (PLM) (kVAR) (p.u) (p.u) (M$) (M$)

TLBO [49]
824.6 @ 10 75.5

- - 0.8365 0.039703 0.0707011031.1 @ 24 (64.20%)
886.2 @ 31

QOTLBO [49]
880.8 @ 12 74.1

- - 0.8656 0.038947 0.0714571059.2 @ 24 (64.88%)
1071.4 @ 29

KHA [50]
810.7 @ 13 75.4

- - 0.8528 0.039636 0.070768836.8 @ 25 (64.26%)
841.0 @ 30

SIMBO-Q [51]
763.8 @ 14 73.4

- - 0.8738 0.038579 0.0718251041.5 @ 24 (65.19%)
1135.2 @ 29

QOSIMBO-Q [51]
770.8 @ 14 72.8

- - 0.8804 0.038263 0.0721411096.5 @ 24 (65.48%)
1065.5 @ 30

QOCSOS [52]
801.7 @ 13 72.8

- - 0.8805 0.038256 0.0721481091.3 @ 24 (65.50%)
1053.7 @ 30

IRRO [33]
801 @ 13 72.8

50.7 - - 0.038253 0.0721511090 @ 24 (65.50%)
1054 @ 30

MRFO [34]
1017.1 @ 24 72.9

- - - 0.038303 0.072101788.28 @ 13 (65.46%)
1035.3 @ 30

MPA
1181 @ 24 70.6

50.7 0.9792 0.8943 0.037128 0.073276868 @ 14 (66.37%)
1222 @ 30

Proposed
1217 @ 30 70.6

50.6 0.9790 0.8949 0.037128 0.0732761175 @ 24 (66.37%)
867 @ 14

4.1.3. Scenario 2

In this scenario, the proposed technique is used to optimize the locations and sizes
of single and multiple DGs in order to reduce active and reactive power losses at a fixed
0.90 LPF. The results of simulations for various DG operating cases C1-3 are presented
in Table 6. As number of DG increases, PLoss reduces by 62.89%, 83.43%, and 91.38% in
C1-3 respectively. Similarly QLoss are reduced by 58.85%, 81.28%, and 88.77%. The voltage
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profile is significantly improved to 0.9942 (p.u) and energy loss savings SELoss comes out to
be 0.100891 M$ in case of three DGs.

4.1.4. Scenario 3

The proposed technique is used to optimize the locations and capacities of single and
multiple DGs in order to minimize the power losses at 0.85 LPF. The results of simulations
for various DG operating cases are presented and comparative analysis is done with other
optimization methods as shown in Tables 7 and 9 respectively. As shown by Table 9, the
optimal locations of three DGs in S3/C3 using the proposed technique are 30, 24, and
13 with power ratings of 1570 kVA, 1310 kVA, and 932 kVA, respectively, resulting in a
reduction of power losses from 210.1 kW to 14.4 kVA, with a loss minimization (PLM) of
93.14%. The proposed method has the minimum power losses when compared to other
optimization methods. This result is better than that from MOTA [53], IMOEHO [54],
MOPSO [55], MOCSOS [55], and I-DBEA [56]. Reactive power losses QLoss is also reduced
from 142.4 kVAR (S0/C0_1) to 13.4 kVAR with a loss minimization (QLM) of 90.60% in
S3/C3. Voltage profile and voltage stability are significantly improved to 0.9942 (p.u) and
0.9747 (p.u) respectively, as compared to other methods which are reported in Table 9.
Energy loss savings SELoss comes out to be 0.102836 M$ from both proposed and MPA tech-
niques which are more than reported methods in MOTA [53], IMOEHO [54], MOPSO [55],
MOCSOS [55], and I-DBEA [56].

Table 9. Comparative results of DGs allocation for 33-bus network at 0.85 LPF

Technique DG Size @ Bus PLoss (kW) QLoss Vmin VSI CELoss SELoss

(kW) (PLM) (kVAR) (p.u) (p.u) (M$) (M$)

MOTA [53]
880 @ 14 15.7

12.7 - 0.9760 0.008251 0.102153920 @ 25 (92.25%)
1560 @ 30

IMOEHO [54]
929 @ 13 14.9

- - 0.9814 0.007831 0.1025731181 @ 24 (92.64%)
1473 @ 30

MOPSO [55]
1124.6 @ 11 17.2

13.5 - 0.9782 0.009040 0.101364989 @ 24 (91.84%)
1505.2 @ 30

MOCSOS [55]
926.1 @ 13 15.1

12.3 - 0.9777 0.007936 0.1024681257 @ 24 (92.83%)
1481.2 @ 30

I-DBEA [56]
749.1 @ 13 14.6

- - 0.9733 0.007657 0.1027471042 @ 24 (92.81%)
1239.5 @ 30

MPA
1293.30 @ 24 14.4

13.4 0.9942 0.9794 0.007568 0.1028361583.43 @ 30 (93.14%)
931.25 @ 14

Proposed
1570 @ 30 14.4

13.3 0.9942 0.9803 0.007568 0.1028361310 @ 24 ( 93.14%)
932 @ 13

4.1.5. Scenario 4

In this scenario, multiple DGs are optimally placed at optimal power factors. S4/C3_1
shows the results of three DGs, optimally placed at 0.70, 0.90, and 0.82 OPF as presented
in Table 10. PLoss is reduced to 11.7 kW with a loss minimization PLM of 94.41% which is
comparatively equal to SFSA [57], SOS [52], and QOCSOS [52]. Table 11 shows that Vmin
and VSI are significantly improved to 0.9942 (p.u) and 0.9801 (p.u) respectively, which are
better than reported methods such as SFSA [57], SOS [52], and QOCSOS [52]. Energy loss
cost CELoss comes out to be 0.006175 M$ from both proposed and MPA techniques which is
better than the reported methods. Figure 18 shows the improvement in the voltage profiles
of four different scenarios of DGs.
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Figure 18. Bus voltage profile of 33-bus network.

Table 10. TEES performance evaluations in ADNs at OPF

Sr. No. DG Size @ Bus PF Vmin VSI PLoss QLoss PLM QLM DGPP
(kVA) (p.u) (p.u) (kW) (kVAR) (%) (%) (%)

S4/C3_1
1597.50 @ 30 0.70

0.9942 0.9801 11.7 11.3 94.41 92.03 89.201324.33 @ 24 0.90

975.95 @ 13 0.82

S4/C3_2
2000 @ 61 0.80

0.9943 0.9934 6.4 7.0 97.13 93.12 71.26815.96 @ 11 0.82

504.89 @ 17 0.82

CELoss SELoss CPDG CQDG CAI PEM WCM LU LQ SA
(M$) (%) ($/MWh) ($/MVARh) (M$) (%) (%) (km2) (%) (%)

0.006170 94.41 62.45 11.8167 0.703705 78.05 75.94 13.62 77.56 77.56

0.003379 97.13 53.91 9.56 0.599546 64.71 62.94 11.75 64.29 64.29

Table 11. Comparative results of DGs allocation for 33-bus network at OPF

Technique DG Size @ Bus/PF PLoss (kW) QLoss Vmin VSI CELoss SELoss

(kW) (PLM) (kVAR) (p.u) (p.u) (M$) (M$)

SFSA [57]
876.8 @ 13/0.904 11.8

- - 0.9691 0.006182 0.1042221155.3 @ 24/0.892 (94.43%)
1454.9 @ 30/0.716

SOS [52]
877.3 @ 13/0.905 11.7

- - 0.9688 0.006171 0.1042331188.4 @ 24/0.90 (94.44%)
1443.4 @ 30/0.713

QOCSOS [52]
877.3 @ 13/0.905 11.7

- - 0.9688 0.006171 0.1042331188.4 @ 24/0.90 (94.44%)
1443.4 @ 30/0.713

MPA
1324.16 @ 24/0.91 11.7

11.3 0.9942 0.9797 0.006175 0.1042291596.78 @ 30/0.71 (94.40%)
972.78 @ 13/0.82

Proposed
1597.50 @ 30/0.70 11.7

11.3 0.9942 0.9801 0.006170 0.1042341324.33 @ 24/0.90 ( 94.41%)
975.95 @ 13/0.82
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4.1.6. Performance Analysis for the Proposed Method

For the case studies in scenarios S1-3, the MFO outperforms the MPA in terms of
convergence rate. The convergence characteristic of the proposed technique and MPA for
case 3, which represents three DGs integration of Type I, is depicted in Figure 19. Similarly,
the convergence characteristics of the proposed technique and MPA for S2/C3, which
represents three DGs integration of Type III, are shown in Figure 20. In comparison to MPA,
the proposed approach gets the minimum objective function in less iterations.

Figure 19. Convergence curves of MFO and MPA for Scenario 1 of 33-bus network.

Figure 20. Convergence curves of MFO and MPA for Scenario 2 of 33-bus network.

4.2. Test System 2

The benchmarking network IEEE 69-bus ADN, which is used to test and compare
the various types of DG units is shown in Figre 21. This system consists of 69 buses
and 68 branches. The total active power load (PLD) of this system is 3802.2 kW and the
reactive power load (QLD) is 2694.6 kVAR, at the base values of 100 MVA and 12.66 kV.
In base case S0/C0_2, total active power loss (PLoss) of 224.6 kW and reactive power loss
(QLoss) of 101.9 kVAR. And minimum voltage magnitude (Vmin) of the system is 0.9102
(p.u) at bus 18.
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Figure 21. Single line diagram of IEEE 69-bus system.

4.2.1. TEES Performance Evaluation

TEES performance evaluations are evaluated across unity, 0.90, and 0.85 lagging power
factors in the 69-bus system. The detailed results are presented in Tables 12–14. From a
TPE aspect, S1/C3, S2/C3, and S3/C3 have the lowest PLoss and QLoss. On the other hand,
achieves the best PLM and QLM. According to Figure 22 It is clear that as DGPP increases,
PLM and QLM increase as well. And voltage profile improves gradually. According to CEPE
perspective, S1/C3, S2/C3, S3/C3 are observed to have the lowest CELoss. With increasing
the penetrations of DGs from one to three in all scenarios, S1/C3, S2/C3, and S3/C3 are
observed to have the greatest SELoss values when compared to other solutions as depicted
in Figure 23. CPDG, CQDG, and CAI values are also calculated for revenue and net profit
comparison. As DGs penetration increases, revenue and net profit also increase. So, we
can say that DGs integration have a positive impact on net profit. A comparative study of
TC, Revenue, and Net profit in the IEEE 69-bus system is given in Figure 24. From an EPE
perspective, S1/C3, S2/C3, and S3/C3 have the lowest PE and WC. With the increasing
penetration of DGs, PEM and WCM also increase as shown in Figure 25. Similarly, in SPE,
it achieves the best LQ and SA results after the integration of DGs as depicted in Figure 26.

Table 12. TEES performance evaluations in S1/C1-3 for IEEE 69-bus ADN.

Sr. No. DG Size @ Bus Vmin PLoss QLoss PLM QLM DGPP PSS QSS
(kW) (p.u) (kW) (kVAR) (%) (%) (%) (kW) (kVAR)

S1/C1 2000 @ 61 0.9700 81.8 39.7 63.57 61.10 42.91 1884 2734.3

S1/C2 2000 @ 61 0.9913 70.5 35.9 68.63 64.85 55.66 1278.7 2730.5594 @ 18

S1/C3
2000 @ 61

0.9930 68.9 35.5 69.30 65.10 61.71 995.1 2730.2451 @ 18
425 @ 66

CELoss SELoss CPDG CQDG CAI PEM WCM LU LQ SA
(M$) (%) ($/MWh) ($/MVARh) (M$) (%) (%) (km2) (%) (%)

0.042999 63.57 40.25 0 0.077462 49.70 48.04 0.175200 49.31 49.31

0.037033 68.62 52.13 0 0.100468 63.68 61.54 0.227234 63.18 63.18

0.036234 69.30 57.77 0 0.111390 70.23 67.85 0.251937 69.68 69.68
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Table 13. TEES performance evaluations in S2/C1-3 for IEEE 69-bus ADN.

Sr. No. DG Size @ Bus Vmin PLoss QLoss PLM QLM DGPP PSS QSS
(kW) (p.u) (kW) (kVAR) (%) (%) (%) (kW) (kVAR)

S2/C1 2000 @ 61 0.9711 33.9 17.5 84.92 82.88 42.91 2036.1 1840.1

S2/C2 2000 @ 61 0.9943 15.4 10.4 93.16 89.76 58.86 1348.6 1509.0743 @ 17

S2/C3
505 @ 18

0.9943 11.1 9.2 95.06 91.013 70.49 857.3 1271.82000 @ 61
780 @ 11

CELoss SELoss CPDG CQDG CAI PEM WCM LU LQ SA
(M$) (%) ($/MWh) ($/MVARh) (M$) (%) (%) (km2) (%) (%)

0.017802 84.91 36.25 3.0 0.361080 44.36 43.17 7.8840 44.10 44.10

0.008073 93.16 49.63 4.1145 0.495221 59.55 57.92 10.8129 59.17 59.17

0.005834 95.05 59.37 4.9275 0.593073 70.38 68.43 12.9494 69.93 69.93

Table 14. TEES performance evaluations in S3/C1-3 for IEEE 69-bus ADN.

Sr. No. DG Size @ Bus Vmin PLoss QLoss PLM QLM DGPP PSS QSS
(kW) (p.u) (kW) (kVAR) (%) (%) (%) (kW) (kVAR)

S3/C1 2000 @ 61 0.9711 30.5 15.9 86.40 84.39 42.91 2132.7 1656.5

S3/C2 2000 @ 61 0.9940 11.5 8.7 94.87 91.45 59.18 1469.7 1250.3758 @ 17

S3/C3
2000 @ 61

0.9943 7.0 7.2 96.87 92.87 70.85 1002.2 961.9798 @ 11
504 @ 18

CELoss SELoss CPDG CQDG CAI PEM WCM LU LQ SA
(M$) (%) ($/MWh) ($/MVARh) (M$) (%) (%) (km2) (%) (%)

0.016051 86.40 34.25 4.5 0.361080 42.24 41.12 7.4460 40.40 40.40

0.006054 94.87 47.13 6.2055 0.497929 56.89 55.35 10.2680 56.54 56.54

0.003694 96.87 56.39 7.4295 0.596143 67.20 65.35 12.2933 66.77 66.77

Figure 22. Comparative study of PLM, QLM with DGPP in IEEE 69-bus system.
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Figure 23. Comparative study of SELoss with DGPPin IEEE 69-bus system.

Detailed evaluations of S1, S2, and S3 in terms of MCDM techniques are done in
the IEEE 69-bus system. On the basis of evaluations across TEES, four different MCDM
methods are applied to get the trade-off. Alternatives S1/C3, S2/C3, and S3/C3 stands out
from the other alternatives as shown in Figures 27–29.

Figure 24. Comparative study of TC, Revenue and Net profit in IEEE-69 bus system

Figure 25. Comparative study of PEM, WCM with DGPP in IEEE 69-bus system
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Figure 26. Impact of LQ/SA wrt DGPP in IEEE-69 bus system

Figure 27. TEES evaluation for scenario 1 at UPF in IEEE 69-bus system

Figure 28. TEES evaluation for scenario 2 at 0.90 LPF in IEEE 69-bus system
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Figure 29. TEES evaluation for scenario 3 at 0.85 LPF in IEEE 69-bus system

4.2.2. Scenario 1

In this scenario of 69-bus, the proposed technique is used to optimize the locations
and sizes of single and multiple DGs in order to minimize power losses. The results of
simulations for various DG operating cases are presented and comparative analysis is done
with other optimization techniques at UPF as shown in Tables 12 and 15 respectively. As
shown by Table 15, the optimal places of three DGs in S1/C3 using the proposed technique
are found to be 61, 18, and 66 with power ratings of 2000 kVA, 451 kVA, and 425 kVA,
respectively, resulting in a reduction of power losses from 224.6 kW to 68.9 kW, with a loss
minimization (PLM) of 69.30%. The proposed method has the lowest power losses when
compared to other optimization methods. This result is far better than that from TLBO [49],
QOTLBO [49], KHA [50], SIMBO-Q [51], QOSIMBO-Q [51], QOCSOS [52], IRRO [33], and
MRFO [34]. Furthermore, the proposed method significantly improves other objective
functions, including PLoss, Vmin, and VSI. Vmin gradually improves as the number of DGs
integrated increases. Vmin increases from its base value 0.9102 (p.u) to 0.9911 (p.u) and VSI
is further improved to 0.9694 (p.u) from base value of 0.6832 (p.u) in S1/C3. In economic
aspects, energy loss cost CELoss and energy loss savings SELoss are considered as comparative
parameters. The proposed technique gives better results in terms of CELoss and SELoss as
CELoss comes out o be 0.037128 M$ from proposed and MPA methods which are better than
other techniques in Table 15.

4.2.3. Scenario 2

The proposed technique is used to optimize the locations and sizes of single and
multiple DGs in order to reduce active and reactive power losses at fixed 0.90 LPF. The
results of simulations for various DG operating cases C1-3 are presented in Table 13. As
number of DG increases, PLoss reduces by 84.91%, 93.16%, and 95.05% in C1-3 respectively.
Similarly QLoss are reduced by 82.87%, 89.76%, and 91.01%. Voltage profile and VSI are
significantly improved to 0.9943 (p.u) and 0.9949 (p.u) respectively in S2/C3. Energy loss
saving SELoss has increased to 0.112213 M$ with the penetration of three DGs.
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Table 15. Comparative results of DGs allocation for 69-bus network at UPF

Technique DG Size @ Bus PLoss (kW) QLoss Vmin VSI CELoss SELoss

(kW) (PLM) (kVAR) (p.u) (p.u) (M$) (M$)

TLBO [49]
591.9 @ 15 72.4

- - 0.9167 0.038056 0.079991818.8 @ 61 (67.77%)
900.3 @ 63

QOTLBO [49]
533.4 @ 18 71.6

- - 0.9196 0.037646 0.0804011198.6 @ 61 (68.12%)
567.2 @ 63

KHA [50]
496.2 @ 12 69.6

- - 0.9185 0.036562 0.081485311.3 @ 22 (69.04%)
1735.4 @ 61

SIMBO-Q [51]
1500 @ 61 71.3

- - 0.8954 0.037475 0.080572618.9 @ 9 (68.29%)
529.7 @ 17

QOSIMBO-Q [51]
833.6 @ 9 71.0

- - 0.8984 0.037317 0.08073451.1 @ 18 (68.43%)
1500 @ 61

QOCSOS [52]
526.9 @ 11 69.4

- - 0.9185 0.036491 0.081556380.3 @ 18 (69.14%)
1719 @ 61

IRRO [33]
1780 @ 61 71.1

32.5 - - 0.037406 0.080641863 @ 50 (68.38%)
784 @ 12

MRFO [34]
1713.4 @ 61 69.4

- - - 0.036492 0.081555369.12 @ 18 (69.14%)
524.23 @ 11

MPA
465 @ 17 68.9

35.3 0.9911 0.9694 0.036208 0.0818391942 @ 61 (69.32%)
425 @ 66

Proposed
2000 @ 61 68.9

35.5 0.9930 0.9697 0.036234 0.081813451 @ 18 (69.30%)
425 @ 66

4.2.4. Scenario 3

The proposed technique is used to optimize the locations and capacities of single and
multiple DGs in order to minimize the power losses at 0.85 LPF. The results of simulations
for various DG operating cases are presented and comparative analysis is done with other
optimization methods as shown in Tables 14 and 16 respectively. As shown by Table 16,
the optimal locations of three DGs in S3/C3 using the proposed technique are 61, 11, and
18 with power ratings of 2000 kVA, 798 kVA, and 504 kVA, respectively, resulting in a
minimization of power losses from 224.6 kW to 7.0 kW, with a loss minimization (PLM) of
96.86%. The proposed method has the minimum power losses when compared to other
optimization methods. This result is better than that from PSO [58], IMOHS [59], and
I-DBEA [56]. Reactive power losses QLoss is also reduced from 101.9914 kVAR (S0/C0_2)
to 7.27 kVAR with a loss minimization (QLM) of 92.86% in S3/C3. Voltage profile and
voltage stability are significantly improved to 0.9943 (p.u) and 0.9944 (p.u) respectively,
as compared to other methods which are reported in Table 14. Energy loss saving SELoss
comes out to be 0.114353 M$ from both proposed and MPA techniques which are more
than reported methods in PSO [58], IMOHS [59], and I-DBEA [56].



Sustainability 2023, 15, 384 35 of 40

Table 16. Comparative results of DGs allocation for 69-bus network at 0.85 LPF

Technique DG Size @ Bus PLoss (kW) QLoss Vmin VSI CELoss SELoss

(kW) (PLM) (kVAR) (p.u) (p.u) (M$) (M$)

PSO [58]
1278 @ 61 12.8

- - 0.9541 0.006727 0.111320301 @ 64 (94.30%)
324 @ 21

IMOHS [59]
1455.2 @ 61 10.5

- - 0.9468 0.005518 0.112556476.9 @ 11 (95.33%)
312.4 @ 21

I-DBEA [56]
1500 @ 61 7.9

- - 0.9774 0.004183 0.113864370 @ 59 (96.45%)
575 @ 16

MPA
471.5 @ 21 7.1

7.3 0.9943 0.9943 0.003705 0.114342854.15 @ 11 (96.86%)
2000 @ 61

Proposed
2000 @ 61 7.0

7.2 0.9943 0.9944 0.003694 0.114353798 @ 11 (96.87%)
504 @ 18

4.2.5. Scenario 4

Multiple DGs are optimally placed at optimal power factors in the 69-bus system.
S4/C3_2 shows the results of three DGs, optimally placed at 0.80, 0.82, and 0.82 OPF as
presented in Table 10. PLoss is reduced to 6.4 kW with a loss minimization PLM of 97.14%
which is comparatively better than HHO [37] as illustrated in Table 17. Vmin and VSI are
significantly improved to 0.9943 (p.u) and 0.9934 (p.u) respectively, which are better than
reported methods such as HHO [37], and QOCSOS [52]. Energy loss cost CELoss comes
out to be 0.003379 M$ from both proposed and MPA techniques which is better than the
reported methods. Figure 30 shows the improvement in the voltage profiles of four different
scenarios of DGs operating cases.

Table 17. Comparative results of DGs allocation for 69-bus network at OPF

Technique DG Size @ Bus/PF PLoss (kW) QLoss Vmin VSI CELoss SELoss

(kW) (PLM) (kVAR) (p.u) (p.u) (M$) (M$)

HHO [37]
471.10 @ 17/0.570 6.6

- - - 0.003458 0.1145892016.92 @ 61/0.760 (97.10%)
719.10 @ 66/0.970

QOCSOS [52]
608.1 @ 11/0.813 4.3

- - 0.9772 0.002239 0.1158082057.3 @ 61/0.814 (98.10%)
454.9 @ 18/0.833

MPA
472.95 @ 21/0.80 6.4

7.0 0.9943 0.9936 0.003358 0.1146892000 @ 61/0.82 (97.15%)
843.69 @ 11/0.82

Proposed
2000 @ 61/0.80 6.4

7.0 0.9943 0.9934 0.003379 0.114668815.96 @ 11/0.82 ( 97.14%)
504.89 @ 17/0.82

4.2.6. Performance Analysis for the Proposed Method

For the case studies in scenario S1-3, the MFO performs much better than the MPA
algorithm in terms of convergence. The convergence characteristic of the proposed tech-
nique and MPA for S1/C3, which represents three DGs integration of Type I, is depicted in
Figure 31. Similarly, the convergence characteristics of the proposed technique and MPA
for S2/C3, which represents three DGs integration of Type III, are shown in Figure 32. In
comparison to MPA, the suggested approach takes less iterations to achieve the minimum
objective function.
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Figure 30. Bus voltage profile of 69-bus network.

Figure 31. Convergence curves of MFO and MPA for Scenario 1 of 69-bus network.

Figure 32. Convergence curves of MFO and MPA for Scenario 2 of 69-bus network.
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5. Conclusions

In this paper, energy planning is evaluated broadly on technical, cost-economic, en-
vironmental, and social indices using the MCSP approach based on nature-inspired opti-
mization techniques. The proposed MFO and MPA have been effectively implemented for
resolving the ODGA problem in ADNs with multiple criteria. Two benchmark test systems
were used to evaluate MFO’s effectiveness and superiority over MPA. The results showed
that MFO has a better and faster convergence rate than MPA, as well as MFO’s supremacy
in attaining the best DG allocation in the ADNs. MCDM methods such as WSM, WPM,
TOPSIS, and VIKOR have been used in taking decisions and selecting the best solution
among several alternatives for conflicting criteria. The appropriate weighting factors for
different criteria have been decided by the analytic hierarchy process. The results from
TEES evaluations demonstrate greater improvements in annual energy loss reduction and
cost savings as compared with those of the previous methods reported in the literature. Ac-
cording to studies, DGs have substantial potential for improving the distribution system’s
performance. Furthermore, the results obtained revealed that the highest loss reduction in
the 33-bus and 69-bus systems were 94.41% and 97.14%, and the maximum VSI was 0.9801
(p.u) and 0.9934 (p.u), respectively; however, the minimum Vmin for the given test systems
were 0.9942 (p.u) and 0.9943 (p.u). A significant reduction in PE and WC was also observed
in this study.

The appropriate allocation of DGs considering different levels of DG penetration
at varying loads should be investigated in future work. Furthermore, the uncertainty
modeling of renewable-based DGs would also be considered.
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Abbreviations

The following abbreviations are used in this paper:

ADN Active distribution network
AF Annualized factor
CE Cost of electricity unit
CAI Cost of annual investment
CPDG Cost of active power DG
CQDG Cost of reactive power DG
CUDG Cost of a DG unit
CEPI Cost-economic performance indices
CELoss

Cost of energy loss/active power loss cost
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DG Distributed generation
DN Distribution network
EPI Environmental performance indices
EgAj Amount of energy produced by jth conventional power plant without employment of DG
Egj Amount of energy produced by jth conventional power plant with employment of DG
EDGk

Amount of energy produced by kth DG plant
EFi Emission factor of ith pollutant
IR Interest rate based on annual cost
LUI Land use intensity
LPF Lagging power factor
M$ Millions of USD
MCDM Multiple-criteria decision making
ODGA Optimal DG allocation
OPF Optimal power factor
PF Power factor
PEM Pollution emission minimization
PLD Active power load
PLoss Active power loss
PLM Active power loss minimization
PSS Active power release from sub-station
QLD Reactive power load
QLoss Reactive power loss
QLM Reactive power loss minimization
QSS Reactive power release from sub-station
SPI Social performance indices
SELoss

Energy loss saving
TEES Techno-economic-environmental-social
TPI Technical performance indices
UPF Unity power factor
WCF Water consumption factor
WCM Water consumption minimization
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