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Abstract 

Most failure prediction studies have relied on using financial ratios as predictors. The most 

suitable financial predictors for banks are financial ratios following the CAMEL rating system. 

Also, corporate governance has been proven to be an important aspect of banks, especially after 

the financial crisis. Given its importance, we test the ability of corporate governance to enhance 

the prediction of bank failure. While there are only few studies that examine efficiency of 

corporate governance as a failure predictor, there are scarcely any studies that examine it as 

predictor of US banks failure. 

Using discriminant analysis, we predict the failure of banks insured by the Federal Deposit 

Insurance Corporation during the period from 2010 to 2018 using financial and non-financial 

predictors. We find that combining CAMEL ratios with corporate governance variables not 

only enhances the accuracy of prediction but also extends the time horizon of prediction to 

three years before failure. We also show that the earnings of banks are more significant in 

predicting bank failure than the capital structure and asset quality. The results further reveal 

that the CEO compensation, voting rights and institutional ownership are more significant 

predictors than the board characteristics. These results are robust when using logit regression. 

This paper provides insight to banks, regulators and shareholders by showing that corporate 

governance and banks earnings are strong predictors of bank failure. 
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1 Introduction 

The latest financial crisis highlighted the importance of banks and the effects that their failure 

has on a wider economy. Failure prediction and corporate governance (CG) are the two most 

important researched areas that contribute to the success of banks. Failure of banks not only 

affects the banks themselves but also reaches the global economy (Liang et al. 2016). The 

importance of failure prediction in banks has been highlighted by many researchers (Ravi 

Kumar and Ravi 2007; Boyacioglu et al. 2009; Wang et al. 2014; López Iturriaga and Sanz 

2015; Liang et al. 2016). It is also necessary for a bank to predict its failure as early as possible. 

The precautions and preventive procedures that need to be taken not only depend on the 

probability of the bank’s failure, but also on the time horizon of the prediction (López Iturriaga 

and Sanz 2015; du Jardin 2017). 

Failure prediction has been widely researched by using financial ratios. However, papers 

that study the failure of banks have not given much attention to other variables such as CG 

characteristics. There are many reasons to believe that incorporating CG characteristics in 

failure prediction will enhance the accuracy of prediction. First, CG is known for its importance 

and contribution to the success and failure of firms. Second, other research shows that 

incorporating non-financial variables has improved the accuracy of prediction models 

(Ioannidis et al. 2010).  

Some studies have incorporated non-financial variables such as market-driven variables. 

Studies that use non-financial predictors include Cheng et al. (2018) and Charalambakis and 

Garrett (2016). However, Liang et al. (2016) declare that, even though the importance of CG 

is well recognised in the literature, little effort has been made to conduct empirical studies that 

test the contribution of CG indicators in failure prediction along with the financial ratios. They 

also declare that previously conducted studies have only used some selected features of CG, 

which suggests the need for a thorough examination of various CG indicators.  

The selection of the financial ratios is an important process in failure prediction (Wang et 

al. 2014). The financial structure and characteristics of banks differ from other sectors (Cielen 

et al. 2004; Wu 2016), thus, common financial ratios used in non-financial sectors are not 

applicable to banks. As a result, the CAMEL rating system is adopted as a predictor of bank 

failure. It is a five-part rating system to evaluate banks’ overall condition based on their Capital 

adequacy, Asset quality, Management expertise, Earning strength and Liquidity. 

In addition, long-term prediction of bank failure is a very important aspect as it affects 

decision-making, especially lending decisions. Basel Committee on Banking Supervision 

(2009) recommended banks to estimate the risk of lending decisions over a long-term period. 

du Jardin (2017) states that for this prudential reason, prediction exceeding one year is very 

important, especially for banks. The author provides a review of the time horizons of prediction 

in studies. The review shows that most studies provide predictions up to three years horizons, 

while fewer extend it to four- or five-year horizons. The review also shows that the optimal 

prediction accuracy is one year before failure, from that point the accuracy rates decrease, 

where the average rate for a one-year horizon is 85% and decreases to 69.5% for five years 

horizons. Similarly, López Iturriaga and Sanz (2015) state that the reliability of failure 

prediction is a concern when the time horizon exceeds the short term. 

Therefore, this paper contributes to the wide literature on failure prediction by investigating 

the role of CG variables as non-financial predictors in enhancing the prediction accuracy of US 

bank failure using financial ratios. There are empirical studies that use CG as a non-financial 

predictor of failure (Daily and Dalton 1994; Lee and Yeh 2004; Brédart 2014a, b; Liang et al. 

2016; Wu 2016; Jones 2017). However, these studies were conducted on non-financial firms, 

and to the best of our knowledge, CG has not been examined before as a non-financial predictor 

of the failure of US banks. In addition, we categorise the financial ratios into five categories, 
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namely Capital, Assets, Management, Earnings and Liquidity (CAMEL) and identify the 

effects of each category on failure prediction. We also show which of these categories is the 

most significant for banks. These categories are in line with the rating system developed by the 

Federal Deposit Insurance Corporation (FDIC).  

To study the bank failure prediction, we use Discriminant Analysis (DA) and check the 

robustness of the results using Logit Regressions (LA). We also perform an additional analysis 

using an out-of-sample examination to support the accuracy of the prediction model. The 

results show that adding CG variables to the traditionally used financial ratios enhances the 

accuracy rate and extends the time horizons. We believe that this is due to providing a 

broadened view of the banks’ condition by adding the non-financial predictors. The findings 

also show that, amongst the CAMEL ratios, earnings and liquidity are the more significant 

predictors. On the other hand, amongst the CG variables, CEO pay slice, unequal voting rights 

and institutional shareholding are the most significant predictors. 

The paper is structured as follows: section 2 contains the literature review of predicting bank 

failure, section 3 includes the main analysis with the results’ discussion, section 4 presents the 

robustness test, and, finally, section 5 concludes. 

2 Literature review 

Researchers assert that bank failure prediction is a benefit to all shareholders, managers and 

stakeholders (Ravi Kumar and Ravi 2007; Chauhan et al. 2009; Wang et al. 2014). Ravi Kumar 

and Ravi (2007) provide a review of different statistical and intelligent techniques used in 

failure prediction studies conducted during 1968 – 2005. Their review reveals that most studies 

were conducted on firms and not banks, and mainly focused on the period from 1980 to 2003. 

This, alongside other reasons, highlights the importance of studying failure prediction in banks. 

For example, bank failure affects the whole economic stability (Boyacioglu et al. 2009), failure 

prediction enables banks to make appropriate lending decisions (Liang et al. 2016) and bank 

failure could have been prevented if appropriate failure prediction tools had been used (Kao 

and Liu 2004). Also, Sinnadurai et al. (2022) find that distressed companies are more likely to 

recover if their distress is diagnosed at early stages. 

2.1 Failure prediction methodologies 

Both statistical and non-statistical models have been used to predict firms’ failures. Among 

statistical methodologies, the most common is the DA, which was initially used by Altman 

(1968) and then developed and adopted by Boyacioglu et al. (2009), Canbas et al. (2005), 

Cielen et al. (2004), Cox and Wang (2014), du Jardin (2017), du Jardin (2016), Haslem et al. 

(1992), Kao and Liu (2004), Karels and Prakash (1987), Ohlson (1980) and Serrano-Cinca and 

Gutiérrez-Nieto (2013). Other methodologies include LR used by Boyacioglu et al. (2009), 

Brédart (2014a), Canbas et al. (2005), Daily and Dalton (1994), du Jardin (2017), du Jardin 

(2016), Kao and Liu (2004), Lee and Yeh (2004), Ohlson (1980), Serrano-Cinca and Gutiérrez-

Nieto (2013), Wang et al. (2014), West (1985) and Wu (2016), Principal Component Analysis 

(PCA), used by Boyacioglu et al. (2009), Canbas et al. (2005) and Kao and Liu (2004), and 

PLS-DA, used by Serrano-Cinca and Gutiérrez-Nieto (2013).  

Among non-statistical models, artificial intelligence tools are widely used for failure 

prediction. In most studies, they have proven to be highly accurate. However, Boyacioglu et 

al. (2009) used both statistical and artificial intelligence techniques to predict the failure of 

Turkish banks during the crisis. Their findings show that, while artificial intelligence tools are 

superior prediction techniques, the other statistical techniques also provide satisfying results in 



4 
 

prediction. Similarly, Jones et al. (2017) show that simple classifiers such as LR and DA 

perform reasonably well in bankruptcy prediction. In addition, Alaka et al. (2018) use several 

prediction tools including two statistical tools (DA and LR) and six artificial intelligence tools. 

They found that no single tool is predominantly better than other tools. 

Other studies compare several statistical and intelligence methodologies. Boyacioglu et al. 

(2009) find that DA and LR analysis are better failure predicting models among other models 

including neural network, support vector machine, and cluster analysis. In assessing bank 

crisis, Davis and Karim (2008a) compare LR with signal extraction in early warning systems, 

and in another study, Davis and Karim (2008b) compared LR with binomial tree-based early 

warning systems. The results of both studies suggest that LR performs better than the rest of 

the techniques. 

2.2 Financial ratios 

Pioneers in failure prediction have utilised financial ratios for the prediction of firm failure 

using statistical models (Beaver 1966; Altman 1968; Ohlson 1980). Subsequently, studies have 

mainly incorporated the traditionally used financial ratios but with different feature selection 

techniques, including Boyacioglu et al. (2009), Chauhan et al. (2009), Cox and Wang (2014), 

du Jardin (2010, 2016, 2017), Feki et al. (2012), Hosaka (2019), Lin et al. (2011), López 

Iturriaga and Sanz (2015), Serrano-Cinca and Gutiérrez-Nieto (2013) and Wang et al. (2014).  

The selection of the financial ratios is an important process in failure prediction (Wang et 

al. 2014). du Jardin (2017) was able to have up to three years’ horizon prediction using 

variables selected based on prior literature. Because the financial structure and characteristics 

of banks differ from other sectors (Cielen et al. 2004; Wu 2016), common financial ratios used 

in non-financial sectors might not apply to banks. As a result, researchers have tried to adopt 

ratios in the CAMELS rating system as predictors.  

CAMELS is a six-part rating system to evaluate banks’ overall condition based on their 

Capital adequacy, Asset quality, Management expertise, Earning strength, Liquidity, and 

Sensitivity to market risk. This rating system was developed by the Uniform Financial 

Institutions Rating System (UFIRS) in 1979 and is mandated by the Federal Deposit Insurance 

Corporation Improvement Act (FDICIA) of 1991 (Federal Deposit Insurance Corporation 

1997).  

Initially, the rating system consisted of only five groups which are Capital, Assets, 

Management, Earnings and Liquidity. In 1995, an additional group was added which is the 

Sensitivity to market which formed the currently used CAMELS rating system. According to 

the review of prior literature on failure prediction, there is no variable in sensitivity to market 

that significantly contributes to failure prediction, except for one which has no available data, 

which is the volatility of stock return. For this reason, this study incorporates the initial 

CAMEL rating system. Incorporating financial ratios that will test these five aspects of the 

rating system will enable us to have an overall coverage of the banks’ financial conditions. 

Studies that used CAMELS include Boyacioglu et al. (2009), Feki et al. (2012) and Kristóf 

and Virág (2022)to predict failure in Turkish, Tunisian, and European banks respectively. 

Similarly, López Iturriaga and Sanz (2015) declare that their variables selection approach is 

close to the CAMEL rating system in studying the failure prediction in banks. Their model 

shows that the three financial ratios that have the most predictive power are the provision ratio, 

the risk concentration in the construction industry, and the equity support to loans. Also, the 

Canbas et al. (2005) study aims to construct an early warning system as a decision-support tool 

in banks. In studying Turkish banks, they find that PCA can be used as an alternative or 

supportive tool to the CAMELS rating system (Gasbarro et al., 2002).  
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2.1 Non-financial ratios 

Existing studies that have examined the failure prediction of banks in the US include 

Serrano-Cinca and Gutiérrez-Nieto (2013) who use financial ratios to compare Partial Least 

Square Discriminant Analysis (PLS-DA) with eight other techniques. They assert that the US 

banking crisis is not over and that The FDIC recognizes that there are many banks at risk of 

failure. Also, López Iturriaga and Sanz (2015) predict the failure of US banks using a variables 

selection approach that is close to the CAMEL rating system. Other studies that have utilized 

financial ratios to study the failure prediction of US banks include Chauhan et al. (2009) and 

Cox and Wang (2014). However, none of these variables incorporates non-financial variables 

to predict bank failure. 

In studying corporate bankruptcies, Jones (2017) finds that bankruptcy is better explained 

and predicted in a multi-dimensional setting. The author uses multiple non-financial and 

financial variables to predict bankruptcy and finds that non-traditional variables, such as 

ownership structure/concentration and CEO compensation, are among the strongest predictors. 

Also, Ioannidis et al. (2010) use several financial and non-financial variables to assess banks’ 

soundness; they find that the accuracy of classification of the models that include only financial 

variables is poor. This gives enough reason to believe that adding non-financial variables, such 

as CG, to the CAMEL ratios will enhance the accuracy of predicting bank failure. 

Some studies have incorporated non-financial variables such as market-driven variables. 

Studies that use non-financial predictors include Cheng et al. (2018), Beaver et al. (2005), Jones 

(2017), Shumway (2001) and Charalambakis and Garrett (2016). CG is among the non-

financial variables used in prediction (Daily and Dalton 1994; Lee and Yeh 2004; Brédart 

2014a, b; Liang et al. 2016; Wu 2016; Jones 2017). However, Liang et al. (2016) declare that, 

even though the importance of CG is well recognised in the literature, little effort has been 

made to conduct empirical studies that test the contribution of CG indicators in failure 

prediction along with the financial ratios. They also declare that previously conducted studies 

have only used some selected features of CG, which suggests the need for a thorough 

examination of various CG indicators.  

Similarly, Jones (2017) asserts that, despite having good theoretical reasons that relate CG 

indicators to failure, few studies examine them as alternative failure predictors. The Basel 

Committee on Banking Supervision states that the effectiveness of CG is critical to ensure the 

proper functioning of the banking sector and the whole economy (Basel Committee on Banking 

Supervision 2015). Lee and Yeh (2004) and Wu (2016) state that CG leads to corporate value 

reduction, but the question remains as to whether it also leads to financial distress. Also, Al-

Faryan and Dockery (2021) find that the period following the CG change of firms listed in the 

Saudi Stock Markets shows sub-period improvement in market efficiency, and Enache and 

Hussainey (2020) find that CG has a positive effect on current and future firm performance up 

to two years ahead. While Zhai et al. (2022) find that CG drives the negative effect of bank 

risk-taking incentives on lending decisions. These arguments and findings give us reasons to 

believe that CG plays an important role in the success of firms.  

To study financial distress in listed firms, Lee and Yeh (2004) use both financial ratios and 

CG indicators including board and ownership. They assert that weak CG leads to economic 

downturns and increases the probability of falling into financial distress. Likewise, Wu (2016) 

studies the relationship between CG variables and the risk of bankruptcy in firms. The author 

finds that board size and board independence are most significantly related to bankruptcy risk. 

The results show that CG variables are strong predictors of failure, but their prediction accuracy 

increases only nearer the time of bankruptcy. On the other hand, Daily and Dalton (1994) study 

the characteristics of failed banks and find that less board independence and more CEO duality 

show significant association with failure at three years before the bankruptcy event. Brédart 
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(2014b, 2014a) finds that board size, CEO ownership, and CEO duality are significantly related 

to the financial distress of a firm. 

One of the few studies that use CG as an alternative failure predictor is a study by Liang et 

al. (2016), who combine financial ratios with CG variables to predict failure. They conduct 

their study on non-financial firms in Taiwan by using statistical and artificial intelligence 

techniques. Their results suggest that CG enhances the accuracy of prediction and improves 

the performance of all models utilised in their study. They assert that their results may not apply 

to other markets due to the differences in the definition of distressed companies and CG 

indicators. They find that the most important CG indicators to predict failure are the ones 

related to the board and ownership structure. Jones (2017) uses 91 different predictor variables, 

including financial and non-financial predictors. He finds that the most significant predictors 

are ownership structure and CEO compensation, then market and accounting variables, and 

finally macro-economic variables. Also, Cheng et al. (2018) results show that specific types of 

institutional investors can determine which firms will file for bankruptcy among a set of equally 

distressed firms. These studies of failure prediction include few aspects of CG and do not 

include important characteristics such as CEO duality, board meetings and gender diversity. 

3 Data and sample 

3.1 Variables Selection 

We follow a two-step variable selection approach for the financial ratios. First, we use prior 

literature to select the financial ratios which have been used to predict bankruptcy or failure in 

studies shown in Appendix A, which resulted in 176 ratios. Next, we selected ratios that were 

found to be significant, which resulted in 43 ratios1. Then, 23 ratios were chosen out of the 43 

based on the data availability. The second step is using the CAMEL rating system as a criterion 

for categorising the ratios into five groups, namely Capital, Assets, Management, Earnings, 

and Liquidity. It is worth mentioning that our review showed that the only significant variable 

in the sensitivity to market category which contributes to failure prediction is the volatility of 

stock return. This variable had no data availability; hence, we incorporate the 1991 CAMEL 

rating system in our study and exclude the Sensitivity to market category. The 23 CAMEL 

ratios are detailed in Panel B in table 1. 

As for CG variables, we have chosen all variables related to CG available on the Bloomberg 

database. We started with 72 variables, then eliminated variables with low data availability, 

and ended up with 23 variables that represent board characteristics, compensation structure, 

voting rights and ownership structure. The CG variables are detailed in Panel C in table 1.  

To confirm the results of CG in predicting bank failure, we replace the CG variables 

obtained from Bloomberg with another set of CG variables, which are the governance scores 

developed by the Institutional Shareholder Services (ISS). The ISS scores are detailed in Panel 

D in table 1. 
 

 
1 (Beaver 1966; Altman 1968; Ohlson 1980; Daily and Dalton 1994; Poon et al. 1999; 

Gasbarro et al. 2002; Kao and Liu 2004; Canbas et al. 2005; IMF 2006; Demirgüç-Kunt et al. 

2008; Boyacioglu et al. 2009; Chauhan et al. 2009; Ioannidis et al. 2010; du Jardin 2010, 2017; 

Lin et al. 2011; Feki et al. 2012; Serrano-Cinca and Gutiérrez-Nieto 2013; Wang et al. 2014; 

López Iturriaga and Sanz 2015; Liang et al. 2016; Wu 2016; Jones 2017; Hosaka 2019).  
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Table 1     Number of banks in the datasets 

No. Dataset Years Lag Failed banks Non-failed banks 

1 CAMEL 2010-

2018 

1 261 261 

2 242 242 

3 200 200 

2 CG 2010-

2018 

1 99 99 

2 101 101 

3 96 96 

3 CAMEL + CG 2010-

2018 

1 70 70 

2 64 64 

3 56 56 

4 ISS 2013-

2018 

1 94 94 

2 82 82 

3 58 58 

5 CAMEL + ISS 2013-

2018 

1 60 60 

2 54 54 

3 34 34 

This table describes the five datasets used in the analysis. All variables are defined in Appendix A. 

3.2 Data Sampling 

This study includes samples of failed and non-failed banks that are insured by FDIC from 

2010 to 2018. The financial data were obtained from the FDIC website and the CG data from 

the Bloomberg database. Failed banks in the FDIC database include institutions entering 

receivership, had their deposits assumed by others, and merged into others under federal 

assistance plans (Bell 1997). However, in this study, failed banks are limited to either delisted 

or merged banks according to the Bloomberg database. The models are performed with five 

different datasets, as detailed in table 3.1, namely CAMEL, CG, ISS, CAMEL with CG, and 

CAMEL with ISS.  

The analysis includes matched samples that were constructed following Altman (1968) and 

Beaver (1966) in pairing the datasets based on a stratified random sampling, in which a non-

failed bank of similar size is matched for every failed bank for the corresponding year. Also, 

the F-test is shown in table 3.2. reveal that small banks and large banks have unequal variances, 

with a higher mean value for large banks. Therefore, the effect of the bank size is controlled 

for in constructing the sample.  

The stratified random sampling technique has been recently used by Hartnett and 

Shamsuddin (2020), Islam et al. (2019) and Sarhan et al. (2018). This technique avoids a biased 

sample by ensuring that the samples for both the failed and non-failed banks include the best 

match. Beaver (1966) declares that this sampling technique controls for factors that might 

affect the relationship between ratios and failure prediction. In addition, this sampling 

technique accounts for the class imbalance problem caused by the difference between the 

number of failed and non-failed cases, which could lead to a degradation in the performance of 

the prediction (Liang et al. 2016). 

Table 2     F-test of banks’ size 

 Small banks Big banks 

Mean 0.624 0.798 

Variance 0.236 0.162 

F 1.455   

P(F<=f) one-tail 0.007   
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F Critical one-tail 1.281   

This table details the F-test of the size of banks measured by the log of total assets. 

 

3.3 Discriminatory Power Test 

We use a Mann-Whitney test to assess the discriminatory power of each variable and ratio by 

testing the discrepancies between failed and non-failed banks for one year before failure. Eight 

CAMEL ratios and three CG variables showed significant discrimination between failed and 

non-failed firms, as shown in table 3. 

The eight CAMEL ratios are PTItoE, ECofNCO and AperE, which are under the Capital, 

Assets and Management categories respectively, NIEtoTI, IBEItoA and IBEItoA under the 

Earnings category, and, finally, NLLtoD and GLtoTD under the Liquidity category.  

The three CG variables are the CPS, which represents the CEO’s compensation in 

comparison to that of the other executives, UVR, which represents the voting rights of 

shareholders, and InstitutO, which represents institutional ownership. These results show that 

none of the variables that represent board characteristics has discriminatory power. 

 

Table 3     Mann-Whitney test 

Variable P-Value 

Panel A: CAMEL ratios 

TIEtoTA 0.613 

ECtoA 0.804 

TEtoGL 0.143 

PTItoE            0.000 

LtoE 0.391 

LAtoL 0.358 

NCOtoL 0.959 

TEtoTA 0.110 

TLtoTA 0.895 

NLLtoTA 0.077 

DtoA 0.879 

LPtoNCO 0.379 

ECofNCO 0.001 

AperE 0.016 

NIEtoTI 0.001 

IGR 0.284 

IBEItoA 0.000 

IEtoTE 0.708 

REtoTA              0.000 

CtoTA 0.814 

CtoTL 0.814 

NLLtoD 0.040 

GLtoTD  0.037 

Panel B: Corporate Governance 

BS 0.777 

BM 0.131 

BA 0.369 

GD 0.953 

BAA 0.508 

BD 0.303 

CD 0.328 
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CPS 0.001 

CEOS 0.929 

ExecuS 0.753 

CEOO 0.788 

ExecuO 0.572 

CEOD 0.894 

ExecuD 0.870 

CEONEI 0.673 

ExecuNEI 0.467 

BStock 0.375 

CEOC 0.192 

ExecuC 0.708 

CA 0.553 

UVR 0.098 

InstitutO  0.007 

InsideO 0.942 

This table shows the P-value of Mann-Whitney test to assess the discriminatory power of each variable and ratio 

by testing the discrepancies between failed and non-failed firms for one year before failure. 

 

4 Methodology and Results 

We examine the prediction of bank failure using several types of predictors, which are financial 

ratios (CAMEL), non-financial variables (CG), and combinations of both. The aim is to find 

predictors that provide better accuracy rates. To predict bank failure, we use five datasets, 

namely CAMEL, CG, ISS, CAMEL with CG, and CAMEL with ISS. We run all models three 

times where the explanatory variables are lagged by one, two and three years before failure. 

4.1 Dataset 1: CAMEL ratios 

We investigate the prediction accuracy using only CAMEL ratios; this will enable us to 

compare the results with the other datasets when CG variables are added. The Mann-Whitney 

test resulted in eight significant ratios; the discriminant function for the CAMEL ratios is as 

follows: 

 

𝐷1 =  𝐵0 +  𝐵1𝑃𝑇𝐼𝑡𝑜𝐸 +  𝐵2𝐸𝐶𝑜𝑓𝑁𝐶𝑂 +  𝐵3𝐴𝑝𝑒𝑟𝐸 +  𝐵4𝑁𝐼𝐸𝑡𝑜𝑇𝐼 + 𝐵5𝐼𝐵𝐸𝐼𝑡𝑜𝐴 +
 𝐵6𝑅𝐸𝑡𝑜𝑇𝐴 +  𝐵7𝑁𝐿𝐿𝑡𝑜𝐷 +  𝐵8𝐺𝐿𝑡𝑜𝑇𝐷                                                                                                                                               

[1] 

 

where 𝐷1 is a discriminant score, 𝐵0 is the constant, 𝐵1 to 𝐵8 are the coefficients. 𝑃𝑇𝐼𝑡𝑜𝐸 

is the Pre-Tax Income to Equity ratio, 𝐸𝐶𝑜𝑓𝑁𝐶𝑂 is Earnings Coverage of Net Charge Offs, 

𝐴𝑝𝑒𝑟𝐸 is the Assets per Employee, 𝑁𝐼𝐸𝑡𝑜𝑇𝐼 is the Non-Interest Expenses to Total Income 

ratio, 𝐼𝐵𝐸𝐼𝑡𝑜𝐴  is the Income Before Extraordinary Items to Assets ratio, 𝑅𝐸𝑡𝑜𝑇𝐴  is the 

Retained Earnings to Total Assets ratio, 𝑁𝐿𝐿𝑡𝑜𝐷 is the Net Loans and Leases to Deposits ratio, 

and 𝐺𝐿𝑡𝑜𝑇𝐷 is the Gross Loans to Total Deposits ratio. 

 

The result of measuring the accuracy of predicting failure by using the CAMEL ratios are 

reported in table 4. The overall accuracy ranges from 60.3% for three years before failure to 

61.1% for one year before failure. The Wilks’ Lambda P-value shows that the discriminant 

function is significant for one, two and three years’ lagging, which shows that the categorising 

power of the function is high. Also, the canonical correlation and the Chi-square show that the 

models have acceptable discriminant ability. 
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Table 4    Discriminant analysis CAMEL ratios 

 Standardised canonical discriminant function coefficients 

 1 2 3 

PTItoE (Capital) 0.113 -0.117 0.198 

ECOofNCO (Asset) -0.005 0.083 0.340 

AperE (Management) 0.308 -0.109 0.108 

NIEtoTI (Earnings) 0.542*** -0.168* 0.059 

IBEItoA (Earnings) -0.220*** 0.152*** -0.414*** 

REtoTA (Earnings) -0.437*** 0.748*** -0.586*** 

NLLtoD (Liquidity) 0.268** 3.329** -2.294** 

GLtoTD (Liquidity) 0.245** -3.747** 2.731** 

Model Statistics 

No. of failed banks 261 242 200 

No. of non-failed banks 261 242 200 

Eigenvalue 0.078 0.053 0.066 

Canonical Correlation 0.268 0.224 0.248 

Chi-square 38.576 27.715 25.075 

Wilk’s Lambda Sig. 0.000 0.002 0.002 

Accuracy % 61.1% 61.2% 60.3% 

Classification: % correct 

- failed 

58.2% 58.3.0% 55.5% 

Classification: % correct 

– Non-failed 

64.0% 64.0% 65.0% 

Results of Discriminant Analysis, equation [1]. CAMEL ratios are lagged by one year before failure in model 1, 

by two years in model 2, and by three years in model 3. *, **, and *** denote significance at 10%, 5%, and 1% 

respectively according to Wilk’s Lambda. 

 

The results show that IBEItoA and REtoTA are significant at 1% in all models, while 

NIEtoTI decreases from very significant in the one-year lagged model to not significant in the 

three-year lagged model. These ratios represent the earnings of a bank and their coefficients 

illustrate that banks with lower earnings relative to assets are more likely to fail. These results 

are in line with Kristóf and Virág (2022) who find that earneds is one of the strongest predictors 

of bank failure. Also, NLLtoD and GLtoTD, which represent liquidity, are significant at 5% in 

all models and show that failed banks are less liquid and have fewer deposits in relation to 

loans and leases three years before failure, but are more liquid one year before failure. On the 

other hand, the other variables that represent the capital structure, asset quality, and 

management of banks are not significant across all models. These results are interesting and 

unexpected since they show that the earnings and liquidity of a bank are more significant than 

its capital structure and asset quality to predict failure. The prediction power of earnings that 

extends up to three years before failure indicates that the decisions related to earnings have a 

long-term effect. Also, these results imply that the deterioration of earnings in failed banks 

starts early, which might be due to the provisioning for loan losses that have a direct impact on 

a bank’s earnings (Gopalan 2010). In addition, the increase of liquidity in failed banks implies 

that failed banks liquidate their assets nearer to their failure. The increase can also be due to 

the bailouts provided by the government for failing banks. On the other hand, the results related 

to the ratios of the capital structure and asset quality show that they are insignificant in 

comparison to the other aspects. This insignificance might be due to the banks’ capability to 

increase their capital ratios through reducing lending or selling assets (Gopalan 2010), which 

will result in concealing the capital’s deterioration in failed banks. 
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4.2 Dataset 2: CG variables 

In this model, we investigate the prediction accuracy using CG variables. The discriminant 

function is as follows: 

 

𝐷2 =  𝐵0 +  𝐵1𝐶𝑃𝑆 + 𝐵2𝑈𝑉𝑅 +  𝐵3𝐼𝑛𝑠𝑡𝑖𝑡𝑢𝑡𝑂                                                                                                   

[2] 

 

where 𝐷2is a discriminant score, 𝐵0 is the constant, 𝐵1 to 𝐵3 are the coefficients. 𝐶𝑃𝑆 is the 

CEO Pay Slice, 𝑈𝑉𝑅  is the Unequal Voting Rights, and 𝐼𝑛𝑠𝑡𝑖𝑡𝑢𝑡𝑂  is the Institutional 

Ownership. 

 

The results of the DA for the second dataset, which represents the CG variables, are reported 

in table 5. The eigenvalue, canonical correlation, and chi-square show that all models have a 

good discriminant ability, and Wilk’s Lambda p-value shows that the discriminant function is 

statistically significant. The accuracy of predicting bank failure using CG variables is higher 

in comparison to the CAMEL ratios, where the percentage ranges from 62.4% one year before 

failure to 64.1% three years before failure. Above that, the accuracy increases as the lagging 

increases, which shows that CG is better than CAMEL for long-term prediction. All variables 

are significant, notably the CPS, which is significant at 1% in all models. CPS is associated 

with agency problems and banks are more likely to fail if their CEOs receive high 

compensation in comparison to their executive directors. These results are in line with the 

findings of Jones (2017): that CEO compensation and ownership structure are among the 

strongest non-traditional predictors. Also, the CPS represents CEO power, which has been 

found to have a negative effect on the monitoring power of boards (Pathan 2009), accounting 

profitability and stock returns (Bebchuk et al. 2011). 

In addition, the results show that unequal voting rights and institutional shareholding are the 

next significant non-financial predictors with positive effects. This is in line with the 

proposition that the potential costs of a dual-class structure increase with time, while the 

potential benefits decrease, which indicates the importance of sunset provisioning (Bebchuk & 

Kastiel, 2017). Also, institutional shareholders pressurise management to deliver short-run 

performance because they do not internalise the social costs and institutional arrangements of 

financial institutions’ failures (Erkens et al. 2012; Andreou et al. 2016).  

 

Table 5     Discriminant analysis CG variables 

 Standardised canonical discriminant function coefficients 

 1 2 3 

CPS 0.768*** 0.740*** 0.820*** 

UVR 0.235* 0.428** 0.320* 

InstitutO 0.552*** 0.588*** 0.618** 

Model Statistics 

No. of failed banks 99 101 96 

No. of non-failed banks 99 101 96 

Eigenvalue 0.111 0.136 0.111 

Canonical Correlation 0.316 0.346 0.316 

Chi-square 20.449 25.241 19.846 

Wilk’s Lambda Sig 0.000 0.000 0.000 

Accuracy % 63.1% 62.4% 64.1% 

Classification: % correct - 

failed 

58.6% 55.4% 59.4% 
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Classification: % correct – 

Non-failed 

67.7% 69.3% 68.8% 

Results of Discriminant Analysis, equation [2]. CG variables lagged by one year before failure in model 1, by two 

years in model 2, and by three years in model 3. *, **, and *** denote significance at 10%, 5%, and 1% 

respectively according to Wilk’s Lambda. 

4.3 Dataset 3: CAMEL and CG 

In this model, we investigate the prediction accuracy using CAMEL ratios with CG variables 

together. The discriminant function is as follows: 

 

𝐷4 =  𝐵0 +  𝐵1𝑃𝑇𝐼𝑡𝑜𝐸 + 𝐵2𝐸𝐶𝑜𝑓𝑁𝐶𝑂 +  𝐵3𝐴𝑝𝑒𝑟𝐸 + 𝐵4𝑁𝐼𝐸𝑡𝑜𝑇𝐼 +  𝐵5𝐼𝐵𝐸𝐼𝑡𝑜𝐴 +
 𝐵6𝑅𝐸𝑡𝑜𝑇𝐴 +  𝐵7𝑁𝐿𝐿𝑡𝑜𝐷 +  𝐵8𝐺𝐿𝑡𝑜𝑇𝐷 +  𝐵9𝐶𝑃𝑆 + 𝐵10𝑈𝑉𝑅 +  𝐵11𝐼𝑛𝑠𝑡𝑖𝑡𝑢𝑡𝑂                                                                            

[3] 

 

where 𝐷4 is a discriminant score, 𝐵0 is the constant, 𝐵1 to 𝐵11 are the coefficients. 𝑃𝑇𝐼𝑡𝑜𝐸, 
𝐸𝐶𝑜𝑓𝑁𝐶𝑂,  𝐴𝑝𝑒𝑟𝐸,  𝑁𝐼𝐸𝑡𝑜𝑇𝐼,  𝐼𝐵𝐸𝐼𝑡𝑜𝐴,  𝑅𝐸𝑡𝑜𝑇𝐴,  𝑁𝐿𝐿𝑡𝑜𝐷,  and 𝐺𝐿𝑡𝑜𝑇𝐷  are the CAMEL 

ratios. 𝐶𝑃𝑆, 𝑈𝑉𝑅, and 𝐼𝑛𝑠𝑡𝑖𝑡𝑢𝑡𝑂 are the CG variables. 

 

The results of the DA for both the CAMEL ratios with the CG variables are reported in table 

6. Despite the decrease in the significance of the models, the eigenvalue, canonical correlation 

and chi-square show that the function has a better discriminant ability when combining the 

CAMEL ratios and the CG variables. Also, the accuracy percentages have increased 

significantly in comparison to using them individually. For example, the percentage for the 

three-year lagged model has increased to 71.4% (from 60.3% using CAMEL ratios, and 64.1% 

using CG variables). Another notable finding is that the accuracy of prediction is increasing as 

the time horizon increases, comparing one and three years before failure. These results show 

that CG variables not only enhance the accuracy but also extend the time horizon of prediction. 

This finding confirms the crucial role of CG in assuring the proper functioning of banks, as 

suggested by the Basel Committee on Banking Supervision (Basel Committee on Banking 

Supervision 2015). Also, the increase in prediction accuracy when combining CG variables 

with CAMEL rations are in line with Brogi and Lagasio (2022) who find that CG is not 

important by itself. This confirms that having a multi-dimensional setting by including different 

aspects of the bank provides a better prediction of failure (Jones 2017).  

Also, the coefficients and their significance confirm and complement the previous findings 

using the first and the second datasets. With regard to CAMEL, the REtoTA shows robust and 

significant findings across all models, which confirms that failed banks have fewer earnings 

relative to assets. The models also confirm that the capital structure, assets and management of 

banks are not significant predictors, except for PTItoE, which is only significant one year 

before failure. On the other hand, these models show that liquidity ratios are not significant 

predictors, in contrast to the results using the first dataset. As for the CG variables, CPS shows 

robust significance and effects across all models, which confirms that in failed banks CEOs 

receive a higher percentage of remuneration. In addition, the unequal voting rights and 

institutional ownership are less significant and have fewer impacts in comparison to the models 

using the CG variables only.  
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Table 6     Discriminant analysis CAMEL ratios and CG variables 

 Standardised canonical discriminant function coefficients 

 1 2 3 

PTItoE (Capital) -0.238** -0.342 0.371 

ECOofNCO (Assets) 0.270 -0.297 0.155 

AperE (Management) 0.147 -0.120 -0.289 

NIEtoTI (Earnings) 0.322 -0.020 -0.194 

IBEItoA (Earnings) -0.029 0.257 -0.755** 

REtoTA (Earnings) -0.262*** -0.285*** -0.405*** 

NLLtoD (Liquidity) 2.519* 0.228 -0.895 

GLtoTD (Liquidity) -2.248 -0.155 1.114 

CPS 0.644*** 0.578*** 0.435** 

UVR 0.072 0.355** 0.308** 

InsitutO 0.316** 0.470** 0.448 

Model Statistics 

No. of failed banks 70 64 56 

No. of non-failed banks 70 64 56 

Eigenvalue 0.215 0.182 0.184 

Canonical Correlation 0.421 0.392 0.394 

Chi-square 25.791 20.118 17.662 

Wilk’s Lambda Sig. 0.007 0.044 0.090 

Accuracy % 67.1% 64.1% 71.4% 

Classification: % correct - 

failed 

62.9% 54.7% 67.9% 

Classification: % correct – 

Non-failed 

71.4% 73.4% 75.0% 

Results of Discriminant Analysis, equation [3]. CAMEL ratios and CG variables are lagged by one year before 

failure in model 1, by two years in model 2, and by three years in model 3. *, **, and *** denote significance at 

10%, 5%, and 1% respectively according to Wilk’s Lambda. 

 

4.4 Datasets 4 and 5: CAMEL and ISS 

In the fourth dataset, we used ISS scores as an alternative measurement of CG, but the variables 

were not significant and the accuracy was much lower. We think that this is due to combining 

many variables in four indices that are not suitable for the prediction of failure. We excluded 

the results from the paper. 

Using the fifth dataset, we investigate the prediction accuracy using CAMEL ratios with the 

four ISS scores. The discriminant function is as follows: 

 

𝐷5 =  𝐵0 +  𝐵1𝑃𝑇𝐼𝑡𝑜𝐸 + 𝐵2𝐸𝐶𝑜𝑓𝑁𝐶𝑂 +  𝐵3𝐴𝑝𝑒𝑟𝐸 + 𝐵4𝑁𝐼𝐸𝑡𝑜𝑇𝐼 +  𝐵5𝐼𝐵𝐸𝐼𝑡𝑜𝐴 +
 𝐵6𝑅𝐸𝑡𝑜𝑇𝐴 +  𝐵7𝑁𝐿𝐿𝑡𝑜𝐷 +  𝐵8𝐺𝐿𝑡𝑜𝑇𝐷 +  𝐵9𝐼𝑆𝑆𝐵 +  𝐵10𝐼𝑆𝑆𝑆 +  𝐵11𝐼𝑆𝑆𝐶 +  𝐵12𝐼𝑆𝑆𝐴                                                                

[4] 

 

where 𝐷5 is a discriminant score, 𝐵0 is an estimated constant, 𝐵1 to 𝐵12 are the estimated 

coefficients. 𝑃𝑇𝐼𝑡𝑜𝐸,  𝐸𝐶𝑜𝑓𝑁𝐶𝑂,  𝐴𝑝𝑒𝑟𝐸,  𝑁𝐼𝐸𝑡𝑜𝑇𝐼,  𝐼𝐵𝐸𝐼𝑡𝑜𝐴,  𝑅𝐸𝑡𝑜𝑇𝐴,  𝑁𝐿𝐿𝑡𝑜𝐷,  and 

𝐺𝐿𝑡𝑜𝑇𝐷 are the CAMEL ratios. 𝐼𝑆𝑆𝐵, 𝐼𝑆𝑆𝑆, 𝐼𝑆𝑆𝐶, and 𝐼𝑆𝑆𝐴 are the ISS scores that represent 

CG. 

 

Replacing CG variables with ISS scores shows relatively the same results for the years 2013 

to 2018 shown in table 7, which again confirms the early predictive power of CG. 

 

 



14 
 

Table 7     Discriminant analysis CAMEL ratios and ISS scores 

     Standardised canonical discriminant function coefficients 

 1 2 3 

PTItoE (Capital) 0.155 0.004** 0.409 

ECOofNCO (Assets) 0.355 -0.393* 0.353 

AperE (Management) 0.321 0.337 0.602 

NIEtoTI (Earnings) 0.502 0.791** 1.469 

IBEItoA (Earnings) -0.196 0.309 0.503 

REtoTA (Earnings) -0.564** -0.249** -0.246 

NLLtoD (Liquidity) 2.339* -1.757** 0.631 

GLtoTD (Liquidity) -1.891* 2.572** Excluded because 

of tolerance test failure 

ISSB -0.203 -0.205 0.579 

ISSS -.361 0.092 0.535 

ISSC -0.175 0.209 -0.263 

ISSA -0.164 0.111 0.101 

Model Statistics 

No. of failed banks 60 54 34 

No. of non-failed banks 60 54 34 

Eigenvalue 0.118 0.226 0.388 

Canonical Correlation 0.324 0.429 0.529 

Chi-square 12.455 20.390 19.830 

Wilk’s Lambda Sig. 0.410 0.060 0.048 

Accuracy % 60.8% 68.5% 75.0% 

Classification: % correct - 

failed 

60.0% 66.7% 73.5% 

Classification: % correct – 

Non-failed 

61.7% 70.4% 76.5% 

Results of Discriminant Analysis, equation [4]. CAMEL ratios are lagged by one year before failure in model 1, 

by two years in model 2, and by three years in model 3. *, **, and *** denote significance at 10%, 5%, and 1% 

respectively according to Wilk’s Lambda. 

5 Robustness test 

It is worth mentioning that the compared models include different sizes of paired samples. 

Thus, we re-run the analysis using the same sample sizes for all models (CAMEL, CG, and 

CAMEL with CG) to test the robustness of the results. The results of the CG for both the DA 

and the LR in are relatively similar to the analysis using different sizes of paired samples. 

Next, to test the robustness of the result, we re-estimate Table 6 (Discriminant analysis 

CAMEL ratios and CG variables) using propensity score matching approach to choose the 

matched samples. The propensity score approach helps in alleviating the omitted variable 

concern, allows for a more accurate analysis. (Rosenbaum and Rubin 1983; Heckman et al. 

1997; Houston et al. 2014). We match failed banks with non-failed banks using the propensity 

score and then re-estimate the discriminant analysis using CAMEL ratios ad CG variables. The 

propensity scores are estimated via a logit model with the dependent variable as a dummy 

variable that equals one for non-failed banks, and zero for failed banks. The independent 

variables are the bank control variables which include log of total assets, return to assets, debt 

to assets and bank age. 

The results based on propensity score matching reinforce the conclusion that the accuracy 

of failure prediction is enhanced when combining CG variables as non-financial predictor with 

financial predictors, which confirms the robustness of the results. 

In addition, we test the robustness of the results using Logistic Regression (LR) to predict 

the failure of banks using CAMEL ratios and CG variables that were found to have a 
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discriminatory power. du Jardin (2016) used LR, which has also been used by Ohlson (1980), 

shortly after DA to predict bankruptcy. The author uses LR alongside DA because it has two 

advantages over the latter: does not require optimality of explanatory variables and allows the 

use of qualitative variables. We run the five datasets three times where the explanatory 

variables are lagged for one, two and three years before failure. The model fit for each dataset 

is measured using the log-likelihood ratio, chi-square, and Pseudo R squared tests. 

Overall, the robustness test using the LR confirms the findings of the DA, where adding CG 

as a non-financial predictor to the financial ratios enhances the accuracy of failure prediction 

and extends the time horizon. These results are in line with the proposition that failure 

prediction can be improved by using a multi-dimensional setting. The robustness test also 

confirms that earnings and liquidity are the most significant aspects in CAMEL, while CPS 

and institutional shareholding are the most significant in CG. 

6 Additional analysis 

The discriminant analysis of combining both CAMEL ratios and CG variables showed the best 

performance in terms of prediction accuracy. To contend that the bank failure prediction 

models with CG variables outperform the ones without CG variables, we conduct an out-of-

sample prediction examination of the CG and CAMEL model and CAMEL only model.  

We divide the whole sample period (2010-2018) into two subperiods. The sample of 

the earlier subperiod (2010-2016) is used to create the in-sample dataset and develop the 

prediction model. The second subperiod (2017-2018) is used to create the out-of-sample dataset 

and examine the prediction accuracy by employing the developed prediction model based on 

the in-sample dataset. In constructing the in and out samples which represent the training and 

testing samples respectively, it is taken into account the need for a large training sample to 

provide accurate prediction (Alaka et al. 2018). Therefore, the last two years of the full period 

were chosen as the test samples following López Iturriaga and Sanz (2015). 

The in-sample results shown in panel A in table 12 provide the development of the 

prediction model for the CG and CAMEL model based on the earlier subperiod. The results 

are similar to the main analysis findings shown in table 6 which shows that the combination of 

CG variables (non-financial variables) and CAMEL ratios (financial ratios) can predict failure 

up to three years before failure. To examine the validity of this prediction model which includes 

eight CAMEL ratios and three CG variables, we employ this model on a new dataset that it has 

not been trained on, which is the latest subperiod that represents the out-of-sample dataset. 

The out-of-sample results shown in panel A in table 13 indicate that the combination 

of CAMEL ratios and CG variables identifies a high number of failures. Therefore, the out-of-

sample analysis confirms that the prediction model has a good predictive ability. It also 

confirms that adding CG variables to the model increases the prediction accuracy as the time 

horizon extends to three years (72.4% accuracy for three years before failure in comparison to 

61.3% for one year before failure). 

To further support these results, we compare the out-sample prediction powers of the 

CG and CAMEL model with the CAMEL only model. We first develop the prediction model 

using CAMEL ratios (excluding the CG variables) using the in-sample analysis which is shown 

in panel B in table 12. The results show that the prediction accuracy of the model including 

CAMEL ratios only is lower than then model that includes CG variables. These results confirm 

that that adding CG variables not only enhance the accuracy but also extend the time horizon 

of prediction to three years before failure. 

Next, we conduct the out-of-sample analysis using the CAMEL ratios only which is 

shown in panel B in table 13. The results provide a further confirmation that the bank failure 

prediction models with CG variables outperform the ones without CG variables. Panel B in 
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table 13 shows that the accuracy rates of the model including the CAMEL ratios only range 

from 60.20% for one year before failure to 55.17% for three years before failure, while the 

model that includes the CG variables shown in table 13 increases the accuracy rate to range 

from 61.3% for one year before failure to 72.4% for three years before failure. 

Table 12     Developing the prediction model (CAMEL and CG) 

 Panel A: CAMEL and CG 

 Standardised canonical discriminant function coefficients 

 1 2 3 

PTItoE (Capital) -0.004 -0.361 0.417 

ECOofNCO (Assets) 0.029 -0.310 -0.015 

AperE (Management) 0.101 -0.116 -0.167 

NIEtoTI (Earnings) 0.439 -0.221 -0.077 

IBEItoA (Earnings) -0.096 0.283 -0.645** 

REtoTA (Earnings) -0.247** -0.351** -0.400** 

NLLtoD (Liquidity) 0.365 7.026 4.244 

GLtoTD (Liquidity) 0.342 -6.981 -4.077 

CPS 0.716*** 0.665*** 0.607*** 

UVR 0.068 0.372* 0.313* 

InsitutO 0.316** 0.196 0.215 

Model Statistics 

No. of failed banks 52 48 38 

No. of non-failed banks 52 48 38 

Eigenvalue 0.240 0.225 0.257 

Canonical Correlation 0.440 0.429 0.453 

Chi-square 20.670 17.984 15.694 

Wilk’s Lambda Sig. 0.024 0.082 0.053 

Accuracy % 67.0% 63.5% 71.1% 

Classification: % correct - 

failed 

60.8% 52.1% 60.5% 

Classification: % correct – 

Non-failed 

73.1% 75.0% 81.6% 

  Panel B: CAMEL only  

 Standardised canonical discriminant function coefficients 

 1 2 3 

PTItoE (Capital) 0.016 0.618 -0.548 

ECOofNCO (Assets) -0.145 0.313 -0.026 

AperE (Management) 0.257 0.075 0.247 

NIEtoTI (Earnings) 0.537 0.124 0.270 

IBEItoA (Earnings) -0.287 -0.400 1.070 

REtoTA (Earnings) -0.598** 0.600** 0.640 

NLLtoD (Liquidity) 0.546 -0.866 -3.164 

GLtoTD (Liquidity) 0.523 8.584 2.896 

Model Statistics 

No. of failed banks 52 48 38 

No. of non-failed banks 52 48 38 

Eigenvalue 0.106 0.101 0.135 

Canonical Correlation 0.309 0.302 0.345 

Chi-square 9.786 8.635 8.862 

Wilk’s Lambda Sig. 0.181 0.204 0.254 

Accuracy % 64.1% 58.3% 55.3% 

Classification: % correct - 

failed 

63.5% 52.1% 50.0% 
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Classification: % correct – 

Non-failed 

64.7% 64.6% 60.5% 

 

Results of Discriminant Analysis using the first subperiod (2010-2016) to develop the prediction model. CAMEL 

ratios and CG variables are lagged by one year before failure in model 1, by two years in model 2, and by three 

years in model 3. *, **, and *** denote significance at 10%, 5%, and 1% respectively according to Wilk’s Lambda. 

 

Table 13        Out-of-sample examination 

 

 Panel A: CAMEL and CG 

 1 2 3 

Accuracy % 61.3% 66.7% 72.4% 

% Accuracy - failed 73.7% 75.0% 72.2% 

% Accuracy – Non-failed 41.7% 54.6% 72.7% 

 Panel B: CAMEL only 

 1 2 3 

Accuracy % 60.20% 59.25% 55.17% 

% Accuracy - failed 65.21% 74.8% 61.90% 

% Accuracy – Non-failed 50.00% 51.20% 37.50% 

 

This table represents the accuracy rates of applying the earlier developed prediction model in the second 

subperiod (2017-2018). 

 

7 Conclusion 

Existing studies that examine bank failure prediction have restricted their prediction models to 

financial ratios only. However, this paper shows that adding CG variables (as non-financial 

predictors) to the traditional financial ratios not only enhances the accuracy of bank failure but 

also extends the time horizon of bank failure prediction. These findings imply that 

incorporating different aspects will give a better view of the bank’s condition and hence 

improve the prediction accuracy. By combining financial and non-financial variables, we were 

able to not only prevent the accuracy rates from dropping dramatically but also in some cases 

to improve them. Other studies suffered from decreasing accuracies as the time horizon of 

prediction increased using only financial ratios (du Jardin, 2017). 

Furthermore, we implement a Mann-Whitney test, which helps us identify variables with 

significant discriminatory power. The test shows that board characteristics and most 

compensation characteristics have no discriminatory power. We then employ DA and LR with 

five datasets to compare prediction models that include CG variables and other models that 

don’t. The results show that the earnings followed by the liquidity are the key determinants of 

bank failure, but capital, assets, and management are insignificant in failure prediction. In 

addition, the models with added CG variables have better prediction accuracies that increase 

up to three years before failure. These models also show that the CPS, unequal voting rights, 

and institutional ownership structure serve as significant predictors of bank failure.  

These results are robust to the out-of-sample examination which confirms the validity of the 

prediction model. This paper has significant implications for shareholders, stakeholders, and 

regulators, as it provides guidelines related to the success of banks to predict failures and 

prevent them from happening. 
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Appendix A   Variables list 

 

Panel A: Dependent Variable 

No Variable Definition Database 

1 Status Takes the value of 1 if the institutions in a non-failed institution, and 0 if failed. Bloomberg 

 

 

Panel B: Financial Ratios 

No Variable Denoted by FDIC definition Category Database Prior literature 

1 

Total income and 

equity to total 

assets 

TIE/TA 

(Equity + total income)/total 

assets Capital 

Author’s 

calculations (FDIC) 

(Canbas et al. 2005; Chauhan et al. 2009) 

2 

Equity capital to 

assets 

EC/A 

Total equity capital as a percent of 

total assets. Capital FDIC 

(Beaver 1966; Altman 1968; Gasbarro et al. 2002; Kao and 

Liu 2004; IMF 2006; Demirgüç-Kunt et al. 2008; 

Boyacioglu et al. 2009; Ioannidis et al. 2010; du Jardin 

2010; Lin et al. 2011; Serrano-Cinca and Gutiérrez-Nieto 

2013; Wang et al. 2014; Brédart 2014b, a; Hosaka 2019) 

3 

Total equity to 

gross loans  

TE/GL Total equity to gross loans and 

leases Capital 

Author’s 

calculations (FDIC) 

(Boyacioglu et al. 2009; Feki et al. 2012) 

4 

Pre-tax income to 

equity                       

PTI/E 

Pre-tax income to equity                       Capital 

Author’s 

calculations (FDIC) 

(du Jardin 2010; Liang et al. 2016) 

5 Liabilities to Equity 

L/E 

Total liabilities to total equity Capital 

Author’s 

calculations (FDIC) 

(du Jardin 2010; Wang et al. 2014; Liang et al. 2016; Jones 

2017) 

6 

Loss allowance to 

loans 

LA/L Allowance for loan and lease 

losses as a percent of total loan 

and lease financing receivables, 

excluding unearned income. Assets  FDIC 

Ratio provided by FDIC 

7 

Net charge-offs to 

loans 

NCO/L Gross loan and lease financing 

receivable charge-offs, less gross 

recoveries, (annualised) as a 

percent of average total loans and 

lease financing receivables Assets  FDIC 

Ratio provided by FDIC 

8 Efficiency ratio 

TE/TA Total expenses (interest + 

noninterest expenses) to total 

assets Assets 

Author’s 

calculations (FDIC) 

(López Iturriaga and Sanz 2015; Liang et al. 2016) 

9 Debt Ratio 

TL/TA 

Total liabilities to total assets Assets 

Author’s 

calculations (FDIC) 

(Beaver 1966; Ohlson 1980; du Jardin 2010; Lin et al. 2011; 

Wang et al. 2014; Liang et al. 2016; Wu 2016) 
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10 

Net loans and 

leases to total assets 

NLL/TA Loan and lease financing 

receivables, net of unearned 

income, allowances, and reserves, 

as a percent of total assets. Assets 

Author’s 

calculations (FDIC) 

(López Iturriaga and Sanz 2015) and Ratio provided by 

FDIC 

11 Deposit to assets 

D/A Total domestic office deposits as 

a percent of total assets. Assets 

Author’s 

calculations (FDIC) 

(López Iturriaga and Sanz 2015) and Ratio provided by 

FDIC 

12 

Credit loss 

provision to net 

charge-offs 

LP/NCO Provision for possible credit and 

allocated transfer risk as a percent 

of net charge-offs. If the 

denominator is less than or equal 

to zero, then the ratio is shown as 

‘NA.’ Assets  FDIC 

Ratio provided by FDIC  

13 

Earnings coverage 

of net charge-offs 

ECofNCO Income before income taxes and 

extraordinary items and other 

adjustments, plus provisions for 

loan and lease losses and 

allocated transfer risk reserve, 

plus gains (losses) on securities 

not held in trading accounts 

(annualised) divided by net loan 

and lease charge-offs 

(annualised).  Assets 

 Author’s 

calculations (FDIC) 

Ratio provided by FDIC  

14 

Assets per 

employee 

($millions) 

AperE Total assets in millions of dollars 

as a percent of the number of full-

time equivalent employees. Management 

 Author’s 

calculations (FDIC) 

Ratio provided by FDIC 

15 

non-interest 

expense to total 

income 

NIE/TI Noninterest expense less 

amortisation of intangible assets 

as a percent of net interest income 

plus noninterest income. This 

ratio measures the proportion of 

net operating revenues that are 

absorbed by overhead expenses, 

so that a lower value indicates 

greater efficiency. Earnings 

Author’s 

calculations (FDIC) 

(Serrano-Cinca and Gutiérrez-Nieto 2013) and Ratio 

provided by FDIC 

16 

Net income growth 

rate 

IGR {(Net income of current period – 

Net income of previous period) / 

Net income of previous period} x 

100 Earnings 

Author’s 

calculations (FDIC) 

(Feki et al. 2012; Jones 2017) 
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17 

Income before 

extraordinary items 

to assets 

IBEI/A 

Income before extraordinary 

items to total assets Earnings 

Author’s 

calculations (FDIC) 

(Altman 1968; du Jardin 2010, 2017; Wang et al. 2014) 

18 

Interest 

expenses/total 

expenses 

IE/TE 

Interest expense to total expense 

(interest +noninterest expense) Earnings 

Author’s 

calculations (FDIC) 

(Canbas et al. 2005; Chauhan et al. 2009) 

19 

Retained earnings 

to total 

assets                             

RE/TA 

Retained earnings to total assets                             Earnings 

Author’s 

calculations (FDIC) 

(Altman 1968; Lin et al. 2011; Liang et al. 2016) 

20 Cash to Total assets       

C/TA 

Cash to Total assets       Liquidity 

Author’s 

calculations (FDIC) 

(Chauhan et al. 2009; du Jardin 2010, 2017; Wang et al. 

2014; Liang et al. 2016) 

21 

Cash to Total 

liabilities  

C/TL 

Cash to Total liabilities  Liquidity 

Author’s 

calculations (FDIC) 

(du Jardin 2010; Bebchuk et al. 2014) 

22 

Net loans and 

leases to deposits 

NLL/D Loans and lease financing 

receivables net of unearned 

income, allowances, and reserves 

as a percent of total deposits. Liquidity 

Author’s 

calculations (FDIC) 

(Serrano-Cinca and Gutiérrez-Nieto 2013) and Ratio 

provided by FDIC 

23 
Gross loans to total 

deposits  

GL/TD Gross loans and leases to total 

deposits  
Liquidity FDIC 

Boyacioglu et al., 2009; Feki et al., 2012) 

 

 

Panel C: Corporate Governance Variables 

No Variable Denoted by Definition Category       Database 

1 

Board Size 

BS 

Number of Directors on the company’s board Board Bloomberg 

2 Board Meetings BM Total number of corporate board meetings held in the past year.  Board Bloomberg 

3 
Board Attendance 

BA 
Percentage of members in attendance at board meetings during the period.  Board Bloomberg 

4 
Gender Diversity 

GD 
Percentage of Women on the Board of Directors  Board Bloomberg 

5 
Board Average Age 

BAA 
The average age of the members of the board. Board Bloomberg 
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6 
Board Duration 

BD 
Length of a board member’s term, in years. Board Bloomberg 

7 

CEO Duality 

CD 
Indicates whether the company’s Chief Executive Officer is currently also the 

chairperson of the Board. Takes the value of 0 when the CEO and chairperson 

positions are separated and 1 otherwise 

Board Bloomberg 

8 
CPS 

CPS (Bebchuk et al. 2011) CEO Pay Slice calculated as the ratio of the CEO total 

compensation to Executives’ total compensation 
Compensation Author’s Calculations 

9 

CEO Stocks 

CEOS 
The log of the total amount of stock the company awarded to the Chief Executive 

Officer (CEO) 
Compensation Bloomberg 

10 

Executives Stocks 

ExecuS 

The log of the total amount of stock the company awarded to the executives Compensation Bloomberg 

11 

CEO Options 

CEOO 
The log of the total amount of options the company awarded to the Chief Executive 

Officer (CEO) 
Compensation Bloomberg 

12 

Executives Options 

ExecuO 

The log of the total amount of options the company awarded to the executives Compensation Bloomberg 

13 

CEO Deferred 

CEOD 
The log of the total amount of pension and nonqualified deferred pension given to the 

Chief Executive Officer (CEO) 
Compensation Bloomberg 

14 
Executives 

Deferred 

ExecuD 
The log of the total amount of pension and nonqualified deferred pension given to the 

executives 
Compensation Bloomberg 

15 
CEO Non-equity 

Incentives 

CEONEI 
The log of the total amount of non-equity incentives the company awarded to the 

Chief Executive Officer (CEO) 
Compensation Bloomberg 

16 
Executives Non-

equity Incentives 

ExecuNEI 
The log of the total amount of non-equity incentives the company awarded to the 

executives 
Compensation Bloomberg 
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17 
Board Stocks 

BStock Stock awards given to directors compared to total director compensation as a 

percentage. 
Compensation Bloomberg 

18 

CEO Cash 

CEOC 
The log of the total salary and bonus amount the company paid to the Chief 

Executive Officer (CEO) 
Compensation Bloomberg 

19 
Executives Cash 

ExecuC 
The log of the total salary and bonus amount the company paid to the executives Compensation Bloomberg 

20 Compensation 

Advisor 

CA Takes the value of 1 if the company appoints outside executive compensation 

advisors, and 0 otherwise. 
Compensation Bloomberg 

21 
Unequal Voting 

Rights 

UVR Indicates whether the company has unequal/restricted voting rights between common 

share classes (single, dual or multiple classes of shares). Takes the value of 1 if 

voting rights are unequal and 0 otherwise. 

Voting Rights Bloomberg 

22 Institutional 

Ownership  

InstitutO 
Percentage of outstanding shares held by institutions. Ownership Bloomberg 

23 
Insider Ownership 

InsideO 
Percentage of outstanding shares currently held by insiders. Ownership Bloomberg 

 

 

Panel D: ISS Variables 

No Variable Denoted by Definition Database 

1 
ISS Board 

ISSB Score assigned by ISS to the structure of the company's board of directors. The score ranges from 1 to 10 

and is a component of ISS's Governance Score. 
Bloomberg 

2 
ISS Shareholders 

ISSS Score assigned by ISS to shareholder rights at the company. The score ranges from 1 to 10 and is a 

component of ISS's Governance Score. 
Bloomberg 

3 
ISS Audit 

ISSA Score assigned by ISS to the company's audit process. The score ranges from 1 to 10 and is a component of 

ISS's Governance Score. 
Bloomberg 

4 

 ISS Compensation 
ISSC Score assigned by ISS to the company's compensation practices. The score ranges from 1 to 10 and is a 

component of ISS's Governance Score. 
Bloomberg 

Appendix B 

Review of failure prediction studies 

Authors Sector Country Sample Size Model Period Time-Horizon of 

Prediction 

Categories 
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López Iturriaga and 

Sanz, (2015) 

Commercial Banks only US Training: 386 failed banks 

- 386 non-failed randomly 

selected / Test: 52 failed - 

52 non-failed 

NN: MLP and 

SOM 

training: 2002-

2012 / Test: 

2012-2013 

1,2, and 3 years 5 sets: bank's earning, asset 

structure, loan portfolio, risk 

concentration, solvency 

Wang et al. (2014) Financial Institutions Poland 240 (112 failed companies) Feature 

Selection 

Boosting 

1997-2001 - Financial ratios 

132 (66 risk cases - 66 

non-risk cases) 

1970-1982 - Financial ratios 

Serrano-Cinca and 

Gutiérrez-Nieto 

(2013) 

Banks US Training: 140 failed banks, 

140 non-failed banks - 

Test: 180 failed banks, 

7833 non-failed banks 

Partial Least 

Square - 

Discriminant 

Analysis 

training: 2009 - 

Test: 2010-2011 

- income and expense to asset, 

profitability, efficiency, assets, 

capital 

Feki et al. (2012) Commercial Banks Tunisia Training: 50. Test: 10 Bayes models 

and vector 

machine 

2000-2006 - CAMELS and Size 

Chauhan et al. (2009) Banks US, Turkish, 

Spanish 

Turkish: 22 bankrupt, 12 

healthy / Spanish 37 

bankruptcy, 29 healthy/ 

US: 65 bankrupt, 64 

healthy 

DEWNN Spanish: 1982, 

US: 1975-1982 

1 year Financial ratios 

Boyacioglu et al. 

(2009) 

Banks Turkey 21 bankrupts (14 training 

and 7 test)/ 44 non-failed 

(29 training and 15 test) 

(randomly selected double 

the failed) 

T-test, PCA, 

DA and 

Artificial NN 

1997-2004 - CAMELS 
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Liang et al. (2016) Non-financial firms Taiwan 239 bankrupt, 239 non-

bankrupt 

SVM, KNN, 

NB, CART, and 

statistics 

1999-2009 3 years 7 categories of financial ratios 

and 5 categories of CG 

Lee and Yeh (2004) all listed firms Taiwan 45 distressed, 88 healthy 

(double the failed sample) 

logistic 

regression 

1996-1999 1 year 2 categories of CG, profitability, 

R&D 

Wu (2016) Non-financial firms US 217 bankrupt. 9,100 non-

bankrupt 

multi-period 

logit model 

1996-2006 1 and 2 years 3 categories of CG, financial 

ratios 

Daily and Dalton 

(1994) 

listed firms in 1990 US 50 bankrupt, 50 healthy logistic 

regression 

1990 3 and 5 years CG and financial ratios 

Brédart (2014b) listed in AMEX, 

Nasdaq, NYSE 

US 312 firms logit model 2007-2009 - CG and financial ratios 

Brédart (2014a) 

Jones (2017) public firms US 1115 bankrupt Gradient 

Boosting Model 

1987-2013 3 years CG, market, accounting, macro-

economic 

Canbas et al. (2005) Private banks Turkey 21 failed, 19 non-failed PCA, 

discriminant, 

logit, probit 

1997-2003 1,2, and 3 years Financial ratios 

Kao and Liu (2004) Commercial Banks Taiwan 24 banks Data 

envelopment 

analysis 

2000 1 year Financial ratios 
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du Jardin (2010) Retail sector France Train: 250 bankrupt- 250 

healthy / Test 260 

Bankrupt / 260 Healthy 

Neural Network Train: 2006-

2007 / Test: 

2004-2005 

- Liquidity, Financial structure, 

Profitability, Efficiency, 

Rotation, Withdrawal, 

Contribution 

Lin et al. (2011) publicly listed Taiwan 120 distressed and 120 

non-distressed 

Support Vector 

Machine 

2000-2008 1,2,3 years Financial ratios 

du Jardin (2017) firms France 95,910 non-failed firms 

and 1920 failed firms 

logistic 

regression, DA, 

NN, VM, 

boosting 

1997-2003 5 years liquidity, turnover, profitability, 

activity, solvency and financial 

structure 

Hosaka (2019) publicly listed Japanese 102 bankrupt, 2062 healthy NN 2002-2016 up to 3 years balance sheet, income statement 

Beaver (1966) Industrial publicly 

owned 

US 79 failed firms, 79 non-

failed firms 

Profile Analysis 1949-1963 up to 5 years 6 groups 

Altman (1968) Manufacturers US 66 Multiple 

Discriminant 

Analysis 

(MDA) 

1946-1965   5 groups: liquidity, profitability, 

leverage, solvency, activity ratio 

Ohlson (1980) industrial US 105 bankrupt, 2058 data 

vectors for non-bankrupt 

Logit Analysis, 

MDA 

1070-1976 1, 2 years - 

Poon, Firth, and 

Fung, (1999) 

Banks 30 countries 130 Logistic 1996 1997 - Financial ratios 
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Ioannidis et al. 

(2010) 

Banks 78 countries 944 OLS and NN 2007-2008 - Bank-level variables, regulatory 

variables, country-level 

variables 

Demirgüç-Kunt, 

Detragiache, and 

Tressel (2008) 

Banks 39 countries 304 regression 1999-2003 - - 

Gasbarro et al. (2002) Banks Indonesia 126 GLS 1993-1997 - Camels 

du Jardin (2016) firms France 16,240 observations per 

year 

DT, DA, 

Logistic, NN 

training 2002-

2011    testing 

2003-2012 

1,2, and 3 years Activity, Financial structure, 

Profitability, Turnover, liquidity, 

solvency 

Cox and Wang 

(2014) 

banks US 322 failed banks DA 2003-2008 1,2,3 and 4   

 

 

 
 

 

 

 

 


