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Resumen

Esta memoria de tesis doctoral tiene el objetivo primordial de proponer una
arquitectura multicapa dirigida a soportar la interoperabilidad entre las
aplicaciones de salud tradicionales involucradas en las instituciones médicas (p.
ej. ficha clinica digital), cominmente desarrolladas bajo el estilo arquitectdnico
Service-Oriented Architecture “"SOA”, y en conjunto con aplicaciones modernas
bajo el estilo arquitectonico Microservice Architecture “MSA” adaptados a
variantes Basado en aprendizaje automatico mediante el uso de metadatos
estandarizados proveniente de diversas fuentes de datos dindmicos vy
heterogéneos. Sin embargo, estos rapidos cambios han tenido abrumadores
impactos de cdmo se relaciona la salud con el mundo digital causado por la
tendencia de la digitalizacion e impulsado por politicas de un gobierno
electrdnico.

A diferencia de otras propuestas de investigacion relacionadas a la arquitectura
de microservicios, esta propuesta se centra en la replicabilidad, escalabilidad e
interoperabilidad de los servicios especializados que conforman a una propia
caracteristica de software basada en la versatilidad de alto rendimiento. Para
demostrar la viabilidad del ecosistema de salud digital fue necesario adaptar esta
propuesta a un caso de uso real, especificamente al proyecto SPIDEP (Disefo e
implementacion de un sistema inteligente de bajo coste para el prediagndstico y
la teleasistencia de enfermedades infecciosas en personas de edad avanzada)
perteneciente a la convocatoria internacional ERANET LAC 2015-FP7, cuya
finalidad del proyecto fue construir un sistema inteligente basado en las
tecnologias de la informacion y las comunicaciones para apoyar el diagndstico
temprano de enfermedades infecciosas respiratorias y urinarias en personas
mayores a través de la recoleccion y seguimiento remoto de los pacientes en
residencias, lo que permitid la deteccién de anomalias en los signos vitales.

Teniendo en cuenta lo anterior, mediante esta memoria se han realizado cincos
contribuciones principales: (i) demostrar las implicaciones y desafios que conlleva
implementar esta arquitectura multicapa orientada a microservicios en un
ecosistema de salud digital; (ii) proveer los pasos necesarios para el diseno,
implementacion y despliegue de esta propuesta adaptado a un caso de uso
exitoso mediante una plataforma SPIDEP; (iii) senalar que esta propuesta es
respaldada por una gran base de datos que integra fuentes de informacién
diversas y heterogéneas obtenida en la duracién de SPIDEP; (iv) definir las
caracteristica de softwares centrada en solventar las necesidades de la
televigilancia médica enfocado a arquitectura multicapa; (v) que la
implementacion de SOA y MSA depende de la naturaleza y las necesidades de las
organizaciones médicas (p. €j. rendimiento, interoperabilidad u otros). Sin
embargo, los patrones arquitectonicos SOA y MSA pueden considerarse aliados
complementarios para una arquitectura interempresarial o intergeneracional que
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confiere un conjunto de diferentes servicios, en lugar de ser competidores. Cabe
destacar, que esta propuesta se cred con miras de ser adaptado a otras areas
eHealth (p. €j. didlisis, diabetes, cancer de colon u otros).

Por otro lado, esta memoria es presentada bajo la modalidad de compendio
basandose en tres contribuciones cientificas publicadas en prestigiosas revistas
que corresponden a sendos trabajos de investigacion que reflejan mediante un
sélido hilo conductor la aportacién original de la tesis para proporcionar servicios
inteligentes avanzados en el ambito de un ecosistema de salud digital
desarrollando a tal efecto una propuesta de arquitectura de varias capas que
soporta novedoso y avanzados microservicios especializados, cuyas publicaciones
son: (i) Medical Prognosis of Infectious Diseases in Nursing Homes by Applying
Machine Learning on Clinical Data Collected in Cloud Microservices, este primer
articulo se centra en la propuesta inicial de una arquitectura de microservicios
flexible que proporcione el acceso y la funcionalidad al sistema orientado a un
ecosistema de salud digital en el que se pueda realizar el tratamiento de las
enfermedades infecciosas en las personas de la tercera edad, ya que estos
pacientes tienden a llegar a las consultas médicas con sintomas avanzados
mediante el uso de algoritmos de aprendizaje automatico basado en
clasificadores para reconocer patrones a través de biosensores no invasivos; (ii)
Telemonitoring System for Infectious Disease Prediction in Elderly People Based
on a Novel Microservice Architecture, este segundo articulo se describe el disefio,
desarrollo e implementacion de nueves servicios enfocado a una arquitectura en
microservicios, que permite la deteccidn y el diagndstico clinico asistido dentro
del campo de las enfermedades infecciosas de pacientes de tercera edad,
basandose en el uso de la televigilancia. A diferencia con el primer articulo, en
este nos enfocamos mas en el aspecto de Ingenieria de Software, ya que
proponemos un flujo de trabajo mas maduro para el despliegue continuo y
automatizacién de los microservicios desarrollados; (iii) Evaluating Service-
Oriented and Microservice Architecture Patterns to Deploy eHealth Applications
in Cloud Computing Environment, este tercer articulo propone un nuevo marco
de trabajo para la concepcidon de una plataforma eHealth centrada en los
entornos de computacion en la nube, ya que los enfoques actuales y emergentes
con respecto al desarrollo de sistemas de recomendacién basados en la
telemonitorizacidn y el acceso a la historia digital clinica para las diferentes areas
de la salud. A diferencia de los dos articulos anteriores, este evalud y contrastd
el rendimiento de los diferentes patrones arquitectdnicos mas utilizados para la
creacion de aplicaciones de salud tanto en su variante SOA y MSA, tomando como
referencia los valores cuantitativos obtenidos de las diversas pruebas de
rendimiento y a su capacidad de adaptarse a las caracteristicas de softwares
requeridas en SPIDEP. Como resultado, se determind que MSA presenta un mejor
desempefio en cuanto al atributo de calidad de rendimiento (~54.21%), de la
misma manera al procesar multiples solicitudes de diversos servicios el tiempo



de respuesta fue menor en comparacion con SOA (~7.34%), pero el consumo de
ancho de banda en MSA fue mas significativo que SOA (~73.80%).
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Abstract

This doctoral thesis aims to primarily propose a multi-layer architecture aimed at
supporting interoperability between traditional health applications involved in
medical institutions (e.g., digital medical record), commonly developed under the
Service-Oriented Architecture (SOA) architectural style, and in conjunction with
modern applications under the Microservice Architecture (MSA) adapted to
variations based on machine learning through the use of standardized metadata
from various sources of dynamic and heterogeneous data. However, these rapid
changes have had overwhelming impacts on how health relates to the digital
world, caused by the digitization trend and driven by e-government policies.

Unlike other research proposals related to microservices architecture, this
proposal focuses on the replicability, scalability, and interoperability of specialized
services that make up a high-performance versatility-based software feature. To
demonstrate the feasibility of the digital health ecosystem, it was necessary to
adapt this proposal to a real-world use case, specifically the SPIDEP project
(Design and implementation of a low-cost intelligent system for the pre-diagnosis
and teleassistance of infectious diseases in elderly people) belonging to the
international ERANET LAC 2015-FP7 call, whose goal was to build an intelligent
system based on information and communication technologies to support early
diagnosis of respiratory and urinary infectious diseases in older people through
the remote collection and monitoring of patients in nursing homes, which allowed
for the detection of anomalies in vital signs.

On this basis, this thesis has made five main contributions: (i) demonstrate the
implications and challenges involved in implementing this microservices-oriented
multi-layer architecture in a digital health ecosystem; (ii) provide the necessary
steps for the design, implementation, and deployment of this proposal adapted
to a successful use case through the SPIDEP platform; (iii) indicate that this
proposal is supported by a large database that integrates various and
heterogeneous sources of information obtained during the SPIDEP project; (iv)
define the software features focused on solving the needs of medical
telemonitoring with a multi-layer architecture; (v) and that the implementation
of SOA and MSA depends on the nature and needs of medical organizations (e.g.
performance, interoperability, or others) and that the implementation of SOA and
MSA depends on the nature and needs of medical organizations (e. v. However,
the SOA and MSA architectural patterns can be considered complementary allies
for an inter-enterprise or inter-generational architecture that confers a set of
different services rather than being competitors. It's worth mentioning that this
proposal was created with the intention of being adapted to other eHealth areas
(e.g., dialysis, diabetes, colon cancer, or others).
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On the other hand, this thesis is presented in the form of a compendium based
on three scientific contributions published in prestigious journals, which
correspond to respective research works that reflect, through a solid thread, the
original contribution of the thesis to provide advanced intelligent services in the
field of a digital health ecosystem, by developing in this way a proposal of multi-
layer architecture that supports advanced specialized microservices, whose
publications are: (i) Medical Prognosis of Infectious Diseases in Nursing Homes
Using Machine Learning on Clinical Data Collected in Cloud Microservices, the first
article focuses on the initial proposal of a flexible microservices architecture that
provides access and functionality to the system oriented to a digital health
ecosystem in which it can be made to treat infectious diseases in elderly people
because these patients tend to arrive at medical appointments with advanced
symptomes. (ii) Telemonitoring System for Infectious Disease Prediction in Elderly
People Based on a novel microservice architecture, this second article describes
the design, development, and implementation of new services focused on a
microservices architecture that allows the detection and clinically assisted
diagnosis of infectious diseases in elderly patients based on the use of
telemonitoring. Unlike the first article, in this one we focus more on the aspect
of software engineering, as we propose a more mature workflow for the
continuous deployment and automation of the developed microservices. (iii)
Evaluating Service-Oriented and Microservice Architecture Patterns to Deploy
eHealth Applications in a Cloud Computing Environment. This third article
proposes a new framework for the conception of an eHealth platform focused on
cloud computing environments, given current and emerging approaches
regarding the development of telemonitoring-based recommendation systems
and access to digital clinical history for different health areas. Unlike the previous
two articles, this one evaluates and compares the performance of the most used
architectural patterns for developing health applications, both in their SOA and
MSA variants, using as a reference the quantitative values obtained from the
various performance tests and its ability to adapt to the software characteristics
required by SPIDEP. As a result, it was determined that MSA presents better
performance in terms of the performance quality attribute (54.21%), in the same
way that when processing multiple requests from different services, the response
time was lower in comparison with SOA (7.34%), but the bandwidth consumption
in MSA was more significant than SOA (73.80%)
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1 Introduccion

En los ultimos afos, ha habido un interés creciente en la cloud-native computing
[1]-[3] es un novedoso concepto para el desarrollo, implementacion y operacion
de aplicaciones que se ejecutan en un entorno de nube bajo la tecnologias de
contenedores y orquestadores [4]. Este concepto tiene como propodsito que el
personal TI tenga mas tiempo para esforzarse en la creacion de aplicaciones de
calidad en vez de resolver problemas tediosos con la infraestructura [5], [6]. Es
por ello, que las aplicaciones modernas creada bajo los paradigmas
computacionales como Edge, Fog o IoT se desarrollan cada vez mas siguiendo
este concepto [7]-[12]; sin embargo, para que las nuevas aplicaciones aproveche
al maximo la computacion distribuida en nube es necesario contar con una
arquitectura de software que soporte todo el ecosistema de aplicaciones.

Vinculado a lo anterior, cada vez es mayor el uso masivo de la Big Data lo que
contribuyen al crecimiento exponencial de los datos y a su vez ha provocado la
adopcién del Machine Learning (ML) para analizar patrones y tendencias en los
comportamiento de las personas y proveer contenido mas personalizado y preciso
[5], [8], [13], [14], especialmente en el sector de la salud [10], [15], [16]. No
obstante, muchas aplicaciones eHealth utilizan el estilo SOA lo cual dificulta la
reutilizacion de los componentes y en consecuencia no se proporcionan los
mecanismos necesarios para la interoperabilidad de los datos entre las diversas
plataformas (p. e.j. telemonitoreo, chatbot u otros) [16]-[24], y a su vez provoca
una falta de flexibilidad y escalabilidad en la comunicacion directa entre los nodos
de la red, lo cual es fundamental para enfrentar los desafios de la produccion en
masa altamente personalizada [25]. Asimismo, al ejecutar aplicaciones o acceder
a servicios web, tanto los usuarios como los proveedores de TI requieren que
estas aplicaciones o servicios se ajustan dinamicamente a las fluctuaciones de la
demanda y ofrezcan a los usuarios la calidad de servicio requerida (p. e.j.
rendimiento, confiabilidad, seguridad, entre otros) ligado a un costo optimizado
[26]-[28].

Es por ello, que los microservicios ha recibido atencién significativa desde el
punto de vista de los investigadores en las diferentes areas del conocimiento
[27], [29], [30]; sin embargo, hay pocas investigaciones enfocadas al area de
eHealth o su equivalente al espanol eSalud. Por lo tanto, la contribucién de esta
tesis va dirigida al contexto de la salud, especificamente a consolidar los procesos
de prestacién de servicios de salud, realizando una reingenieria de los procesos
clinicos, simplificando y mejorando el apoyo a las tareas de diagndstico del
especialista médico. Adicionalmente, es importante conocer los aspectos que
conforman la salud y su relacion con las tecnologias digitales (p. €j. inteligencia
artificial, telemedicina, automatizacion, historia clinica electrénica u otros), ya
que es importante comprender la direccién y el impacto que estas nuevas
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tecnologias influyen en la toma de decisiones en la prevencion, monitoreo y
tratamiento de enfermedades [31], [32].

Teniendo en cuenta lo anterior, es importante contextualizar estas tendencias
desde el punto de vista de la Ingenieria de Software y entender cémo vincular la
digitalizacion y la salud mediante un flujograma maduro para el disefo,
implementacion y despliegue de servicios vinculado a diversas tecnologias, como
se muestra en la Figura 1.

., Arquitectura i ori da a microservicios en un ecosistema de salud digital
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smart devices
| }
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Figura 1. Esquema general de la arquitectura multicapa orientada a
microservicios en un ecosistema de salud digital.

Dentro de este marco, el emergente ecosistema de salud digital proporcionara
movilidad con dispositivos portatiles, wearables o teléfonos inteligentes, servicios
ubicuos y recursos adaptables con la nube; mientras que, la investigacién en
eHealth ird extendiendo el uso de los registros electrénicos, las entradas de
ordenes informatizadas, la prescripcién electrénica, los sistemas de apoyo a las
decisiones clinicas (CDSS), la telemedicina, la gestidon del conocimiento sanitario,
el triaje, los equipos sanitarios virtuales y los servicios de movilidad médica
(mHealth) entre otras aplicaciones [33]-[35]. Sin embargo, las implantaciones
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tecnoldgicas podrian entrar en conflicto con los facultativos y el personal de
enfermeria en algunos casos, ya que conllevan cargas de trabajo adicionales [36],
[37].

Teniendo en cuenta lo anterior, fue necesario realizar una investigacion
exhaustiva sobre las problematicas que mas afectan a las personas, segun las
necesidades de los proyectos de investigacion orientados al sector de la salud
publica; por consiguiente, se elaboraron tres articulos previos para definir la
problematica principal a tratar [38]-[40]; por consiguiente, se identificd un
crecimiento constante de la poblacidon envejecida en Europa, por lo que se prevé
un crecimiento del 74% de la poblacidn mayor de 65 afios hasta 2060 [41], [42].
En consecuencia, este grupo de personas tienen una elevada comorbilidad [43],
lo que condiciona un consumo muy elevado de recursos tanto de atencidn
primaria como especializada [44], y a su vez una elevada frecuentacion de los
servicios de urgencias y la necesidad de estancias numerosas y prolongadas en
centros especializados. Adicionalmente, esta poblacion son las mas frecuentes al
ingreso de urgencia por motivos de infecciones, especialmente las respiratorias
y urinarias [45]-[49].

Por todo lo anteriormente apuntado he considerado abordar esta gran
problematica como objetivo principal para esta tesis doctoral, ya que es necesario
la creacion de un nuevo marco de trabajo para la concepcidon de una plataforma
eHealth, basandose en la arquitectura de microservicios, que permita la deteccion
y el diagndstico temprano clinico asistido dentro del campo de las enfermedades
infecciosas de pacientes de tercera edad, orientado en el uso de la
telemonitorizacién, cuya meta es de minimizar la severidad de los procesos
infecciosos y, colateralmente, la reduccidn en los recursos necesarios para
controlar adecuadamente el problema.

1.1 Hipodtesis de la investigacion
La hipdtesis se formula en base en los siguientes términos:

“Proporcionar servicios de salud y cuidados en personas en riesgo o con dificil
acceso a una atencién médica preventiva, mediante el uso de nuevas tecnologias
que permita lograr una mayor eficiencia en la organizacion y atencién a grupos
de poblacién especiales, con el valor afadido de una reduccion de costes.”

Partiendo de los supuestos anteriores, se tiene tres posibles resultados:

e Hipotesis de la Investigacion: el disefio arquitectonico enfocado a los
microservicios mejora la eficiencia y el impacto de los servicios de eHealth,
basandose en los criterios de aceptacion [50], [51].

e Hipotesis Nula: el disefio arquitectonico enfocado a los microservicios no
mejora la eficiencia y el impacto de los servicios de eHealth, basandose en
los criterios de aceptacion [50], [51].
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o Hipdtesis Alternativa: el disefio arquitectéonico enfocado a los
microservicios empeora o degrada la eficiencia y el impacto de los servicios
de eHealth, basandose en los criterios de aceptacion [50], [51].

1.2 Objetivos de la investigacion

1.2.1 Objetivos general

Proponer un disefio arquitectonico enfocado a los microservicios, aplicados en
arquitecturas de software basadas en capas dentro del contexto eHealth, capaz
de mejorar los servicios de salud desde el punto de vista de la gestion, la
tecnologia, la seguridad y la legalidad.

1.2.2 Objetivos especificos
I. Examinar el uso de los microservicios en el contexto de eHealth.

II. Identificar las principales tareas adoptadas en la creacion de un nuevo
marco de trabajo para la concepcion de plataforma eHealth, basandose en
microservicios.

III.  Describir las etapas para el desarrollo de la arquitectura de software en
capas, orientados a los microservicios.

IV. Evaluar y analizar el rendimiento de los microservicios aplicados en la
arquitectura de software basadas en capas, segun los criterios de
aceptacion.

V. Determinar los puntos fuertes y débiles de este enfoque de microservicios.

VI. Demostrar que las nuevas tecnologias emergentes de servicios enfocados
a las estrategias de eHealth, contribuyen a una mejor prestacion en la
gestion y la atencion médica.

VII. Determinar los puntos fuertes y débiles de este enfoque de microservicios.

VIII. Demostrar que las nuevas tecnologias emergentes de servicios enfocados
a las estrategias de eHealth, contribuyen a una mejor prestacién en la
gestion y la atencién médica.

1.2.3 Estructura de la memoria de tesis doctoral

La presente tesis doctoral se presentara bajo la modalidad de Tesis por
compendio, debidamente regulada en la normativa por la Universidad de Alcala
establece que [52], [53], “S/ la Comision Académica del Programa lo autoriza, la
Tesis Doctoral podrd realizarse mediante el compendio de articulos del
doctorando en publicaciones de reconocido prestigio. El numero minimo de
articulos serd de tres. La Tesis debera incluir, ademads de los articulos, un
resumen amplio que dé coherencia al conjunto de la investigacion, en el que se
muestre la linea argumental de la misma, asi' como un capitulo de conclusiones.
Se entendera por publicaciones de reconocido prestigio las utilizadas para la
obtencion de complementos de investigacion (sexenios) en el ambito en el que
se desarrolle la investigacion.”
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Atendiendo a estas consideraciones, se ha seleccionado tres articulos alineado a
la normativa de UAH y que se encuentra indexado al Journal Citation Report (JCR)
de Clarivate Analytics, donde el tesista ha realizado las aportaciones cientificas
alineadas con las hipdtesis y objetivos antes sefaladas y que seran detallados en
la descripcidn de las publicaciones seleccionadas.

e Garcés-Jiménez, A.; Calderon-Gémez, H.; Gomez-Pulido, J.M.; Gdmez-Pulido,
J.A.; Vargas-Lombardo, M.; Castillo-Sequera, J.L.; Aguirre, M.P.; Sanz-Moreno,
J.; Polo-Luque, M.-L.; Rodriguez-Puyol, D. Medical Prognosis of Infectious
Diseases in Nursing Homes by Applying Machine Learning on Clinical Data
Collected in Cloud Microservices. Int. J. Environ. Res. Public Health 2021, 18,
13278. https://doi.org/10.3390/ijerph182413278.

e H. Calderon-Gomez et al., "Telemonitoring System for Infectious Disease
Prediction in Elderly People Based on a Novel Microservice Architecture," in
IEEE Access, vol. 8, pp. 118340-118354, 2020, doi:
https://doi.org/10.1109/ACCESS.2020.3005638.

e Calderén-Gémez, H.; Mendoza-Pitti, L.; Vargas-Lombardo, M.; Goémez-Pulido,
J.M.; Rodriguez-Puyol, D.; Sencidn, G.; Polo-Luque, M.-L. Evaluating Service-
Oriented and Microservice Architecture Patterns to Deploy eHealth Applications
in Cloud Computing Environment. Appl. Sci. 2021, 11, 4350.
https://doi.org/10.3390/app11104350.

Adicionalmente de los tres articulos seleccionados para este compendio, se
elaboraron tres articulos previos de caracter exploratorio para validar la hipotesis
planteada mediante resultados intermedios. A pesar de no haber sido
seleccionado para formar parte del compendio, a causa de que estos articulos
solo se encuentran indexado en SCimago Journal Record (SJR) de SCimago,
fueron importantes para la validacién y aceptaciéon de la investigacién ante la
comunidad cientifica [38]-[40].

Esta tesis esta organizada de la siguiente manera: la seccidon 2 presenta los
articulos seleccionados que conforman el compendio, incluyendo los resimenes
y los detalles de la publicacion. La seccidn 3 menciona otros méritos conseguidos
hasta la fecha relacionados con la tesis. Finalmente, la seccién 4 proporciona las
conclusiones de esta tesis, analiza su potencial y sugiere futuras actividades de
investigacion.

2 Compendio de articulos

Para garantizar que los articulos publicados han cumplido con los objetivos
planteados en este compendio, se ha elaborado una tabla que cuenta con estos
objetivos y se destaca con una “X" en el recuadro segun el objetivo completado
de acuerdo con las publicaciones.
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2.1 Articulo 1: “Medical Prognosis of Infectious Diseases in Nursing
Homes by Applying Machine Learning on Clinical Data Collected in
Cloud Microservices”

2.1.1 Resumen del articulo

Antecedentes: el tratamiento de las enfermedades infecciosas en personas de
edad avanzada es dificil; es frecuente la derivacién de pacientes a los servicios
de urgencias, ya que los ancianos suelen llegar a las consultas con sintomas
avanzados y graves. Objetivo: se planted la hipotesis de que anticiparse unos
dias al diagnostico de wuna enfermedad infecciosa podria mejorar
significativamente el bienestar del paciente y reducir la carga de los servicios del
sistema sanitario de urgencias. Métodos: se tomaron diariamente las constantes
vitales de los residentes y se transfirieron a una base de datos en la nube. Se
utilizaron clasificadores para reconocer patrones en el proceso de dominio
espacial de los datos recogidos. Los médicos comunicaban sus diagndsticos
cuando se presentaba alguna enfermedad. Una arquitectura de microservicios
flexible proporciond acceso y funcionalidad al sistema. Resultados: combinar dos
dominios diferentes, salud y tecnologia, no es facil, pero los resultados son
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alentadores. Los clasificadores dieron buenos resultados; el sistema ha sido bien
aceptado por el personal médico y esta demostrando ser rentable y una buena
solucion para dar servicio a zonas desfavorecidas. En este contexto, esta
investigacion constatd la importancia de determinadas variables clinicas en la
identificacion de enfermedades infecciosas. Conclusiones: este trabajo explora
cdmo aplicar las comunicaciones mdviles, los servicios en la nube y la tecnologia
de aprendizaje automatico para proporcionar herramientas eficientes al personal
médico de las residencias de ancianos. La arquitectura escalable puede
extenderse a aplicaciones de big data que pueden extraer patrones de
conocimiento valiosos para la investigaciéon médica.

2.1.2 Conclusiones del articulo

Esta investigacién propone un sistema de monitorizacion de eHealth comodo,
flexible, accesible y econémico para pacientes institucionalizados en residencias
de ancianos, y analiza la predictibilidad de enfermedades infecciosas a partir de
las constantes vitales recogidas en el estudio piloto. La arquitectura
implementada basada en microservicios es de un bajo coste y escalable. Las
pruebas de rendimiento indicaron los limites del sistema en cuanto a su
saturacion. Ademas, se probd la funcionalidad de los microservicios para llevar a
cabo el servicio 6ptimo. Adicionalmente, este estudio preliminar arrojo resultados
valiosos para la validacion del proyecto SPIDEP y fue un buen punto de partida
para las posteriores investigaciones relacionadas a los microservicios dentro en
un entorno eHealth.

2.1.3 Contribuciones del articulo a la comunidad cientifica

El primer articulo se propuso, implementd y aplicd una arquitectura de
microservicios flexible que proporcioné el acceso y la funcionalidad al sistema
orientado a un ecosistema de salud digital en el que se pueda realizar el
tratamiento de las enfermedades infecciosas en las personas de la tercera edad,
ya que estos pacientes tienden a llegar a las consultas médicas con sintomas
avanzados mediante el uso de algoritmos de aprendizaje automatico basado en
clasificadores para reconocer patrones a través de biosensores no invasivos. Cabe
destacar, que el tesista disefio la arquitectura de software de microservicios
microservicio bajo una version temprana o preliminar [54] para el diagndstico
anticipado de enfermedades infecciosas y validd la eficiencia de este a través de
pruebas de carga de trabajo normalizados; mientras que, los coautores
desarrollaron y validaron las comunicaciones mdviles y la tecnologia de
aprendizaje automatico mediante el uso de la big data.

2.1.4 Identificacion del articulo

e Titulo: “Medical Prognosis of Infectious Diseases in Nursing Homes by
Applying Machine Learning on Clinical Data Collected in Cloud Microservices”

e DOI: https://doi.org/10.3390/ijerph182413278

e Autores: Alberto Garcés-Jiménez; Huriviades Calderédn-Goémez; José M.
Gomez-Pulido; Juan A. Gémez-Pulido; Miguel Vargas-Lombardo; José L.
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Castillo-Sequera; Miguel Pablo Aguirre; José Sanz-Moreno; Maria-Luz Polo-
Lugue; Diego Rodriguez-Puyol

Acceso del articulo: Open Access (OA)

Fecha de publicacion: 16 de diciembre de 2021

Idioma: Inglés

2.1.5 indices de calidad del articulo

Revista: International Journal of Environmental Research and Public Health
(IJERPH)
ISSN: 1660-4601
Editor: MDPI
Volumen y nimero: 8-24
indice de impacto y ranking JCR (2021): 4.614
o Environmental sciences — Q2
o Public, environmental & occupational health — Q2
indice de impacto y ranking SJR (2021): 0.814
o Health, toxicology, and mutagenesis — Q1
o Public health, environmental and occupational health — Q2

2.1.6 Articulo publicado
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Abstract: Background: treating infectious diseases in elderly individuals is difficult; patient referral
to emergency services often occurs, since the elderly tend to arrive at consultations with advanced,
serious symptoms. Aim: it was hypothesized that anticipating an infectious disease diagnosis by a
few days could significantly improve a patient’s well-being and reduce the burden on emergency
health system services. Methods: vital signs from residents were taken daily and transferred to a
database in the cloud. Classifiers were used to recognize patterns in the spatial domain process
of the collected data. Doctors reported their diagnoses when any disease presented. A flexible
microservice architecture provided access and functionality to the system. Results: combining two
different domains, health and technology, is not easy, but the results are encouraging. The classifiers
reported good results; the system has been well accepted by medical personnel and is proving to be
cost-effective and a good solution to service disadvantaged areas. In this context, this research found
the importance of certain clinical variables in the identification of infectious diseases. Conclusions:
this work explores how to apply mobile communications, cloud services, and machine learning
technology, in order to provide efficient tools for medical staff in nursing homes. The scalable
architecture can be extended to big data applications that may extract valuable knowledge patterns
for medical research.

Keywords: early diagnosis; infections; patients; machine learning; computer systems; internet use;
cloud computing

1. Background and Objectives

The world’s older population is growing at a significant rate. Today, 8.5% of the
population is aged 65 and over; this will increase to 17% by 2050 [1]. Infectious diseases
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are common (and serious) in this group, often requiring the use of emergency services,
degrading their efficiency, and sometimes overburdening them to the point of collapse [2].

The use of digital technology for health supports a patient-centric approach, based
on communication, empathy, and collaboration between patients and practitioners [3].
eHealth provides mobility with portable devices, wearables or smartphones, ubiquitous
services, and adaptive resources with the cloud. eHealth research addresses electronic
records, computerized order entries, e-prescribing, clinical decision support systems
(CDSS), telemedicine, health knowledge management, triage, virtual healthcare teams,
and medical mobility services (mHealth). eHealth is supported by advanced IT, such as
big data, machine learning, artificial intelligence, cloud services, mobile devices, and the
internet of things (IoT) [4-6].

However, technology implementations could clash with practitioners and nurses in
some cases, as they entail additional workloads. In addition, eHealth decision support
systems do not absolve doctors from their accountability [7]. Data-based systems also face
the challenge of scarce and poor-quality data in regard to training the model, sometimes
becoming unaffordable due to ignoring procedures [8]. The long learning curve of a
new eHealth system slows deployment; changes can also be seen as a threat to existing
job conditions.

The hypothesis is that anticipating an infectious disease diagnosis by a few days
could improve a patient’s well-being, alleviate the health system’s resources, and result
in relatives having a “better perception”. Cost-effectiveness is an important driver for
national health systems, i.e., to improve medical services for citizens [9]. The evolution of
an infectious process is characterized by changes in vital signs. These data could be used
to determine the probability of developing an infectious disease [10].

Machine learning (ML) techniques can be used for predictive modeling [11]. They
provide pattern recognition and forecast the evolution of a disease, improving the protocols
of control and care. ML is an area of computer science derived from artificial intelligence.
It provides satisfactory results in eHealth and medicine [12].

This research presents the application of mobile communications, cloud services, and
machine learning technology to provide efficient tools to medical staff in nursing homes in
order to predict the development of infectious diseases. The approach taken by our study
makes it somewhat different from other proposals, due to its particular characteristics. The
patients were not cared for in usual health centers, but were elderly people living in nursing
homes. Three particular infectious diseases were considered: acute respiratory, urinary
tract, and skin and soft tissue infections; a customized biosensor system was developed for
the project; the communications infrastructure for data collection, storage, and analysis
ws based on microservices; and machine learning algorithms were integrated into the
microservices for prediction purposes.

To this end, vital signs from the residents were taken daily and transferred to a
database in the cloud by means of an experimental data capture system. Classifiers were
used to recognize patterns in the spatial domain process of the collected data. In this
context, this research found the importance of certain clinical variables in the identification
of infectious diseases, as we will discuss later. These vital signs were selected because
they may change due to the pathophysiological adaptations that take place in infectious
diseases. Thus, the infection-related inflammation process, stress induced activation of the
sympathetic nervous system, and modifications of the activities of the nuclei that regulate
heart and lung functioning may modify body temperature, electrodermal activity, oxygen
saturation, heart beat rate, and blood pressure.

2. Related Work

The references listed below were selected in relation to the underlying problem of this
study: the possibility of early diagnosis by collecting and processing medical data that
were further analyzed by advanced hardware and software architectures and tools.
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2.1. Early Diagnosis

Given the importance of anticipating the diagnoses of infectious diseases, it is surpris-
ing that this concept remains a novelty. Similar approaches for high-risk and very severe
cardiopathies [13] or pneumopathies [14] have been proposed. However, anticipating
respiratory and urinary infections has not yet been practicable or sustainable, even after
considering the high prevalence. The selected infectious diseases based on their prevalence
in elderly individuals, are acute respiratory infection (ARI), urinary tract infection (UTI),
and skin and soft tissue infection (SSTI).

2.2. Collecting and Processing Medical Data

Sensors used to capture medical signs can be placed in public or private spaces, such as
cameras, barometers, microphones, passive infrared (PIR), ultrasound motion detectors, or
radio frequency identification (RFID). They can also be embedded in mobile devices, such
as accelerometers, magnetometers, or gyroscopes (A/M/G), and be worn, such as smart-
watches or alert necklaces [15]. The last category of sensors are those expressly applied on
the body of the patient, such as body thermometers, pulse oximeters, tensiometers, elec-
trocardiograms (ECGs), or electroencephalograms (EEGs). The sensors can be networked
through wireless sensor networks (WSNs) or body area sensor networks (BASNSs).

Once heterogeneous clinical data are collected, they are cleaned, filtered, individu-
alized, and combined. The use of ML, deep learning (DL), artificial intelligence (Al), or
ambient intelligence (Aml) in this context [16] motivates research on the automatic identifi-
cation of the basic activities of daily living. Service provisioning requires self-contention to
ensure nonintrusive technology [17].

The information gathered by large sensor networks, such as the IoT [18], makes the utiliza-
tion of multi-agent management integration [19] and pervasive mobile communications [20],
known as mHealth in the medical field, advisable. This allows for delivering new advanced
services, such as ECG wearable devices [21], accepted portable mobile applications [22],
mobile advisors for drug dosage and adverse reactions [23], medical recommenders for dif-
ferent medical specialties [24-26], fast automatic triage [27], professional medical education
programs [28], and telecare systems [29], among many others.

2.3. Hardware and Software Architectures and Tools

The cloud supplies computing power and data storage on demand as scalable com-
modities under three layers of service: infrastructure (IaaS), platform (PaaS), and software
(SaaS). Security and privacy are key requirements for the cloud due to the sensitive infor-
mation in medical records [5,30].

Microservice architecture is derived from service-oriented architecture (SOA) [31] to
provide flexible and scalable execution properties in the cloud. Each microservice plays
specific roles depending on the database (DB) requirements [32]. External configuration,
microservice discovery, load balancing, central login, metrics, or autoscaling require atten-
tion. There are powerful software tools available for delivering applications rapidly by
adopting the microservice paradigm [33].

With regard to software tools, ML provides a good approach for data-based predictive
analysis [11]. Many algorithms provide knowledge pattern recognition and forecasting,
suggesting the possibility of anticipating the diagnosis of diseases from monitored medical
data. ML has techniques that have been widely applied, with satisfactory results in
eHealth [12].

Some unsupervised learning techniques used in eHealth are K-means, density-based
spatial clustering of applications with noise (DBSCAN), self-organized maps (SOMS),
similarity network fusion (SNF), perturbation clustering for data integration and disease
subtyping (PINS), and cancer integration via multikernel learning (CIMLR), among others.
Common supervised learning algorithms in this domain are support vector machine (SVM),
iterative dichotomizer 3 (ID3), K-nearest neighbor (KNN), Naive Bayes (NB), Bayesian
networks, linear regression, and logistic regression for classification [34].

21



Int. |. Environ. Res. Public Health 2021, 18, 13278 40f16

3. Materials and Methods

This research provides a complete experimental system for gathering medical infor-
mation from elderly individuals, analyzing the data with predictive ML models.

The experiments performed follow a holistic view, where the data gathering requires
defining the scope of the experiment, the protocol or workflow for the medical personnel,
the mobile set of instruments, the software platform, and the data analysis techniques.

3.1. Participants, Procedure, and Ethical Considerations

This proposal is intended to be applied for institutional residents in nursing homes
that are susceptible to developing infectious diseases. A workflow is defined for nurses to
collect vital signs on a daily basis from their assigned residents. Doctors must report any
infectious disease detected in any of these residents.

The protocol requires that residents or relatives approve its use beforehand due to
normative restrictions and to protect the individual’s privacy.

The assigned nurses must follow the following protocol: seated in front of the resident,
they (1) turn on the app (on the tablet); (2) switch the hub on, as well as the app connection;
(3) select the patient’s ID; (4) deploy the medical sensors on the arms and hands; (5) press
the start button to start the readings; (6) save the data locally once the measurements are
verified; (7) and upload the data to the Cloud DB as soon as the tablet is connected to the
internet (WiFi or telephony). Finally, nurses place the devices back into the cases for the
next residents. Figure 1 shows the workflow of the procedure.

Power on
sensors

Load Place

Add new or measure  }—s(  sensors on
select existing screen o patient
patient 9 —
Power on Load main
9 biosignalsplux screen
device
Power on : Start
tablet application,
\ Check web
portal

®

FINISH
Figure 1. Protocol workflow.

The nurses are to ensure that the batteries of the active sensors, hub, and tablet, are
fully charged for the next day, and to promptly report any incidents observed that could
compromise the data acquisition.

Finally, ethical consideration for setting clear limits for the research and protecting peo-
ple’s privacy was implemented at the beginning of this project, following the instructions
of the founders by means of private statements in their hands.

3.2. Instruments

The nurses use a portable set of biosensors to take the required medical signs from the
residents. The equipment must be comfortable to carry and fast to deploy. The different
components must be resistant to manipulation, and the application must be robust to
perturbances and anomalous events. For general deployment, the equipment must receive
approval from the respective health systems.

It is necessary that the equipment be seen as comfortable to operate by the assigned
personnel and allow for a warm relationship with the resident. The mobile application
that operates the equipment must be fully functional online and offline, avoiding delays in
the process.
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The field equipment used by the nurses are small cases with customized sets of four
sensors obtained from a commercial vendor [35], prepared for the devices and the tablets
used for the mobile applications, as shown in Figure 2.

Figure 2. Customized briefcase to carry the medical sensor set.

The four biosensors collected five vital signs, taking (1) the average, maximum, and
minimum values of the electrodermal activity (EDA) and heart beat rate; (2) the maximum
and minimum oxygen saturation (SPO2); (3) the body temperature when stable; and
(4) both the systolic and diastolic blood pressure. A hub quantifies and multiplexes the
signals and sends them as a mobile application (app) via Bluetooth, as shown in Figure 3.

Signals
captor

Body

Temperature »
P —— Bluetooth |
Lo g——
Oxygen

Saturation f/:
Heart Beat

Electrodermal C ‘:{
Activity AXA

Blood 86§
-
Pressue | -y \ APP Tablet

Figure 3. Medical sensor, hub, and android tablet connections.

After preprocessing the signals, the android-based apps check that the values are
within the expected ranges, store them in the tablet, and try to connect to the internet when
WiFi is available to upload the outstanding records asynchronously to the cloud DB. The
operation does not stop when there is no internet coverage. If there are 19 variables (means,
dates, flags, etc.), and the device needs to reserve memory, considering the same size for all
residents (double precision), and each device is used with 100 residents monitored daily,
the local memory required over 2 years would be 84 MB. The current version of the app
requires 50 M, which is far less the resources of the tablet, i.e., 11 GB [36], or any current
mobile phone.

The hub autonomy is 10 h in streaming mode, and the tablet has a 5000 mAh battery
that lasts approximately 3 h, which is enough for one day if it is fully charged overnight.
Cables are a problem, however, and the main cause of failure, as they are too thin, and the
nurses are in a hurry. Wireless connections for the sensors should work better.

3.3. System Design

This project requires special attention to the software platform, implemented by cloud
services and microservice architecture. The software platform must provide flexibility in
computation resources and functionality to quickly adopt new services and applications.
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Collaboration among different teams must be ubiquitous, and the nature of the data leads
to a need for special attention to its security. The cloud suits the requirements well, but it is
necessary to respond to security, availability, maintainability, and normative issues [37].

Two main scenarios must inspire the deployment of the software platform: (1) for
offline applications, such as medical decision assistants, and (2) for online applications,
such as remote real-time monitoring telecare, which encompass the need for immediate
actions triggered by the alerts [38].

The data stored in the mobile application are exported in CSV format to a database in
the cloud and then remain available for the micro-service-based data analysis tasks.

The SaaS database is asynchronously nurtured from quasi-unlimited concurrent up-
loading sessions set with each mobile application. A small cloud storage package of 100 GB
would support 1190 mobile applications, monitoring 100 residents each, uploading data
for 2 years, yielding a total of 119,000 residents. The cloud provides [39] (1) efficient
multitenancy; (2) sharing data for different goals; (3) elastic scalability, allowing rapid
deployments of complete scenarios, in nonstop ongoing synchronization and self-adapting
to the new demands of resources; and (4) data privacy.

The cloud software [40] is implemented in a layered microservice architecture [41],
because of [42] (1) the low-cost implementation; (2) the options available to develop
different levels of software quality; (3) the scalable and adaptable resource configuration
on demand—each component can be individually duplicated; and (4) the compatibility
with smart devices and several communication protocols. Mobile devices access the API
gateway and user PCs with the web UL Users call the microservices with their credentials

“nurse”, “doctor”, or “administrator”). The microservices interconnect themselves to
build a single application for users.

The microservices are classified into three groups, all sharing the data via JSON
request/response HTTP for (1) interfacing with the physical biosensor application; (2) man-
aging the access policies; and (3) synchronously recording the reports by doctors about
patients developing infectious diseases. The architecture uses the representational state
transfer (REST) API for data integration, transference, and storage [43]. The software
applications are split into small purpose-specific programs with Uls for different domains
or APIs to interconnect with third-party applications [44] throughout the infrastructure
layer [32], as shown in Figure 4.

Infrastructure Layer

Processing Layer

WEBUI

VAN/XG)

Things Layer

Biosensors fic r
Biosensors M 1D Management
Mobile App Container Container

Services Container

Securitys|  cloud Database

Figure 4. Microservices software architecture for anticipated diagnosis of infectious diseases.

The “things” layer connects the hardware to the network layer and validates the
signals. The network layer opens connections to mobile applications for asynchronous
data transference [45]. The processing layer assigns each device the corresponding access
privileges for their methods to the microservices. The microservices layer provides the
service respontses to the specific queries. The infrastructure layer delivers availability,
scalability, and data integrity for the upper layers, with networking, processing, and storage
resources [46]. It manages data with MapReduce in distributed computing [44] and stores
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data with Apache Hadoop in Cassandra NoSQL DB [47] to improve the error tolerance.
This layer also accepts complex computation tasks from upper layers—authentication or
interoperability—to alleviate their resources for their primary operations [48].

3.4. Analysis by Machine Learning Classifiers

The daily medical data gathered from residents can be treated with ML techniques in
time or spatial domains, also known as longitudinal or cross-sectional studies. The time
approach studies the evolution of certain variables using time series, while the spatial
approach considers the relations among the medical variables of a sample, finding patterns
and making classifications, according to all samples. Time series are good for predicting,
but are not essential. In fact, the spatial domain is more precise for pattern recognition
analysis. The spatial domain works complementarily with the time domain approach.

In this work, we approached the analysis of the clinical data under a spatial approach.
The absence of the time component prevents a predictive approach, but the spatial di-
mension allows for a more precise pattern recognition analysis. In this way, it is possible
to classify a sample measured from an individual as a sample recognized as possibly
indicating an infectious disease. In addition, the information obtained with this approach
will allow us to perform a better predictive analysis based on time series in the future.

The learning phase allows us to know the relative weight of each direct or transformed
feature in the classification or prediction of an infectious disease. The performance of the
classifier can be measured with error performance and the coefficient of determination (R?).

This analysis is coded with an API of the Waikato Environment for Knowledge Analy-
sis (WEKA) [49], Java-based ML software implemented in the Apache Spark development
environment [50], Java Servlet (JS), and Java Server Pages (JSP) [51] for handling the data
entries of the microservices. The Java web service is in Apache Maven [52].

The goal of applying these ML methods was not to compare the prediction rate with
the true incidence, but to be a first approach for data classification integrated on the web
service, to experiment with the influence of the clinical variables on the predictable yielding
success with regard to each type of infection.

4. Results

Spanish health authorities approved running this project in two nursing homes in
Madrid. The main population and resources of these institutions are shown in Table 1.
The data in the table refer to residents participating, where the inclusion criterion was the
ability to understand the purpose of the experiment and volunteering.

Table 1. Monitored population and resources.

Population Cardenal Cisneros Francisco de Vitoria Total
Residents 127 316 443
Participants 20 40 60
Participants (%) 16% 13% 14%
Participants who developed 7 3 40
disease

Minimum age 79 67 67
Maximum age 94 101 101
Average age 88.7 89.7 89.5
Std. deviation ol 70 6.6
Medical staff 4 14 18
Start collecting 24 March 2018 4 April 2018

End collecting 11 March 2019 11 March 2019

The medical team selected the variables listed in Table 2 and indicated their ex-
pected ranges.
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Table 2. Vital signs to monitor and life-compatible ranges.

Vital Sign Valid Range Out of Range

Body temperature (T) 34°C<T<42°C T<34°C, T>42°C
Electrodermal activity (EDA) EDA > 0.2 pS EDA <02 pS
Oxygen saturation (SPO2) 70% < SPO2 < 100% SPO2 < 70%

Heart Rate (HBR) HBR > 30 bpm HBR < 30 bpm
Blood pressure (DIA) DIA > 30 mmHg DIA < 30 mmHg
Blood pressure (SYS) SYS > 60 mmHg SYS < 60 mmHg

The mobile application attaches the date and time of the sample and the patient identi-
fication code to the collection of signals; this is manually anonymized by the nurse assigning
the code, and the nurse sets flags to indicate if the record has been successfully uploaded.

4.1. Protocol and Acceptance

The healthcare personnel (doctors and nurses) are trained to know the process, look
after the equipment, and fix minor incidents. The learning process was conducted with
18 volunteers until they could proceed autonomously. After that, they were requested to
simulate, more than once, the process for taking samples and recording the duration. The
purpose of this small experiment was to improve the data collection protocol, not only to
facilitate the work of the personnel, but also to increase the potential number of residents
susceptible to monitoring. Table 3 shows the results.

Table 3. Time (h:min:s) required for training and taking one sample.

Activity Mean Std. Deviation
Learning process 0:07:00 0:02:10

Process execution:

Sensors deployment on the body 0:01:55 0:00:49

APP initialization 0:00:33 0:00:38
Sensors delay 0:01:12 0:00:33

Upload the data to the cloud and resume  0:00:35 0:00:22

Total time consumed per resident 0:04:15 0:01:14

Learning the process takes only 7 min on average. The vital sign collection, on the
other hand, only takes 4 min and 15 s on average, yielding the possibility for one nurse to
monitor 54 patients in 4 h. Greetings and moving to the next room, along with any other
activity could slow down that rate, although practice would compensate and speed up
the process.

The experiment also recorded the volunteers” ages, ranging from 20 to 70 years, and
digital competency with a self-graded scale from 1 (IT illiterate) to 5 (digital native). Older
volunteers spent slightly more time learning than younger volunteers, but the Kruskal—-
Wallis (KWT) [53] test gave a p-value of 0.428, showing that this result is not conclusive.
The KWT—applied for the need to be IT skilled—gave a p-value of 0.088, confirming that
the personnel do not need to be IT literate.

The process is fast and comfortable, as only the arms and hands of the residents are
exposed to the daily test, not requiring undressing or intimate contact. Additionally, the
presence of the nurse helps to generate a friendly environment for caregivers and residents.

The protocol for the doctors does not require anything other than reporting when the
resident is developing a disease, which infection the symptoms are compatible with, the
date of the alert, and if there was a referral to the emergency services.
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4.2. System Efficiency

The software architecture attempts to check its efficiency, integration, compatibility,
and performance, counting errors when the components interact [54]. The testbed has
two Docker containers (1 vCPU, 4 GB, 120 GB Disk, Ubuntu 16.04.6 LTS); Apache for the
endpoint and Nginx as the frontend proxy and load balancer. Nginx receives the user
queries and forwards them to the microservices; Apache JMeter measures the workload [55].
BlazeMeter servers (US East—Virginia, AWS) simulate the workload [54,56]. Microservice
#1 (MS1) provides a search of over 6297 records, and Microservice #2 (MS2) requests
138 records of residents with infectious diseases for 20 and 50 concurrent virtual users. ALL
is the sum of MS1 and MS2. There are two scenarios: EIM-1-FB with frontend-backend “full
stack”, shown in Table 4, and EIM-2-F, frontend-only, shown in Table 5 and two workload
tests of 20 min each with 20 and 50 virtual users (threads), respectively, which gradually
increase the queries per second, reaching 14,602 on average.

Table 4. Workload testing report for EIM-1-FB 20/50. The time measurement is the average in ms.

Label Samples  Resp. Time Avg. Hit/s 90% Line 99% Line #Error  Avg. Latency Users
ALL 29,939 782 25 755 5247 0 252 20
MS1 14,977 811 13 767 5151 0 280 20
MS2 14,962 752 13 719 5311 0 223 20
ALL 29,227 2003 24 1863 13,759 0 582 50
MS1 14,625 1991 12 1863 13,439 0 627 50
MS2 14,602 2016 12 1871 14,079 0 538 50

Table 5. Workload testing report for EIM-2-FB 20/50. The time measurement is the average in ms.

Label  Samples Resp. Time Avg. Hit/s 90% Line 99% Line #Error  Avg. Latency Users
ALL 3456 6785 3 15,487 38,911 6 3520 20
MS1 1733 6777 1 15,295 37,375 5 3645 20
MS2 1723 6794 1 15,487 40,703 1 3582 20
ALL 215,825 164 180 53 1047 79,944 85 50
MS1 107,925 147 90 56 1047 39,973 90 50
MS2 107,900 182 90 49 1047 39,971 79 50

4.3. Data Analysis

This research analyzed the performance of three space-based ML algorithms: (1) naive
Bayes (NB) [56], which is easy to implement and is widely used for medical diagnosis
and disease prediction; (2) filtered classifier (FC) [57], which classifies previously filtered
or preprocessed data; and (3) random forest (RF) [58], a supervised classifier that is used
for this work the random tree (RT) technique to build decision trees for the classification.
The reason for choosing these three algorithms is that they allow modifications of the
weight of the attributes. In this way, the medical personnel can assign different significance
levels to the clinical parameters for diagnostic purposes; for example, we can assign more
relevance to body temperature in the classification and analyze how the corresponding
results improve (or not) in other cases. The basic settings of these algorithms were those
provided by default in WEKA to handle problems of similar complexity.

The analysis starts with a web service for NB and FC as a first approach for data
classification, and then a software application to experiment with the weights of the
variables for the RF is developed. The next figures help to visualize the data of patients
developing infections. Figure 5 depicts the vital signs of one resident developing IRA,
Figure 6, one developing a UTI and Figure 7, another developing an SSTL
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Figure 7. Vital signs evolution of one resident with SSTL

The WEB service for NB and FC classifies an input sample as a possible ARI, UTI,
or SSTl infection. First, the user selects the algorithm and then uploads the medical data
record of any resident. The trained model classifies the test data into the three types of
infection, providing, as a result, the success rate of the classification (% for the patient
developing any of the infectious processes and identifying which one it is) and the weight
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of each medical parameter affecting the prediction. The model has been trained with other
residents who have developed these diseases.

5. Discussion

The obtained results are quite satisfactory, but they are not accurate enough due to
the short period for sampling. To obtain more accuracy, it is necessary to either extend the
period of the experiment or apply certain techniques for small datasets, such as including
context variables, such as the season, holidays, and weather [59].

With RE the type of infectious disease is deduced from the independent variables,
considering low entropy, a measure of the amount of possible information disorder or
randomness. All available samples (6277) from all patients (60) are split 95% for the training
dataset (5963) and 5% for the validation dataset (314). Only 129 developed ARI, 95 UTIs,
and 90 SSTI infections. The process is repeated up to 11 times, changing the weights
of the variables according to their importance in the classification. Thus, it is possible
to determine which of the 11 variables is better for medical personnel to concentrate on
when monitoring the patients. With the available data, the minimum heartbeat rate (HBR)
provided the best success rate (%), followed by the average HBR, as shown in Figure 8.

Correctly classified test samples (%)

Temp
50%,

EDAsug SPO2min

EDAmax SPO2max

..........

EDAmin

max. succes (n
the classification

Dia BPMmax

Sys BPMavg

Figure 8. Relative frequency of correct classifications per variable.

Although these figures do not show an impressive performance prediction in general,
the results present a significant difference in predictability for each infection. Figure 9
shows the true positives (%) with respect to the variables for each of the diseases.

Success (%) in the classification of test samples for each type of infectious disease

~—a=ARI
EDAIVE, SPO2min )

—e—PB
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EDAmIn
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Figure 9. Success ratio detecting infectious diseases. (a) Orange: ITU, (b) Gary: PB, (c) Blue: ARL
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ARI infection is significantly more predictable, yielding 100% success for some vari-
ables. On the other hand, SSTI infections are harder to predict with the selected variables.
It is necessary to note that there are fewer SSTI training records than for ARI, and the
former model was less trained than the latter, again indicating the need to extend the
period of sampling.

Finally, the most important variable for all of the diseases is the average HBR.

6. Conclusions

This research proposes a comfortable, flexible, accessible, and cost-effective eHealth
monitoring system for residents in nursing homes, and analyzes the predictability of
infectious diseases based on the vital signs collected in the pilot study. Its cost-effective
implementation allows disadvantaged areas and less accessible populations to be reached.

This paper has demonstrated that the system is easy to use and that there is no need
for IT skills for nurses. In addition, the protocol is especially resident-friendly, improving
relationships with caregivers.

The microservice-implemented architecture is cost-effective and scalable. The stress
tests indicate when the system experiences saturation. The functionality of the microser-
vices to carry out the optimal service has been tested. The mobile application is an open
standard that can be installed in any android device with minimum changes.

The problems of the cable organization are under research, with a new design of
wireless biosensors ported in a suitcase or a tray. The active elements will be charged
on a contactless surface, releasing the nurses or replacing the exhausted batteries. The
equipment will be approved by the authorities.

Regarding the data analysis, the main contribution of this work lies in the findings
of the importance of certain clinical variables in the identification of infectious diseases.
There was no variable with significant relevance for predicting all of the selected infectious
diseases. However, among these diseases, the HBR showed a higher impact in the classifi-
cation. Moreover, the ARI was proven to be better detected than the others. The size of the
scenario conditions the classification results. Other factors that affect the predictions are
the repeatability of the biosensors, the awareness of the medical personnel, and the type of
infection (among other factors). However, this study shows some valuable results and is a
good starting point for further research.

Other space- and time-based machine learning techniques will follow this study. In
particular,it is interesting to tackle the clinical data analysis under a time series approach.
Moreover, larger datasets should be collected to improve the classifier training and the
time series accuracy.
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Abbreviations

The following abbreviations are used in this manuscript:
Al Artificial Intelligence

Aml Ambient Intelligence

ARI Acute Respiratory Infection

BADL Basic Activities of Daily Living

BASN Body Area Sensor Networks

CDSS Clinical Decision Support Systems

CIMLR Cancer Integration via Multi-kernel Learning
DB Database

DBSCAN  Density-Based Spatial Clustering of Applications with Noise
DIA Diastolic Blood Pressure

DL Deep Learning

ECG Electrocardiogram

EDA Electrodermal Activity

EEG Electroencephalogram

FC Filtered Classifier

HBR Heart Beat Rate

TaaS Infrastructure as a Service

IADL Instrumental Activities of Daily Living

D3 Iterative Dichotomizer 3

JS Java Servlet

JSP Java Server Pages

KNN K-Nearest-Neighbor

KWT Kruskal-Wallis

mHealth ~ Medical Mobility Services

ML Machine Learning

MSE Mean Squared Error

NB Naive Bayes

NIST National Institute of Standards and Technology
PaaS Platform as a Service

PINS Perturbation Clustering Approach for Data Integration and Disease Subtyping
PIR Passive Infrared

REST Representational State Transfer

RF Random Forest

RFID Radio Frequency Identification

SaaS Software as a Service

SNF Similarity Network Fusion

SOA Service Oriented Architecture

SOMS Self-Organized Maps

SPO2 Oxygen Saturation

SSTI Skin and Soft Tissue Infection

SVM Support Vector Machine

SYS Systolic Blood Pressure

UTI Urinary Tract Infection
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WEKA Waikato Environment for Knowledge Analysis
WSN Wireless Sensor Networks
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2.2 Articulo 2: “Telemonitoring System for Infectious Disease
Prediction in Elderly People Based on a Novel Microservice
Architecture”

2.2.1 Resumen del articulo

Este articulo describe el disefio, desarrollo e implementacion de un conjunto de
microservicios basados en una arquitectura que permite la deteccion vy
diagndstico clinico asistido en el ambito de las enfermedades infecciosas de
pacientes de edad avanzada, a través de un sistema de telemonitorizacion. El
sistema propuesto esta disefiado para actualizar de forma continua una base de
datos médica alimentada con las constantes vitales procedentes de kits de
biosensores aplicados diariamente por enfermeras a personas mayores. La base
de datos esta alojada en la nube y se gestiona mediante una arquitectura de
software de microservicios flexible. Los paradigmas computacionales del borde y
la nube se utilizaron en la implementacién de una arquitectura de nube hibrida
con el fin de soportar aplicaciones versatiles de alto rendimiento bajo el patron
de microservicios para el prediagndstico de enfermedades infecciosas en
pacientes de edad avanzada. Los resultados de un analisis de la usabilidad del
equipo, el rendimiento de la arquitectura y el concepto de servicio muestran que
el sistema de eHealth propuesto es viable e innovador. Los componentes del
sistema también se han seleccionado para que su aplicacion resulte rentable para
las personas que viven en zonas desfavorecidas. El sistema de sanidad
electrénica propuesto también es adecuado para la computacién distribuida, los
macrodatos y las estructuras NoSQL, lo que permite la aplicacion inmediata de
algoritmos de aprendizaje automatico y de IA para descubrir patrones de
conocimiento de la poblacién general.

2.2.2 Conclusiones del articulo

En este trabajo se han analizado, descrito y justificado todos los pasos implicados
en el disefio, desarrollo e implantacién de los servicios de e-salud que componen
la plataforma del proyecto SPIDEP. Esta plataforma estd basada en una
arquitectura de cinco niveles mediante microservicios. El objetivo de la
plataforma es crear un marco basado en el uso de las nuevas TIC para apoyar el
diagndstico precoz de las enfermedades infecciosas con los beneficios afiadidos
de aumentar el nivel de servicio en la atencién médica y la reduccion de costes.
De igual manera, el sistema de eHealth propuesto también es adecuado para la
computacion distribuida y para el uso de big data y estructuras NoSQL que
permiten la aplicacion inmediata de algoritmos de aprendizaje automatico e IA
para descubrir patrones ocultos en los datos de salud de esta poblacion. Pero,
sobre todo, la innovacién clave que aporta el sistema de telemonitorizacion es la
posibilidad de obtener la informacién médica necesaria para construir modelos
analiticos y predictivos en conjuntos con los nueve microservicios desarrollados.
Ademas, esta propuesta abre el camino a futuras investigaciones para el disefio
de servicios, basados en el flujo de trabajo propuesto para la automatizacion,

35



integracion y despliegue continuo de servicios, con el objetivo de conseguir un
mayor rendimiento en términos de organizacion y atencidn al paciente.

2.2.3 Contribuciones del articulo a la comunidad cientifica

El segundo articulo aporta una nueva visidon en el contexto de la televigilancia
médica, ya que se describe una novedosa metodologia para el disefio, desarrollo
e implementacion de los microservicios que conforma a la plataforma SPIDEP, a
diferencia con el primer articulo, este se enfoca mas en el aspecto de Ingenieria
de Software, ya que el doctorando propone un flujo de trabajo mas maduro para
el despliegue continuo y automatizacion de los microservicios desarrollados
basandose en los puntos débiles de esta tecnologia (por ejemplo: no considerar
los efectos de rendimiento al descomponer una aplicacién en multiples servicios,
no considerar una infraestructura en la nube para el funcionamiento de los
microservicios, etc) trae consigo, una correlacion negativa entre el aumento de
la latencia y la degradacion del rendimiento general de la aplicacion hasta su
colapso e inviabilidad de ser implementado en los sistemas de salud publico;
mientras que, los coautores aportaron en el sistema de apoyo a la toma de
decisiones clinicas y su validacion con el equipo médico. Otra forma de contribuir
a la comunidad cientifica es la flexibilidad de nuestra metodologia en adaptarse
a diferentes escenarios médicos [55].

2.2.4 Identificacion del articulo

e Titulo: “Telemonitoring System for Infectious Disease Prediction in Elderly
People Based on a Novel Microservice Architecture”

e DOI: https://doi.org/10.1109/ACCESS.2020.3005638

e Autores: Huriviades Calderén-Gomez; Luis Mendoza-Pitti; Miguel Vargas-
Lombardo; José M. Gomez-Pulido; José L. Castillo-Sequera; José Sanz-
Moreno; Gloria Sencién

e Acceso del articulo: Open Access (OA)

e Fecha de publicacion: 29 de junio de 2020

e Idioma: Inglés

2.2.5 Indices de calidad del articulo
e Revista: IEEE Access
e ISSN: 2169-3536
e Editor: IEEE
e Volumen y nimero: 8-1
o Indice de impacto y ranking JCR (2021): 3.476
o Computer science, information systems — Q2
e Indice de impacto y ranking SJR (2021): 0.927
o Computer Science (miscellaneous) — Q1
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: ABSTRACT This article describes the design, development and implementation of a set of microservices
based on an architecture that enables detection and assisted clinical diagnosis within the field of infectious
diseases of elderly patients, via a telemonitoring system. The proposed system is designed to continuously
update a medical database fed with vital signs from biosensor kits applied by nurses to elderly people on
a daily basis. The database is hosted in the cloud and is managed by a flexible microservices software
architecture. The computational paradigms of the edge and the cloud were used in the implementation of a
hybrid cloud architecture in order to support versatile high-performance applications under the microservices
pattern for the pre-diagnosis of infectious diseases in elderly patients. The results of an analysis of the
usability of the equipment, the performance of the architecture and the service concept show that the proposed
e-health system is feasible and innovative. The system components are also selected to give a cost-effective
implementation for people living in disadvantaged areas. The proposed e-health system is also suitable for
distributed computing, big data and NoSQL structures, thus allowing the immediate application of machine
learning and AI algorithms to discover knowledge patterns from the overall population.

* INDEX TERMS Attificial intelli gence, e-health, elderly people, infectious diseases, microservice architec-
ture, microservices, telemonitoring.

1. INTRODUCTION

It is becoming increasingly difficult to ignore the growth of an
aging populationin Europe, since a 74% rise in the population
aged over 65 is expected by 2060 [1], [2]. This group of
people have high rates of comorbidity [3], causing a very
high consumption of resources in terms of both primary and
specialised care [4].
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A very important problem affecting this group of people
is the frequent use of emergency services or prolonged
hospital stays, caused mostly by infections [5] and espe-
cially respiratory and urinary infections [6]—{8]. This is
due to the characteristics of the patients; however, these
patients tend to go to the emergency room at relatively
advanced stages of disease [9]. In many cases, these patients
have non-specific neurological symptoms, general symptoms
or other problems that are apparently not related to the
infection [7].
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In view of this, the diagnosis of infectious diseases con-
stitutes a problem in that limited medical care is available
(e.g. areas with difficult access or rural areas), since these
patients require special care due to the complexity of clinical
management [7], [10]. This is reflected in an increase in the
mortality rate of patients due to delays in treatment [8], [11].
A simple solution would be to increase the human resources
available to care for the elderly; however, this solution is
unsustainable in the current economic environment of the
public sector.

For this reason, it is important to solve this problem by
employing other sustainable initiatives such as telemoni-
toring, since this allows for the adequate management of
at-risk populations. In the case of at-risk long-term patients,
both medical and nursing care are generally available, but
infectious diseases are often diagnosed at later stages, when
hospitalisation is required. If the vital signs of these at-risk
patients are regularly monitored, it is possible to carry out
preventive treatments or interventions in order to minimise
health problems and decrease emergency assistance [5]. For
patients living in environments without easy access to health
resources, telemonitoring is alow-cost, effective way of offer-
ing preventive treatments for these diseases [12].

A project called “Design and implementation of a low-cost
intelligent system for the pre-diagnosis and telecare of infec-
tious diseases in elderly people (SPIDEP)" [13] was carried
out by a consortium of Latin American and European R&D
entities, the aim of which was to build an intelligent system
based on information technologies (ICT) to support the early
diagnosis of infectious diseases [14] by integrating a machine
leaming-based inference system to improve decision support
in the prevention, treatment and management of infectious
diseases [6], [15].

Special emphasis was placed on the design, development
and implementation of the services that make up the
SPIDEP platform using the architectural pattern of
microservices [5], [14].

This article is part of a broad study in the area of infectious
diseases developed jointly with the clinical teams of the
Hospital Universitario Principe de Asturias Infectious Dis-
eases Unit (Alcald de Henares, Spain), Chronic Diseases
and Cancer Area of the Ramén y Cajal Institute for
Health Research (Madrid, Spain) and School of Medicine
Autonomous University of Santo Domingo (Dominican
Republic). This study was focused on three target groups
(acute respiratory infections, urinary tract infections and skin
and soft tissue infections). The article presented is also based
on previous works in the computation sciences area realized
by the partners of the SPIDEP project [4]-[6], [9], [14].

It should be noted that this study aims to contribute to
increasing knowledge in the pre-diagnosis of infectious dis-
eases and offer an alternative vision of telemonitoring of
elderly people, with the support of ICTs, by the medical
team [5], [6], [9].

This present work aims to incorporate and improve the
results obtained from the previous studies that have achieve
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several significant advances for the medical and health care
team, which are: the process of taking measurements is very
fast, managing to collect and send the measurement data in
less than 2 minutes. These features are essential for the well-
ness of the resident, who perceives the personal care without
discomfort [9] and also the quality of health care grows as
well as the satisfaction of residents, relatives and nursing
personnel [6]. Another important advantage of the speed of
the measurement process is that it increases the productivity
of the nursing staff, increasing the residents/elderly assistant
ratio [5]. In addition, this benefits the patient directly, since
pre-diagnosis through a Clinical Decision Support System
(CDSS), supported by telemonitoring, allows the detection
of the infection in an initial state and can anticipate the
timely administration of corresponding medical treatment,
thus avoiding the aggressive spread of the infection afflicting
the patient [6], [14].

Nowadays, a group of the authors of this research is adapt-
ing the software architecture built through SPIDEP to another
infectious disease such as (COVID-19) in the Republic of
Panama (funded from the National Secretariat of Science,
Technology and Innovation of Panama). The purpose of
the project is to determine and establish infection sources
(clusters) and store the data in a repository that will store the
spatial-temporal information of the infection network, which
will make it possible to study the behavior of the disease
(COVID-19) during and after the epidemic, relying on the
use of the proposed architecture linked to AT algorithms for
multivariate statistical analysis of the information collected,
whose purpose would be to generate forecast curves with
granularity at the regional level to support contingency plans
by decision-makers.

This project is being developed with funds from the
National Secretariat of Science, Technology and Innovation
of Panama (SENACYT-PANAMA).

The present article starts with a brief description of related
work, including the motivation for the SPIDEP project and
its importance within the field of telemonitoring (e-health).
We describe each component of the system in the SPIDEP
architecture. Section III presents the results of performance
tests (peak tests) at the network and hardware level. The pros
and cons of the results are evaluated in Section IV. Finally,
Section V presents the conclusions of this study, discusses its
potential, and suggests future research activities.

Il. RELATED WORK
Microservices represent arelatively new approach to software
architectural patterns [16]-[18], as they allow for the devel-
opment of applications as sets of small services that run inde-
pendently; in other words, it is not necessary to use the same
languages or development platforms [19], [20]. Furthermore,
they are interoperable with various communication protocols,
since they communicate using lightweight mechanisms such
as HTTP [21].

Some research studies have therefore suggested combin-
ing this architectural pattem (microservices) with various
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computational paradigms (cloud, fog or edge) [22], [23]
in various health scenarios, with the aim of significantly
improving the accuracy of medical diagnosis by establishing
predictions based on expert systems or other types of artificial
intelligence.

Mendes et al. [1] made use of microservices for the remote
monitoring of biometrics (blood pressure and electrocar-
diograms) and environmental data in a domestic environ-
ment specifically designed for the elderly population. They
chose this architectural pattern in conjunction with the fog
paradigm, with the aim of providing a secure and flexible
system in which each service scales independently based on
the demand for data processing and analysis.

Likewise, Grguri¢ et al. [24] presented a pilot system
called SmartHabits, based on existing IoT architecture and
microservices practices; this study focused on the provision
of an intelligent service that reassures family members that
their loved ones (elderly people) are doing well. This system
consists of three main modules: a home-sensing platform
(located within the home of an older person living alone),
the SmartHabits expert system (located in the cloud, and
designed to detect anomalous situations within the home and
to deliver notifications), and the underlying communication
structure. They focused on the aspect of flexibility in order
to meet the needs of users (interface), based on the use and
management of smart devices at home, such as smartphones,
tablets or smart TVs.

In a study by Roca et al. [25], a chatbot architec-
ture was proposed for chronic patient support based on
three pillars: scalability through microservices; standard
data exchange models through HL7 fast healthcare inter-
operability resources (FHIR); and modelling of standard
conversations using AIM. These three pillars relied on a
microservices-based logic that aimed to process user infor-
mation and perform automated tasks to provide scalability in
a healthcare chatbot ecosystem.

Semenov et al. [26] suggested a FHIR-based microservices
platform that integrated hospital information systems and
clinical decision support systems into a unified information
space using microservices. A set of separate services were
developed for the microservices platform, i.e., asynchronous
nodes distributed in groups, whose purpose was to ensure
the compatibility and interoperability of its services based
on 50,000 transactions per day with more than 400 decision
support models.

Alvarez et al. [27] applied a microservices-based architec-
ture for the implementation of a failure detection and diagno-
sis scheme for teleoperated knee rehabilitation devices via the
internet, in order to facilitate a medical development protocol
for the recovery of the patient’s mobility in the case of geo-
graphical vulnerability. They demonstrated that the proposed
architecture increased the efficiency of development, as each
component was independently designed, implemented, and
validated for heterogeneous systems.

Meanwhile, Andrikos et al. [28] developed a system that
allowed for real-time advanced teleconsultation services on
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medical imaging (radiologists). It consisted of three modules:
user access control (UAC), user management (UM) and con-
tent management (CM), based on the microservices pattern.
The focused on persistence of the data, since each service
managed its own database, using either different instances
of the same database technology or completely different
database systems.

Another approach developed by Khoonsari et al. [29]
described a workflow for the analysis of data from
metabolomics, focusing on the performance aspect. Microser-
vices were included in the development of the necessary
components in order to allow for the analysis of encapsulated
data while providing reproducible data analysis solutions
that were easy-to-run and easy to integrate on desktops
and on public and private clouds (Docker containers). Their
workflow was validated using various types of data; for
instance, two mass spectrometry, one nuclear magnetic res-
onance spectroscopy and one fluxomics study were used to
demonstrate that the method applied scaled optimally when
more computing resources became available.

The present work provides a new vision of what has
already been carried out in the aforementioned studies, since
our contribution is oriented towards the context of medical
telemonitoring focused on microservices (SPIDEP) within
the field of infectious diseases of elderly patients, with the
aim of allowing for the design, development and imple-
mentation of services based on a layered architecture in
microservices [5], [14]. The objective of this proposal is to
offer regular remote monitoring of vital signs by medical
personnel [9]. Preventive care can minimise the severity of
infectious processes, consequently reducing the resources
necessary to adequately control the problem [14].

In view of the aforementioned considerations, it is very
important to define the functionalities of the proposed soft-
ware with a focus on addressing the following needs. Firstly,
each component must have the ability to replicate to balance
the load as required. Secondly, microservices require hori-
zontal scalability, which allows for a faster and more precise
reaction to peaks in demand. Finally, it should have the ability
to cope with a large volume of medical data generated from
the integration, transfer and storage of biometric sensors in
SPIDEP.

For the reasons indicated above, versatility and high per-
formance were identified as fundamental characteristics of
the SPIDEP project. These characteristics allow the needs of
the environment of health organisations to be satisfied via
a focus on agile scaling of microservices that are heavily
used and replicating them across multiple containers without
underutilising computing resources [19], [30].

lll. OVERVIEW OF THE SPIDEP ARCHITECTURE

A. DESIGN OF THE ARCHITECTURE

In this work, we used a fusion of computational paradigms
(edge and cloud) [31], [32], based on a hybrid cloud archi-
tecture, with the aim of supporting the implementation of
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versatile high-performance applications using the microser-
vices pattern. The main arguments for this approach are as
follows:
Low-cost implementation.
Several options for developing different levels of soft-
ware quality.
Scalable and adaptable configuration of resources on
demand, since each component can be individually
duplicated.
Compatible with several smart devices and communica-
tion protocols.
Users can run their applications without requiring con-
trol by the host.
The architecture can be divided into five functional layers:
« Things layer: This interacts with the processing layer
and the network layer, to connect the hardware and
validate the signals.
Network layer: This sets up connections with each APP
for the asynchronous uploading of medical data.
Processing layer: Microservices in this layer use the
representational state transfer (REST) protocol to com-
municate with each other. Each type of device has a
different form of access to call the GET, POST, DELETE
and PUT methods. In this approach, smartphones and
tablets will enter through an API gateway, and comput-
ers will enter through user interfaces (UIs); these include
the admin UI for the administrator and the nurse/doctor
UI for the medical work unit. Each access will be asso-
ciated with several microservices.
Microservices layer: This contains microservices for the
end users, such as medical personnel and nursing home
administrative staff, with their respective profiles. Users
can look up historical records, add new biomedical data,
manage user profiles and roles, and access pre-diagnosis
services. Although each database intercommunicates via
JSON request/response HTTP, each microservice has a
unique database allowing for independent operation.
Infrastructure layer: This supports communications,
scalability, availability and data integrity for the upper
layers. It provides network, server and storage resources
for the external clients that connect with each microser-
vice [33], with the aim of achieving greater tolerance
to errors in the cloud environment, for example by
using MapReduce to manage data in distributed pro-
cessing [34] and Apache Hadoop to store the data corre-
sponding to each group of microservices within NoSQL
database storage structures (Cassandra) [35]. The infras-
tructure layer also processes complex computation tasks
from the upper layers, such as those relating to authen-
tication or interoperability, by alleviating overloaded
public or private cloud resources for other primary
functions [30], [36], running on Docker containers [37].
In addition, all the interactions between the services within
the architecture are processed by the REST API gateway,
which acts as a proxy for the microservices (single-entry
point into the platform) [38]. This allows for the management
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of other functional capabilities, such as caching, token man-
agement, and microservices monitoring [38], [39].

Likewise, the interactions of each microservice are inde-
pendent of the physical hosting, and these are either treated
individually or grouped into servers or containers [16]. It is
therefore important to consider the interaction model that will
be implemented in the application, for example for remote
procedure calls (RPCs) and event-based interactions [26],
the purpose of which is to guarantee that the architecture is
robust against failures due to continuous stress at different
layers [21], [40].

B. NEW ASPECTS OF THE ARCHITECTURE

The microservices architecture is [17], [41] is a variant of the
service-oriented architecture (SOA), both of which provide
flexible and scalable properties for execution in the cloud.
Each microservice takes on a specific role depending on
the requirements of the database [19], [42], [43]. Research
in different areas such as system quality, smart city clouds,
migration or mobile-oriented applications [41], [44] make
use of this approach. However, microservices have certain
challenges; for example, their extemal configuration,
microservice discovery, load balancing, central login/logout
and metrics or auto-scaling require attention.

The novelty of our proposal lies in the use of microservices
in clinical forecast scenarios (infectious diseases), as we
propose a continuous construction of an online database to
obtain predictive models for the detection of infectious dis-
eases in elderly patients, inspired by the SPIDEP project [13].
A recommender system [6] is also used to support remote
assistance in interpreting changes in the vital signs of insti-
tutionalised people and in triggering early alerts in the case
of possible infection.

Before considering the design of the different microser-
vices for the development of different medical platforms
(such as the SPIDEP platform) based on this architecture,
it is important to take into account the hierarchy and consol-
idation of the clinical information of the patients. This is not
only necessary for generating standard reports, but can also
influence decision making using parameterised, consistent
and verified indicators of the collected data in conjunction
with other medical information systems [25], [45], [46] that
aim to correctly filter the data to minimise false alarms by the
recommender systems.

In our case studies (SPIDEP) [9], the standardisation of the
data from different nursing homes is a fundamental process in
the development of microservice-oriented applications [14].
For this reason, unique records (unique transaction identi-
fiers) represented in EMR-JSON format were used to allow
for the use of different types of databases, depending on the
particular storage requirements, and in turn provide interop-
erability to the system (microservices layer).

It was also necessary to customise the fifth layer of the
architecture (infrastructure layer) to support a high level of
traffic of clinical data on a daily basis. As a consequence, each
microservice has a load balancer (NGINX) to reduce the load
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for remote calls and in turn to answer users’ requests from
the application [16]. We therefore use a container orchestrator
(Kubernetes) [38] with Docker containers [37].

This customisation means that the architecture is compat-
ible with various cloud computing service providers (Azure,
AWS, Google Cloud), in order to run thousands of scalable
containers regardless of the infrastructure implemented (pri-
vate, hybrid or public cloud). In this way, a massive and
balanced cluster can be implemented with Kubernetes [38],
allowing users to consistently meet the demand for e-health
services. The advantages of this management system are
numerous; for example, each component can be replicated to
achieve load balancing as required [47]; when a small func-
tionality scale is applied, the use of microservices allows the
reaction to the peak demand to be take place in real time [38];
the use of containers substantially improves autoscaling, both
in terms of the response time of applications and the manage-
ment of IT resources, which is more rapid and efficient than
in virtualised environments (VM) [38], [48]; the use of com-
ponent modularity makes the system robust to failure [40];
and finally, the decoupling provided by the microservices
facilitates its maintainability over time [49].

C. ARCHITECTURE IMPLEMENTATION
1) PLATFORM
As part of the concept of a low-cost platform, this work is
based on the proposal of a microservices architecture; this
is capable of supporting general service communication with
the central cloud environment [9], and in conjunction with
a machine learning subsystem can improve decision support
for the pre-diagnosis of infectious diseases [6]. Structurally,
the SPIDEP platform was developed using microservices
architecture (with nine separate services), in which these ser-
vices work as asynchronous nodes distributed as groups [26],
[50], [51] which communicate via the REST communication
protocol [52]. It should be noted that the breakdown of the
components into small independent services was based on our
preliminary proposal for a software architecture for SPIDEP
(with five layers), referred to here as version Beta v1 [14].

Three versions of this project were developed: version
Alpha (partial implementation of three microservices, with
instances using MariaDB) [5], version Beta v1 (implementa-
tion of five microservices with instances using a MariaDB
Galera cluster) [14], and version Beta v2 (current imple-
mentation of the new microservices architecture, with hybrid
instances in MariaDB Galera Cluster and NoSQL), with
the aims of achieving the characteristics necessary for the
implementation of versatile high-performance applications
and identifying the key services for the optimal operation
of version Beta v1. The existing components were there-
fore decomposed and restructured along with their data
[16], [18], [52].

The flow of the SPIDEP platform in relation to microser-
vices is briefly explained below:
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« The scheme in SPIDEP is made up of two end points
depending on the device (for mobiles, this is the API
gateway, and for PCs the web UI).

« The call to the different microservices corresponding

to the credentials is established (by a nurse, doctor,

IT developer or administrator).

Based on the considerations described above, microser-

vices are classified based on the common characteristics

of their operation [52], [53] into three groups [14]:

the first performs the control and management of user

accounts, roles, permissions [54] and manages the

measurements received from the biosensors [55], [56];

the second group administers the different patients, affil-

iated institutions and manages the medical data collected
by the first group 14]; and the third is responsible
for infectious disease registries. It is also responsible
for receiving notifications from the clinical decision
support system (CDSS) for the prevention, treatment and
management of the three groups of infectious diseases,
using the model detailed by Baldominos et al. [6]. The
proposed platform aims to provide new services and
functionalities for the changing needs of users, from
the standpoint of management, technology, security
and legality [57]. The implementation of the devel-
oped architecture provides an ecosystem that is scalable
according to demand; however, in order to achieve
optimal scalability, it is vital to verify the necessary
components (language, database, libraries etc.) for
each microservice and the data that will be exchanged
between them [29]. Failure to do so would increase net-
work traffic between microservices and HTTP resource

APIs (causing saturation), and the overall performance

of the application would consequently be degraded until

it collapsed [19], as shown in Fig. 1.

For the reasons mentioned above, the architecture imple-
mented in the SPIDEP project was chosen (decompose by
verb or use case) [58], because it allows for the creation
of flexible and scalable software solutions that run in the
cloud [41], [59]. However, the strengths and weaknesses of
microservices must also be considered.

The main strengths of the microservices are as follows:

« Microservices can be implemented in a given language

and can use the libraries that are best suited to provide
the functionality needed [25], [29].

« The structure of the platform allows for different types
of databases depending on the requirements 25].

« This allows for the agile scaling of individual microser-
vices, which are widely used by replication based on
several containers, without needing to replicate under-
utilised services [19].

« The automation of the infrastructure allows for a reduc-
tion in the manual effort involved in building, and for
deploying and operating microservices, thus enabling
continuous delivery [21].

However, when implementing microservices, the follow-

ing weak points or difficulties must be considered:
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FIGURE 1. General layout of the microservices applied in the SPIDEP
platform together with the notification service provided by the (DSS [6].

« This approach requires a clear overview of the data
structure and the business processes used in the organi-
sation [40].

There are several major constraints that directly
affect the performance of microservices, including the
network, the organisation of complex services, the con-
sistency of data and transaction management at
the database level, and the methods of deployment
(bare metal server, virtual machine or container).
Consequently, cloud infrastructures play a fundamental
role in the operation of microservices and their complex-
ity [16], [19], [21].
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It should be noted that the user experience in terms of
usability of the operation with the different user services
was analysed and validated by both the health personnel and
the researchers from the international consortium [9], [14].
In addition, the execution and performance of the platform
developed in SPIDEP project were shown to meet established
standards through various performance tests (spike tests) for
each service [42], [59].

2) WORKFLOW FOR THE AUTOMATION OF MICROSERVICES
ON THE SPIDEP PLATFORM

Each task involved in an assisted clinical diagnosis in the field
of infectious diseases of elderly patients has its own associ-
ated microservice. This design allows for the incorporation of
new features or the integration of new components developed
by third parties.

It is therefore important to define the workflow of the
automation for the integration and continuous deployment
of services on the SPIDEP platform. This workflow is used
by cross-team (typically small groups of six to eight people
[60], [61]) for the microservices development process, with
the objective of reducing the time between the acceptance of
a change into the system and putting it into production [62].

Based on previous research, a proposal was prepared for
the automation workflow and was applied to the SPIDEP
platform [38], [39], [58], [62]. Fig. 2 shows how this was
achieved.

Code Reponitory Dacher Containers
(Test Enveormmont)

® 5

i

Software Anatysia & Teating

Froverd
[rm—
erl
—gocker|
" Proactin Emtonmant
ﬂ(} 5‘ Guality Assarance

Dockartie ‘

FIGURE 2. F k for the
services on the SPIDEP platform.

An overview of the proposal is given below.

« Cross-team project: This is responsible for the develop-
ment, implementation and supervision of the assigned
service [63]. It allows for the improvement of health ser-
vices based on three important characteristics: (i) man-
agement, which allows for the creation of personalised
interfaces for different groups of users (decision
makers, administrators or citizens), according to
the requirements and the administrator’s credentials;
(ii) interoperability, which supports the development of
APIs for interconnection with third-party applications
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or other medical systems; and (iii) versatility, which
gives developers the freedom to choose the information
technologies (languages, databases, libraries and others)
based on which their services will be developed.
Service: Each team, if required, has the autonomy to
decide which is the best technology for the development
of their service in order to meet the requirements [63].
The SPIDEP microservices were developed in two pro-
gramming languages, PHP and Python. The microser-
vices developed in PHP use the Laravel framework,
while the those developed in Python use the Django
framework. It should be noted that all microservices
developed in SPIDEP have an asynchronous HTTPS
server based on TLS for client authentication [25], [54],
and the databases applied to each one were SQL
(MariaDB) and NoSQL (Cassandra or MongoDB).
As a complement to this microservices-based architec-
ture, we use the “service instance per container” and
“‘database per service” implementation patterns [64].
Code repository: A Git repository is used to maintain
version control of the code from the development stream
of each service [29], [65].

Software analysis and testing: The source code is
reviewed to ensure that it meets the required standard
and unit tests are performed on each component [62].
Docker containers (test environment): The tools neces-
sary to run the software are encapsulated inside a test
container (Ubuntu server 18.04 LTS, 1 core, 1.5 GB
RAM). These containers must meet preliminary test
criteria defined by the developers [65], [66], and are
then published on the Docker Hub (private repository)
for download and used in SPIDEP in the testing
environment.

Quality assurance (QA): Functional tests, load tests and
performance tests are carried out to ensure the quality of
the microservice [59], [62].

Docker containers (production environment): If the
microservices pass all the tests defined at the QA
stage, the container is deployed to a production
instance (Ubuntu server 18.04 LTS 1~2 Core, 3~4 GB
RAM) [38][49]. Otherwise, it will be necessary to debug
the code and repeat the QA tests. The container is then
published to a private repository in the Docker Hub.
Performed post-production: Additional tests (spike
tests) are run to ensure that the new version works
properly in the production container [16], [59], [62].
Azure Kubernetes service (AKS) — Kubernetes is used
for container orchestration [38], [67], as it allows
for initialisation, scaling of container-based jobs, ser-
vice exposure, and rescheduling of failed jobs and
long-running services [29]. We chose Kubernetes rather
than other orchestrators (e.g. Swarm) because it is
more widely used in production environments (e.g.
Azure) and because of its great versatility in container
management [37].
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IV. VALIDATION OF RESULTS

It was necessary to evaluate the performance of the microser-
vices developed for the SPIDEP project through an analysis
of the proposal. We therefore used performance tests (spike
tests) and obtained quantitative values that could be used to
measure the overall performance of the application and its
interaction with end users. [16], [42], [59], [68], [69].

For this purpose, we used two AKS-controlled testing
environments consisting of nine Docker instances (Ubuntu
Server 18.04 LTS, 1 Core, 3 GB RAM, and no replicas) [14].
Likewise, six SQL instances of a MariaDB Galera cluster and
three NoSQL instances were used. The second AKS group
used a traditional SQL instance of MariaDB, with the aim of
identifying an operational profile needed to host the microser-
vices on SPIDEP in order to maximise the overall perfor-
mance of the application and its analysis. In addition, we used
Apache as an endpoint and NGINX as a load balancer for
the implementation. Various user requests are first received
by NGINX, and it sends these requests to the corresponding
microservices to append to the requested URL

To carry out the tests, scripts with random variables
developed in Apache JMeter (5.2.1) were used to measure the
load of virtual users and the performance behaviour of each
microservice, together with BlazeMeter servers (US East
[Virginia, Google] and EU West [Frankfurt, Google])
in order to generate the workload of the microservices
[14], [19]. [59].

The default scenario involved accessing the user login
(without administrator privileges) and randomly executing a
specific instruction for each service (AH), except for Service I
(ninth), since this is at an experimental stage of integration
with the CDSS [6].

It should be noted that SPIDEP has a medical data set
of 6,920 records, and the objective was to generate a workload
that drastically increased (10 in 10 active users every five
minutes) to emulate a specific number of concurrent user
sessions (50 virtual users) according to the specifications of
the container (one core, 3 GB RAM).

As a follow-up to this activity, two AKS environments for
implementing microservices were used to perform the tests
and compare the results. The first environment was based
on the implementation of new services with hybrid instances
in MariaDB Galera Cluster and NoSQL (SPIDEPMS- T1-
HB), while the second was based on the implementation of
nine services with a traditional SQL instance of MariaDB
(SPIDEPMS-T2-SQL).

We ran the load tests for 20 minutes, with the first test of 50
virtual users on a server located in the USA (NA-Virginia),
and the second on a server located in Europe (EU-Frankfurt),
since different nursing homes are located on these continents.

To evaluate the performance of the SPIDEP microser-
vices, the results were captured using tabular output reports
that were generated after the load tests; these are shown
in Tables 1 and 2, which are divided into nine labels (all of
the microservices executed [A-H & ALLY]).
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TABLE 1. Load testing report for SPIDEPMS-T1-HB (time measurements are averages in ms). Each report contains several important values: number of

samples, average response time, number of req p (Ims per

d), 90th percentile, 95th percentile, 99th percentile, number and

percentage of failed requests, average latency time, and server region.

Label Samples  Avg. response Avg. 90% 95% 99% Error count and Avg. Server location
time hits/s line line line percentage latency

S-A 2519 1719.470 2.099 2911.000  3119.000  4255.000 0 (0%) 344.504 EU (Germany)
S-B 2512 2112.240 2.099 3615.000  3919.000  4415.000 0 (0%) 358.094 EU (Germany)
S-C 2503 1571.982 2.091 2687.000  2895.000  3199.000 0 (0%) 1548311 EU (Germany)
S-D 2501 1551.390 2.089 2623.000  2831.000  3119.000 0 (0%) 1529.879 EU (Germany)
S-E 2497 1600.614 2.086 2703.000  2911.000  3199.000 0 (0%) 1577.792 EU (Germany)
S-F 2492 2094.693 2.084 3583.000  3823.000  4191.000 1(0.04%) 350.259 EU (Germany)
S-G 2483 2105.772 2.076 3615.000  3839.000  4223.000 0 (0%) 340.979 EU (Germany)
S-H 2478 1678.029 2.074 2879.000  3103.000  3487.000 0 (0%) 1654.399 EU (Germany)
ALL 19985 1804.073 16,654 3119.000  3503.000 _ 4095.000 1(0.05%) 962.057 EU (Germany)
S-A 2404 1854.294 2.007 2895.000  3119.000  4511.000 0 (0%) 479.283 NA (United States)
S-B 2402 2180.154 2.007 3583.000  3807.000  4255.000 0 (0%) 415.681 NA (United States)
S-C 2397 1671.887 2.003 2703.000  2863.000  3215.000 0 (0%) 1586.900 NA (United States)
S-D 2392 1630.239 2.000 2623.000  2815.000  3183.000 0 (0%) 1545.402 NA (United States)
S-E 2386 1669.814 1.997 2703.000  2879.000  3215.000 0 (0%) 1584.658 NA (United States)
S-F 2383 2167.050 1.994 3519.000  3791.000  4127.000 0 (0%) 428.285 NA (United States)
S-G 2371 2186.528 1.986 3519.000  3775.000  4191.000 0 (0%) 443.802 NA (United States)
S-H 2362 1743.218 1.980 2831.000 3039.000  3423.000 0 (0%) 1658.582 NA (United States)
ALL 19097 1887.766 15.914 3103.000  3439.000  4063.000 0 (0%) 1016.982 NA (United States)

'I'ABLE 2. Load !estmg reporl for SPIDEPMS-TZ SQL (time measurements are averages in ms). Each
of

report contains several important values: number of

P q processed (hits per second), 90th percentile, 95th percentile, 99th percentile, number and
[ ge of failed re q ge latency time, and server region.
Label Samples  Avg. response Avg. 90% 95% 99% line Error count and Avg. Server location
time hits/s line line percentage latency

S-A 7676 527.286 6.397 639.000  795.000  2143.000 7636 (99.5%) 464.612 EU (Germany)
S-B 7671 489.840 6.446 615.000  723.000 2175.000 7630 (99.5%) 418.627 EU (Germany)
S-C 7665 673.494 6.512 611.000  719.000  10495.000 7445 (97.1%) 673.138 EU (Germany)
S-D 7657 709.801 6.567 611.000  747.000  10367.000 7403 (96.7%) 709.383 EU (Germany)
S-E 7648 680.486 6.622 615.000  715.000  10559.000 7425 (97.1%) 679.954 EU (Germany)
S-F 7642 489.999 6.680 607.000  711.000  2159.000 7605 (99.5%) 421.735 EU (Germany)
S-G 7635 473.286 6.757 607.000  719.000  2111.000 7605 (99.6%) 413.221 EU (Germany)
S-H 7632 669.365 6.826 611.000  711.000  11071.000 7431 (97.4%) 668.887 EU (Germany)
ALL 61226 589.164 51.022 615.000  727.000 10431000 60180 (98.3%) 556.149 EU (Germany)
S-A 6131 644.917 5.109 571.000  915.000  4191.000 6082 (99.2%) 559.790 NA (United States)
S-B 6125 616.532 5.147 543.000  715.000  2159.000 6083 (99.3%) 525.174 NA (United States)
S-C 6122 891.623 5.201 547.000  715.000  10623.000 5876 (96.0%) 888.171 NA (United States)
S-D 6111 802.986 5.241 535.000  675.000  10431.000 5915 (96.8%) 800.232 NA (United States)
S-E 6106 861.751 5.282 539.000  703.000  10687.000 5886 (96.4%) 857.184 NA (United States)
S-F 6096 629.875 5.324 547.000  735.000  5215.000 6052 (99.3%) 533.966 NA (United States)
S-G 6092 606.190 5.377 543.000  699.000  2207.000 6055 (99.4%) 524.718 NA (United States)
S-H 6090 846.392 5.438 543.000  683.000  11327.000 5885 (96.6%) 842.092 NA (United States)
ALL 48873 737.500 40.728 543.000 711000 10687.000 47834 (97.9%) 691.374 NA (United States)

To determine the versatility and robust architecture we
have analyzed the global behaviors of the microservices in
a real environment of constant and gradual stress, as shown
in Figs. 3 and 4. The first scenario (SPIDEPMS-T1-HB)
showed that the average response time and the performance
statistics (request/hits per second, 90th percentile and 95th
percentile), correspond to the established acceptance crite-
ria (5,000 ms): that is, keeping up with the behavior of
the identified parameters we can appreciate that the trend
increases in a constant and controlled way, according to the
amount of active users per second consulting simultaneously
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the microservices from different regions (United States and
Germany) according to the specifications of the container
(one core, 3 GB RAM). Meanwhile, the second scenario
(SPIDEPMS-T2SQL) showed a chaotic and irregular behav-
ior up to the point of total collapse of SPIDEP Platform.
Several stress simulations were also carried out on the
infrastructure hosting SPIDEP, with the aim of exposing the
problems that may arise on the platform. Regarding CPU
performance, memory, network I/0 and connections (Engine
Health - BlazeMeter) [70], we analyzed whether the SPIDEP
infrastructure itself is capable of supporting the bottlenecks
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or errors that occur due to demand:; however, the only com- V. DISCUSSION

ponent that differs in each application is the bandwidth traffic To carry out the analysis of the data obtained from the previ-
(network 1/0), as shown in Figs. 5 and 6. ous section (validation of results), we based ourselves on the
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case studies of the Francisco de Vitoria and Cisneros nursing

home in Spain and Carls George and Ntra. Sra del Carmen

medical elderly care institution at Dominican Republic, who study) [6], [9].
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generously collaborated with their work to obtain the clinical
and physiological data of the residents (6,920 records for this
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This study was carried out with the objective of evaluat-
ing the performance and the analysis of each microservice
applied to the SPIDEP project within the context of e-health,
and for which we analysed, identified and described the main
tasks adopted for the design and use of the proposals to
perform this work [14].

There are several significant findings from this study.
Firstly, it is important to consider acceptance criteria such
as the average response time of requests, 90th percentile
and their relationship to the percentage of failed requests.
The following criteria were established based on various
research studies [19], [69], [71]. Criterion A: an acceptable
limit for the average response times of the queries and the
90th percentile was 5,000 ms (5 s); criterion B: the acceptable
limit for the percentage of failed requests was 5%. Based
on these established limits for each test output, any value
exceeding these limits was considered to show unacceptable
performance.

In view of the above, it can be deduced from Table 1
(SPIDEPMS-T 1-HB) that the tests with 50 users were accept-
able, since they met the two defined criteria. However, it can
be observed from the results in Table 2 (SPIDEPMS-T2-
SQL) that the performance is not acceptable: although the
results obtained from tests (EU and NA) under criterion A
met the established limits, criterion B (percentage of failed
requests) was not met, as itexceeded 5%. Since one of the two
criteria was not met, the scenario is considered unacceptable.

Regarding the second finding, it is important to note that
we observed that microservices created without taking into
account the weaknesses of this technology mentioned above,
for instance without considering the effects on performance
of breaking down an application into multiple services, not
contemplate the correct data segmentation (single instance)
or not enable a cloud infrastructure for the operation of
microservices [19], [72], [73]. Due to the increase in net-
work traffic between microservices and HTTP resource APIs,
there appears to be an inherent negative correlation between
increased latency and an overall degradation in the perfor-
mance of the application until collapse is seen.

Additionally, in the third finding, confirmed that the man-
ually created microservices (unsupervised) based on single
traditional SQL or software engineering principles do not
always yield better performance compared to the monolithic
implementation [19], as shown in Fig. 4. In conclusion,
to guarantee the versatility and robustness of the archi-
tecture, three aspects are important to take into account:
(i) scalability, microservices can be scaled individually when
running a heavy workload just by replicating them on
several containers without and not replicating the others
underutilized (maximize the performance with minimal cost)
[19], [74]; (ii) communication in a microservice, is impor-
tant establishing simple communication protocol like http,
http-rest “request/response” (synchronous protocol) or mqtt
“publish/subscribe” (asynchronous protocol), depending on
needs [67]; (iii) fine-grained microservices, it is funda-
mental to decompose each service focused on a specific
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function and of limited influence, according to the estab-
lished requirements [75]; otherwise, this architecture suffers
from a high level of abstraction and coordination among the
teams [67], [76].

In terms of the fourth finding, both tests (SPIDEPMS-
T1-HB and SPIDEPMS-T2-SQL) met the performance cri-
teria for infrastructure (CPU and RAM) under demand
from 50 users, since the CPU values were lower than 80%
(15% ~ 35%) and memory levels were less than 70%
(10% ~ 20%), as shown in Figs. 5 and 6. However, the net-
work I/0 value for SPIDEPMS-T2-SQL showed that there
was saturation in the bandwidth traffic between the services
and the traditional SQL instance (a single database for all
services). Consequently, there was a high possibility of packet
loss between services and data (communication). Due to this
last factor, a high percentage of failed requests occurred,
as shown in Fig. 6.

VI. CONCLUSIONS AND FUTURE WORK

This work has analysed, described and justified all the steps
involved in the design, development and implementation of
the e-health services that make up the SPIDEP project plat-
form. This platform is based on a five-tier architecture using
microservices. The objective of the platform is to create a
framework based on the use of new ICT to support the early
diagnosis of infectious diseases with the added benefits of
increasing the level of service in medical care and reductions
in cost.

The proposed e-health system is also suitable for dis-
tributed computing and for the use of big data and NoSQL
structures that allow for the immediate application of machine
learning and AT algorithms to discover hidden patterns in the
health data of this population. Above all, however, the key
innovation that brings telemonitoring system is the possibil-
ity of obtaining the medical information necessary to build
analytical and predictive e-health models.

In addition, this proposal paves the way for future research
for the design of services, based on the proposed workflow
for automation, integration and continuous deployment of
services, with the aim of achieving greater performance in
terms of organisation and patient care.

The work done here is currently being expanded by explor-
ing the possibility of further optimising the performance of
SPIDEP by implementing microservices in other program-
ming language environments (paradigms), or by integrating
Kafka or another platform for event-driven management
within Kubernetes, in order to allow for comparisons between
versions. In addition, integration tests (SPIDEP-CDSS) have
been planned with various practical studies (real data from a
patient group) of the ninth service (Service I) since this work
is currently at the experimental stage.

Another possible area of future research would be to
incorporate the perspective of data mining by developing
microservices adapted to machine learning (e.g., algorithms
for early prediction of COVID-19 [77]), with the aim of iden-
tifying patterns in COVID-19 behavior; however, it would
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be necessary to provide sufficient time-space series data to
begin training the required algorithms [78]. For this reason,
the research group is currently implementing a national
geolocalized repository containing health and referral data of
patients infected during the COVID-19 epidemic in Panama
(proposed case study), funded by the National Secretariat of
Science, Technology and Innovation of Panama (SENACYT-
PANAMA).

In this sense, these data collected by the regional repos-
itory will provide various demographic variables that affect
the rate of spread, such as: blocking variables, variability
in infected populations, socioeconomic information and oth-
ers [79], [80]. The georeferenced results of these analyses
represent novel microservices for evaluating the development
of the disease over time, considering demographic data and
implementing effective measures to contain the spread of
future epidemiological events such as social distancing and
health fences, among others [80].

Further researches are needed to obtain sufficient results
that can demonstrate the robustness of the proposed architec-
ture in terms of the adaptations of the microservices to iden-
tify patterns of COVID-19 behavior or other epidemiological
events.
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2.3 Articulo 3: “Evaluating Service-Oriented and Microservice
Architecture Patterns to Deploy eHealth Applications in Cloud
Computing Environment”

2.3.1 Resumen del articulo

En este articulo propone un nuevo marco de trabajo para la concepcion de una
plataforma eHealth centrada en los entornos de computacion en la nube, ya que
los enfoques actuales y emergentes con respecto al desarrollo de sistemas de
recomendacion basados en la telemonitorizacidn y el acceso a la historia digital
clinica demuestran cada vez mas su potencial para mantener la calidad de las
prestaciones en los servicios de atencidn médica, principalmente en el
diagnostico clinico asistido dentro del campo de las enfermedades infecciosas y
el empeoramiento en patologias cronicas. Teniendo en cuenta lo anterior, nuestro
objetivo es evaluar y contrastar el rendimiento de los diferentes patrones
arquitectdnicos mas utilizados para la creacion de aplicaciones eHealth (Service-
Oriented Architectures “SOA” o Microservices Architecture “MSA”), tomando
como referencia los valores cuantitativos obtenidos de las diversas pruebas de
rendimiento y a su capacidad de adaptarse a las caracteristicas de softwares
requeridas. Por ello, fue necesario la bifurcacién de nuestra plataforma, ajustada
a dos variantes arquitecténicas (SOA & MSA). Como seguimiento de esta
actividad, se realizaron las pruebas correspondientes, las cuales arrojaron que la
variante MSA demuestra un mejor funcionamiento en cuanto al rendimiento y al
tiempo de respuesta comparado a la variante SOA; sin embargo, el consumo de
ancho de banda en MSA fue mas significativo que SOA, y la escalabilidad en SOA
generalmente no es posible o requiere mucho trabajo para lograrlo. En
conclusién, consideramos que la implementacion de SOA y MSA depende de la
naturaleza y las necesidades de las organizaciones (i.e., rendimiento,
disponibilidad o interoperabilidad) [56].

2.3.2 Conclusiones del articulo

En este articulo, se ha descrito la metodologia y desarrollos involucrados en el
disefio, implementacién y despliegue de la plataforma SPIDEP y sus variantes
basadas en los patrones arquitectonicos SOA y MSA de una plataforma de eHealth
desarrollada y orientada a la telemonitorizacion remota de personas mayores;
por consiguiente, era necesario evaluar cudles de las variantes de SPIDEP se
adaptan mejor a nuestro concepto de versatilidad de alto rendimiento,
considerando las fortalezas y debilidades de cada arquitectura y como se
comportan en un escenario de alta demanda. Como resultado, se ha analizado y
contrastado el rendimiento de cada variante frente a las métricas obtenidas en
las distintas pruebas de rendimiento (es decir, tiempo de respuesta, uso eficiente
de la infraestructura y consumo de red), lo que nos ha permitido constatar que
MSA presenta un mejor rendimiento en cuanto al atributo de calidad de
rendimiento (aproximadamente un 54,21%). Del mismo modo, al procesar
multiples solicitudes de varios servicios, el tiempo de respuesta fue inferior en
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comparacion con SOA (aproximadamente un 7,34%), pero el consumo de ancho
de banda en MSA fue mas significativo que en SOA (aproximadamente un
73,80%). Por lo tanto, dentro del contexto de la eHealth y en base a los
resultados obtenidos, observamos que MSA es capaz de satisfacer la mayoria de
las necesidades de apoyo a la toma de decisiones médicas y es adaptable a
diferentes tipos de sistemas clinicos (p. ej. EHR, IoHT o sistemas de
telemonitorizacion) y a diversas soluciones de infraestructura (p. €j. residencias
de ancianos, hospitales y gestion de la salud publica); sin embargo, esto conlleva
muchos retos y se requiere de un solido flujograma de para el disefos de cada
servicios que conforman el ecosistema. Cabe destacar, que los patrones
arquitectdnicos SOA y MSA pueden considerarse aliados complementarios para
una arquitectura interempresarial que confiera un conjunto de servicios
diferentes, en lugar de ser competidores, es decir, combinar los atributos SOA y
MSA dentro de un entorno.

2.3.3 Contribuciones del articulo a la comunidad cientifica

El tercer articulo aporta una rigurosa comparativa entre los diferentes patrones
arquitecténicos  (Service-Oriented Architectures “SOA” y Microservices
Architecture "MSA"), tomando como referencia las fortalezas y las debilidades de
cada arquitectura basandose en calidad del servicio y sus correspondientes
métricas, segun nuestras necesidades en el desarrollo de aplicaciones versatiles
de alto rendimiento mas acorde al contexto eHealth. Por ello, ha sido necesario
ramificar la plataforma SPIDEP en dos variantes, siguiendo con los lineamientos
de cada patrdén arquitectonico llevada directamente por el tesista tanto en la fase
de disefio, implementacion y despliegue de la plataforma SPIDEP para analizar
cual de las variantes cumplen optimamente con las especificaciones planteadas;
mientras que, los autores se encargaron en las adaptaciones de los clasificadores
para cada variante y en la validacién de las inferencias.

A diferencia de los dos articulos anteriores, este articulo se evalud y contrastd el
rendimiento de las variantes SPIDEP mediante valores cuantitativos obtenidos de
las diversas pruebas de rendimiento y a su capacidad de adaptarse a las
caracteristicas de softwares. En general, estos resultados indican dos importantes
aportaciones: (i) proporcionar una visién general de las diferencias entre SOA y
MSA vy (ii) identificar las implicaciones del disefio, implementacién y despliegue
de plataformas orientadas a SOA y MSA [56].

Por lo tanto, con este trabajo se propone un ecosistema intergeneracional para
SOA-MSA, con el objetivo de desarrollar una base para la integracion e
interconexion de las diferentes aplicaciones de eHealth involucradas en las
organizaciones médicas en conjuncién con microservicios adaptados a sistemas
de inferencia basados en inteligencia artificial para realizar tareas especializadas
de soporte a la toma de decisiones en la prevencidn, monitorizacion y tratamiento
de diversas afecciones.
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Abstract: This article proposes a new framework for a Cloud-based eHealth platform concept focused
on Cloud computing environments, since current and emerging approaches using digital clinical
history increasingly demonstrate their potential in maintaining the quality of the benefits in medical
care services, especially in computer-assisted clinical diagnosis within the field of infectious diseases
and due to the worsening of chronic pathologies. Our objective is to evaluate and contrast the
performance of the architectural patterns most commonly used for developing eHealth applications
(i.e., service-oriented architecture (SOA) and microservices architecture (MSA)), using as reference
the quantitative values obtained from the various performance tests and their ability to adapt to the
required software attribute (i.e., versatile high-performance). Therefore, it was necessary to modify
our platform to fit two architectural variants. As a follow-up to this activity, corresponding tests were
performed that showed that the MSA variant functions better in terms of performance and response
time compared to the SOA variant; however, it consumed significantly more bandwidth than SOA,
and scalability in SOA is generally not possible or requires significant effort to be achieved. We
conclude that the implementation of SOA and MSA depends on the nature and needs of organizations
(e.g., performance or interoperability).

Keywords: cloud computing; eHealth; elderly people; infectious diseases; MSA; SOA; telemonitoring;
versatile high-performance

1. Introduction

Recent developments in the field of Cloud computing have stimulated the need to
create new software solutions for the monitoring, management and optimization of an
organization’s services, in which developers build an application and are not concerned
about the underlying infrastructure. For this reason, several authors have proposed
different software solutions, such as infrastructure as a service (IaaS), platform as a service
(PaaS), software as a service (SaaS) and function as a service (FaaS), focused on the intensive
processing of data from different sources (e.g., Internet of Things (IoT) devices, data
repositories or other sources) that will be consumed by the services to offer users different
business-specific functionalities [1-5].
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Within this context, the eHealth field is an area that is becoming increasingly im-
portant in public health policies because health care delivery systems (e.g., public health
management or electronic health records (EHR)) are constantly evolving towards more
patient-centered customized services and digital transformation (e.g., eGovernment) [6,7],
which, based on data collected by the eHealth systems in conjunction with the recom-
mender systems, can accelerate and drive decision making [8].

Considering the above, we have identified a growing concern regarding the increase in
the aging population in our society. In Europe, the expected growth of the population over
65 will be 74% by 2060 [9-11], while in North America, it will be 20% by 2050 [12-14]. This
trend places a serious burden on the public health system, since this group of people have
high age-related comorbidity (e.g., degeneration in physiology and the abilities of memory,
vision and decision), consuming extensive resources of both primary and specialized
care [9,15], and consequently, it is more difficult for the elderly to adapt within society.

Telemonitoring systems are very popular today, since these systems are primarily
based on the remote analysis of biometric data or daily activities, stemming from either
alow availability of medical centers or mobility complications of people. These systems
require the use of the Internet of Healthcare Things (IoHT) such as body sensors, bed
sensors and smart watches for the collection and monitoring of people through their data,
which allows the detection of anomalies in the vital signs of the elderly, and thus alerting
medical personnel to these problems [16-19]. In addition, telemonitoring is an effective low-
cost means for periodic health exams or preventive treatments in nursing homes [13,20].

Based on the ideas presented and the use of telemonitoring, we have focused on the
design, development and implementation of a platform aimed at detection and clinical
diagnosis assisted by a recommender system based on artificial intelligence (Al) algorithms
within the field of infectious diseases for the elderly population living in nursing homes.
It should be noted that this article is part of an extensive study in the field of infectious
diseases focused on the three target groups of acute respiratory infections, urinary tract
infections and skin and soft tissue infections. However, the article presented here is based
in part on several previous studies by the partners of the Design and implementation of
a low-cost intelligent system for the prediagnosis and telecare of infectious diseases in
elderly people (SPIDEP) [21-25].

Another priority task in the concept of a platform targeted for Cloud computing
environments is to define the architectural pattern to be implemented in the platform (e.g.,
service-oriented architectures (SOA) or microservices architecture (MSA)), which should
be based on the needs (e.g., agility, maintainability or high-performance) and the nature of
the organization (e.g., eHealth, transport, energy or supply chain management) [7,26-29].

For these reasons, this article describes the work done to evaluate and contrast which
of the architectural patterns (SOA or MSA) is more consistent with the attributes of software
focused on versatile high-performance within the eHealth context [21], while considering
the strengths and weaknesses of each architecture based on quality of service (QoS) and its
corresponding metrics. Therefore, it has been necessary to modify the SPIDEP platform
into two variants following the guidelines of each architectural pattern, which allows us to
analyze which of the variants optimally meet the proposed specifications.

However, the contributions of this article are: (i) to provide an overview of the differ-
ences between SOA and MSA; (ii) to identify the implications of designing, implementing
and deploying SOA and MSA oriented platforms; (iii) to measure the performance of SOA
and MSA variants, taking as reference the quantitative values obtained from experiments,
and to contrast these obtained results with respect to existing research results. Neverthe-
less, the SOA and MSA architectural patterns can be considered complementary allies for
an interenterprise architecture that confers a suite of different services rather than being
competitors; therefore, it is expected that this future architecture will allow the integration
and interconnection of different eHealth applications along with microservices adapted
to machine learning for various medical scenarios (e.g., a patient monitoring system for
hemodialysis or early forecasting of COVID-19).
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This article is organized as follows: Section 2 presents a brief description of the related
works, including the motivation for the SPIDEP project and its importance in the field of
eHealth. Section 3 details the case study applied in SPIDEP, which is a project aimed at tele-
monitoring in nursing homes. Section 4 describes in detail the architectural models applied
in the designs of the SPIDEP platforms and the technologies implemented. Section 5 shows
the results of the spike testing based on the three categories of response time, efficient use
of infrastructure and network consumption. The benefits and disadvantages of the results
are evaluated in Section 6. Finally, Section 7 provides the conclusions of this study, analyzes
its potential and suggests future research activities.

2. Background and Related Work

Currently, there is a growing interest in the use of archetypes for the development
of various eHealth applications to represent the structure of clinical information and
its specifications within a platform [30-32]; examples include traditional information
systems, clinical decision support systems, platforms oriented to the HL7-FHIR protocol or
telemonitoring systems, whose purpose is to significantly improve the accuracy of medical
diagnosis by establishing expert systems-based prediction approaches or other means of
artificial intelligence.

This interest is why we have performed a brief review of the various existing projects
that show different analyses, applications and research conducted in this field; however,
classifying these projects according to the architectural pattern implemented (i.e., SOA
or MSA) was needed since it is necessary to analyze how SOA and MSA influence the
development, integration and deployments of eHealth applications and how these patterns
adopt principles or practices to address the software requirements.

2.1. Service-Oriented Architecture (SOA)

According to the norms and standards of service-oriented quality [33,34], SOA was
one of the most used software architectural approaches in the early 2000s; it was used
for the design and development of applications as services. This architecture aims to
provide uniformity in the design, implementation and invoking of services required to
meet the desired needs of the application [35]; that is, any process, subprocess or logic of
an organization can be encapsulated in services [36].

As can be inferred, SOA is a business-focused information technology (IT) architecture
that is supported by the integration of services. Consequently, all the services designed
in SOA must comply with the following three fundamental software attributes [37,38]:
First, each developed component must have the ability to be reused within the application
(reusability). Second, the components must be able to communicate with each other or
with other external applications (interoperability). Third, the application must allow the
ability to adapt to future needs or objectives of the organization (extensibility).

As a follow-up to this activity, several research projects that propose the combined use
of this architectural pattern with several software attributes will be outlined below, focused
on various eHealth scenarios.

For example, Gavrilov et al. [38] propose a novel conceptual model of EHR focused
on the aspect of cross-border interoperability [39], whose objective is to meet the needs of
interconnectivity between the different eHealth systems of Macedonia, under the specifica-
tions of the European Patients Smart Open Services project [40,41]. Thus, the authors chose
to combine the SOA architectural pattern with the use of the data warehouse (DW) and the
following three technologies oriented to an extract, transform and load (ETL) process: the
interface description (using Web services description language (WSDL) documents), the
communication protocol simple object access protocol (SOAP) (using extensible markup
language (XML)) and universal description, discovery and integration (UDDI) repositories
(allowing users to find services) [38]. They have shown that the proposed model achieves
a successful data exchange between the various platforms tested. Additionally, this model
allows the classification and indexing of the data, which allows SOA to be able to commu-
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nicate with different applications other than the predefined DW because each healthcare
system is designed, implemented and validated by the HL? fast healthcare interoperability
resources (FHIR) protocol.

Likewise, Amin et al. [39] propose building a framework for the exchange of in-
formation among the eHealth systems of Indonesia, whose purpose is to integrate and
synchronize data from different (heterogeneous) platforms through web interoperability.
This framework was designed under the concept of service-oriented analysis and design
(SOAD) [42,43], which is composed of the three main phases of the conceptual view (CV),
which illustrates to those involved all the activities that encompass the workflow of the
organization; the logical view (LV), which encapsulates all the logic identified by the CV in
various software services; and the physical view (PV), which implements the different web
layers, including the presentation, application service, domain model and data access lay-
ers. The three previous phases focus on a logic based on SOA, whose objective is to process
all user information and exchange data among platforms using the RESTful protocol [44].
They validated their framework by successfully relating eHealth systems and integrated
entities and the exchange of data and information in the form of an interoperability matrix
(IM), so that organizations can use this matrix as a point of reference for adaptation.

Hameedet et al. [45] present a framework oriented to the real-time monitoring of the
vital signs of patients (e.g., electrocardiogram, body temperature, pulse rate and oxygen in
blood); their framework consists of the combined use of the SOA architecture, rich Internet
application and the IoT (Arduino and eHealth sensor shield) [46]. This combined use is
necessary because the framework requires the ability to communicate between services
and their sensors and to make associations between different medical administrations
(e.g., clinics or medical centers); therefore, the implementation of the REST protocol was
required to comply with this aspect [47]. They have shown that the proposed framework
increases the efficiency of data collection because each service is designed, implemented
and validated in an automated manner for the monitoring of a large number of patients.

Silva et al. [48] develop a pilot system called the mHealth application, based on existing
practices of IoT and the SOA architecture, focused on telemonitoring of patients. The main
objective of this system is to optimize the follow-up services and treatment of arrhythmias
or other heart conditions of the patients remotely, which provides coverage to rural or
difficult to access areas. This system consists of the four main modules of the monitoring
process and patient electronics (main component of the application), body sensor (cardiac
arrhythmia detection), caching mechanisms (temporarily stores data in case of network
unavailability) and an alert messaging system (sends a warning to health care professionals
if an anomaly is detected). They validated their system using a performance assessment
and quality of experience (QoE); their results demonstrated a significant improvement in
medical care and assistance to patients. In addition, an unexpected result was that the
management of medications was more accurate, efficient and less costly for the medical
institution.

2.2. Microservice Architecture (MSA)

Currently, there is a growing interest in MSA in both the industrial and research sectors
due to its various advantages, including flexibility, agility, infrastructure automation and
loose coupling [49-51]. MSA is considered a more refined and simplified version of
SOA [33,52], since this architecture responds to the needs of scalability of applications by
segmenting the logic of an organization into a series of separate services that are executed
as independent processes; that is, it is not necessary to use the same languages, databases
or development platforms [21,53,54]. In addition, MSA inherits from SOA the concept of
interoperability through the implementation of lightweight mechanisms such as HTTP-
based API and others [39,50,55].

Many organizations have recognized the benefits in the migration of their legacy
software to microservices-based solutions to enable their applications to evolve, rather than
acquiring new third-party software [52,54]. However, performing this process (known as
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granularity) requires using a pathway or model that can successfully migrate the appli-
cation; consequently, this factor depends on the use of design patterns (e.g., decompose
by business, by verb or use case, by subdomain or by nouns or resources) and how the
performance stability of the services is affected [50,51,53,56].

A description of the most significant studies of the new MSA solutions within the
eHealth domain is necessary.

Carranza-Garcia et al. [57] present two technological solutions based on MSA (i.e.,
cognitive training “VIRTRAEL” and frailty prevention “PREFRA”). These solutions aim to
integrate the different age-related aspects from the cognitive, physical and social levels;
therefore, when addressing these factors, more complete and reliable assessments of the
elderly are obtained. However, to achieve this objective, the systems must have the four
essential software attributes of reusability, extensibility, interoperability and composition,
since these are required for the design, development and implementation of more complex
functionalities that make use of different recent technologies (e.g., web or mobile). They
have shown that the proposed technologies are a viable solution aimed at meeting the
required quality attributes.

Garcia-Moreno et al. [58] develop an MSA-based system that collects sensory data
of the elderly in their daily activities (e.g., toilet hygiene or functional mobility); these
data include not only a physical dimension but also cognitive and social dimensions. This
system is supported by using IoT (i.e., wearable devices), which are used by microservices
focused on the collection, analysis and interpretation of data. In addition, this system is
supported by several machine learning algorithms (e.g., KNN, RF or NB) to build more
accurate models for detecting anomalies in people [59].

Jarwar et al. [17] provide a model focused on semantic interoperable data-driven
microservices. This model is responsible for capturing, representing and analyzing various
types of data related to depressive disorders (DD). These data are vital to providing the
model with a way to monitor the symptoms of DD through the use of indicators (e.g.,
user facial expressions, voice tone, user emotions from wearable sensors, social network
services posts (SNS) and tweets). Generally, microservices do not make intelligent decisions
based on data [60]; therefore, it is necessary to implement the following two dedicated
servers in the model for this scenario: data mining/machine learning (extracts features and
monitors the symptoms from the sensor data and SNS) and web of objects server (applies
the semantic web technologies and inference of the user situation to provide the services to
the users).

Da Silva et al. [30] propose a tool called Microservice4dEHR, which is based on the
OpenEHR standard used for the computational representation of EHR (archetype) [61]
and the conceptualization of a microservices-oriented software architecture. This tool
consists of the five functionality phases of a tool access key, the host server address of the
MSA component, a graphical interface with health data based on archetypes, a graphical
interface filename and the input/output data (in JSON format), which is processed and
presented in a web application [30]. Moreover, all these approaches have the purpose of
building reusable components that can be used as building blocks in health applications
(e.g., a blood donation center in northeastern Brazil). Additionally, this attribute improves
the capacity of the maintainability and interoperability of the applications between the
information systems.

2.3. SOA vs. MSA

Considering the above, the previously cited studies reveal different eHealth appli-
cations, based on SOA or MSA, that focus on one or several of the software attributes of
interoperability, maintainability, reusability and scalability.

Both architectures have their strengths and weaknesses, according to the needs of
the software and implementation [62]. SOA focuses mainly on the sharing of services in
relation to the processes or capabilities of an organization [50,63]. In this sense, SOA can
refer to a broad accumulation of knowledge over the last two decades [62]. Regardless, this
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approach presents many issues when correcting errors or adding new functionalities, since
the design of the application is very complex and time consuming. In addition, scalability
in SOA is generally not possible or requires significant effort to be achieved. Consequently,
organizations are beginning to migrate to other architectural solutions such as MSA [64,65].

MSA allows efficient development, implementation and maintenance of services
compared to SOA. In fact, since the services are autonomous, they can be developed,
maintained and tested independently, which facilitates their automation and continuous
deployment (e.g., DevOps practices) [21,50,66]; however, such practices entail complexities
inherent to a distributed computing environment in relation to the isolation, availability,
security and transaction of services [33,50], which in turn causes a fundamental problem
known as granularity (i.e., if a microservice needs to decompose or merge) [21,51].

Based on these considerations, the implementation of SOA or MSA depends on the
nature of the target system to be developed. Thus, for the development of our eHealth
application, it is of utmost importance to contrast the performance between SOA and
MSA based on the concept of versatile high-performance [21], since it is necessary to meet
the needs of the environment of health organizations, focused on horizontal scalability.
Quicker and more accurate real-time responses to demand peaks are thus enabled [22].
Additionally, it is necessary to allow the hierarchy and consolidation of a patient’s clinical
information, including what is necessary not only for generating standard reports but also
for allowing the integration of recommender systems, to support decision making with
consistent and truthful parameterized indicators of the data collected [21].

3. A Case Study from eHealth

The work presented here is based on a previous study performed by the SPIDEP
project part of the Joint Call ERANET LAC 2015—FP7 [67], whose objective was to build an
intelligent system based on information and communication technologies (ICT) to support
the early diagnosis of infectious respiratory and urinary diseases in the elderly [21,24].
For this, an international consortium was formed between the clinical research teams and
the Infectious Diseases Unit of the Hospital Universitario Principe de Asturias (Alcala de
Henares, Spain), the Chronic Diseases and Cancer Area of the Ramoén y Cajal Institute for
Health Research (Madrid, Spain) and the School of Medicine Autonomous University of
Santo Domingo (Dominican Republic) and the research teams of the Computer Sciences
group of the University of Alcala (Universidad de Alcald) and the Technological University
of Panama (Universidad Tecnoldgica de Panama).

This study incorporates patients living in the Francisco de Vitoria and Cardenal
Cisneros nursing home in Spain and residents of the Carls George and Nuestra Sefiora
del Carmen Institution for the Care of the Elderly in the Dominican Republic. The main
purpose of the study is to provide health services and care to people at risk or who have
difficulties in accessing health services through the use of new technologies to achieve
greater efficiency in the organization and care of special population groups, with the added
value of cost savings [21].

Actually, health monitoring has become one of the biggest areas in the technology in-
dustry, developing many smart devices like watches or another more specific body sensors.
This has allowed researchers to contribute to the development of eHealth platforms focused
on regularly monitoring the vital signs of at-risk patients, with the aim of carrying out
treatments or preventive interventions to minimize health problems and reduce emergency
care [10,16-18,46,48,58].

4. Model and Design of SPIDEP Platforms

To perform this study, a merging of the computational paradigms of the Edge and
the Cloud was used [68,69], based on a hybrid Cloud architecture to support medical
telemonitoring applications [21] under the two architectural patterns (i.e., SOA and MSA).
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In this sense, we focus on the evaluation of the design, development and implementa-
tion of the services created for our use case (SPIDEP) and how they affect performance related
to the response time to queries, the efficient use of infrastructure and network consumption.

4.1. Analysis of Software Attributes

This preliminary step is fundamental for the design and development of applications,
since it is necessary to define an adequate set of software attributes according to the needs
identified [7].

In response to these considerations, it is of utmost importance to mention our needs;
they are as follows: (i) neutral technology—those responsible for the development, imple-
mentation and monitoring of the assigned services may decide which is the best technology
to use according to their objectives; (ii) automation and continuous deployment—each
component should be autonomous, independent and focused on a specific task according
to the established decomposition (e.g., by verb or use case). In addition, it must have
the individual ability to replicate to balance the load, as necessary; (iii) scalable to the
demand—the services require a horizontal scalability that allows a faster and more precise
reaction to the demand peaks; (iv) interoperable—each service must run a lightweight
communication mechanism (e.g., RESTful) to communicate between the different applica-
tions or services, either their own or those of third parties. In addition, this mechanism
should not have access to visual elements, i.e., it must be separate from the front-end; and
(v) high performance—the application must support a large volume of queries of the REST
methods (e.g., GET, POST, PATCH and DELETE) from the integration, transfer and storage
of the biometric sensors from the different nursing homes (Edge) to the various services
offered by the SPIDEP hybrid (Cloud).

As explained in Section 2.3 (SOA vs. MSA), it was decided to adopt the concept of
versatile high-performance, since it allows us to meet the needs of the project [21].

4.2. Variants of Software Architectures

Considering the above, it was necessary to build two variants of SPIDEP, according to
the specific attributes of each architectural pattern; however, SOA and MSA have different
approaches in terms of how their services are designed, implemented and deployed [33,70].
In addition, it must be remembered that MSA remains an architecture in training, while
SOA has been studied for more than a decade [35,62].

Therefore, it has been decided to establish two branches of the SPIDEP application since
it allows us to contrast and evaluate which of the variants fully meets our criteria [71-73].

4.2.1. SPIDEP SOA Variant: Platform Design

The first proposed platform (SPIDEP-SOA) is intended to manage the interactions
between users (consumers in the upper layer) and health services (software functionalities
in the lower layer), according to the changing needs of the platform (technology, demand
and security), as shown in Figure 1.

Next, we will briefly outline our first variant of the platform, which consists of six
layers focused on the management of services under the computational paradigms (i.e.,
Edge and Cloud) [23], as follows:

e Consumers: This layer allows interaction and exchange between the health profes-
sionals of the different homes (nurses and assistants), the hospitals in charge of each
region (general physicians) and the eHealth applications (SPIDEP or others).

o  Edgelayer: Establishes HTTP connections with the APP for the asynchronous sending
of medical data in the Cloud (i.e., the Cloud layer) [33], whose data come from the
different users and their sets of biometric sensors (i.e., blood pressure, pulse rate, body
temperature, oxygen saturation and electrodermal activity) [23]. It should be noted
that this communication is encrypted by the security layer.

e  Cloud layer: This layer performs heavyweight computations; that is, it helps con-
sumers discover, route and deploy health services and infrastructure. In addition, this
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layer consists of the three sections of infrastructures and resource, support functions
and control system. Additionally, different algorithms are used to achieve various
objectives (e.g., error tolerance and load balancing) [74].

Public and Private
Key Pair

e  Service layer: Contains services for the end users like medical personnel and nursing
home administrative staff with their respective profiles.

e Security layer: Ensures access control and consumer authentication through estab-
lished security policies, whose objective is to determine the user privileges for certain
resources and / or specified levels of services.

e  Management system: This layer mainly controls the flow of messages between the
different layers. In addition, it is responsible for executing the real-time adaptation
of the services (versatility) according to demand, e.g., automatically adding a new
instance, monitoring the status of the different components that integrate the platform
or other monitoring tasks.

SPIDEP PLATFORM SOA
Consumers (nursing homes and services enabled
applications)
Edge Layer Cloud Layer
Stakeholders Infrastructures and Resource
(Desktop, Mobile and ‘ (Data Storage, Docker Containers, Web Server Responses) |
Authentication Policies Third-party source)
(OAuth1, OAuth2,
or JWT Token)
Support functions.
(Authorization, Router, Discovery. Deployment) |
Blometric Sensors and ‘
Devices bt
5 c
(Duplication and Quality Assurance) Q E
m o9
Service Layer o a
S >
S0
Regional Clinical and Core Systems. o
(Francisco de Vitonia and Cisneros nursing home in Spain / Medical elderly care institution at Dominican Republic) E
vse Paten | s MadcalData ‘
Types of Infectious ’ ‘ ‘ Monitoring and Alert Message ‘

External Tools and Application

Biosensors Data Service

Figure 1. General scheme of the services applied in the SPIDEP platform under the SOA variant (SPIDEP-SOA).

plic

It should be noted that this variant of SPIDEP was a refactoring of the legacy ap-
ation [23] whose purpose was the modernization of existing services oriented to our

current software attribute (i.e., versatile high-performance) [64]; however, the strengths
and weaknesses of SOA must be considered.

Considering the above, the strengths of SOA are the following:

Provides a higher level of compression related to the abstraction of the interfaces than
MSA (decoupling) [62], since SOA traditionally has the integration of an enterprise
service bus (ESB) [75], which facilitates the interaction between the services of the
platform.

Offers extensive knowledge that has been established over more than a decade, which
has proven to be effective and reusable in building platforms. It is thus easier for
developers to ensure the quality of service required by the organization [76].
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e  Suitable for large and heterogeneous systems consisting of many applications, non-
independent services and shared components [33,77]. It provides a roadmap for the
adoption of its principles, which allows developing or transforming the capabilities
of an organization’s software system into reusable services for greater flexibility and
agility [78].

However, when applying SOA, the following weaknesses or difficulties must be con-
sidered:

e Message exchange is traditionally synchronous (wait-to-connect); i.e., it depends on
the state of the ESB [33]. However, when applying a design oriented to service imple-
mentation patterns, the support of asynchronous messages is integrated, increasing
complexity and maintainability and reducing flexibility [33,76,79,80].

e When developing platforms based on SOA, it is complex to add or modify functionali-
ties to what has already been established; redesigning this type of platform consumes
significant time and resources [64,81].

4.2.2. SPIDEP SOA Variant: Implementation of the Platform

For the implementation of the SPIDEP-SOA platform, we opted to modernize the
first version developed (Beta “traditional implementation of seven SOA services, without
API support”) [23] to the release candidate (RC) (“Modernization of services and current
technologies (language, database, libraries and integration of an API)”), whose purpose is
to provide the necessary attributes for the implementation of versatile high-performance
applications and contrast it with the MSA variant. Therefore, we proceeded to the refactor-
ing and restructuring of the existing components along with their data [53,82], as shown in
Table 1 for each version.

Table 1. General structure in the SPIDEP-SOA platform.

Description Version
Category Subcategory Beta RC
Architecture styles SOA SOA-based on Quality Requirements
SOA patterns Enterprise Service Bus (ESB) Service Implementation Patterns
System architecture Communication protocol HTTP HTTP
HTTP methods Disable GET, POST, PATCH & DELETE
Messaging type Synchronous Synchronous/Asynchronous
Programming language PHP 5.6 PHP74
Framework Laravel 5.1 LTS Laravel 6 LTS

Guzzle; fideloper /proxy;

. amustel?(en!mst—gwf G, kylekatarnls/laravel-carbon-2;
zizaco/entrust; Laravel Passport; zizaco/entrust; Queues; Laravel Sanctum;
Core libraries mockery/mockery; i .

phpunit/ phpunit; tinker;
composer, and others

mockery/mockery; phpunit/phpunit;
tinker; composer, Custom libraries, and

others
ul Bootstrap 3 Bootstrap 4
X Apache as an endpoint and NGINX as a
- Webiserver Apache load balancer for the implementation
Used technologies DBMS MariaDB 10.1 Postgresql 10
Data access methods Stored procedures Stored procedures
Object-relational mapping Eloquent Eloquent
APIScheme Disable RESTful (JSON Request/Response HTTP)
API Gateway Disable Central Entry Point
Deployment Bare Metal Custom Docker Container
0s Ubuntu 16 LTS Ubuntu 18 LTS
- . I Custom Authentication (OAuth1, OAuth2 or
Authentication Scheme HTTP Basic Authentication TWT Web Token)
Encryption Protocol OpenSSL (AES-256 and AES-128) OpentsL(ARS 256 and AFS128) ardl

public/private rsa key pair
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4.2.3. SPIDEP SOA Variant: Deployment of the Platform

When applying an SOA design pattern (compound, service implementation, service
composition, inventory and others) [80], a positive impact is obtained on certain quality
requirements (i.e., performance or interoperability), which negatively affects other quality
requirements (i.e., redundancy or security). Therefore, it is important to select design
patterns according to the software attributes and quality requirements [76].

Considering the above, service implementation patterns were chosen for the develop-
ment of the SPIDEP-SOA platform, since they allow creating versatile and scalable services
that run in the Cloud [83,84]; however, an automated workflow must be defined for the
integration and continuous deployment of services [21,80].

Within this concept, we have adjusted our framework for this variant (mainly in the
first three sections) [21], because SOA is geared to a modular design to reduce dependencies
between platforms [37,85], i.e., that the services collaborate and share their resources (loose
coupling), unlike MSA where the services are decoupled and isolated [33].

In addition to the situation, a general overview of the SOA-based proposal follows [21]:

e Teamwork: Responsible for the coordination and monitoring of all platform services
(business-centric IT) [86].

e  Services: Unlike our MSA framework, each team does not have the autonomy to
decide which is the best technology for the development of services. These teams
should adhere to the Teamwork decisions that follow the business functionalities. For
example, all SPIDEP-SOA services were developed under the Laravel PHP framework
and a single DBMS, PostgreSQL 10 (the core systems, except for the mobile app, were
developed in Java); however, all services are supported by an asynchronous HTTPS
server that is based on transport layer security (TLS) for client authentication and can
replicate instances based on demand, unlike the traditional SOA approach.

e Coderepository: A Git repository is used to maintain version control of the code from
the development branch of the services that make up the platform [87,88].

e  Software analysis and testing: The source code and the environment are reviewed to
ensure correct functionality and that they meet the desired standard; then, unit tests
of the services are performed (e.g., PHPUnit).

e Docker containers (test environment (TE)): To ensure the stability and scalability of our
platform, we opted for the customization of a test container (Ubuntu Server 18.04 LTS,
2 Core, 4 GB RAM and 80 GB SSD); however, these containers must pass preliminary
test criteria defined by Teamwork before being published in the Docker Hub in a
private repository.

e Quality assurance (QA): Functional tests, interoperability tests, and load and perfor-
mance tests are performed to ensure the quality of services [21,34].

e Docker containers (production environment (PE)): If the integration of all services in
the platform is successful, the stable version of the container is deployed to Docker
instances (under the same TE attributes); otherwise, the code should be debugged and
the QA tests rerun.

e Performed postproduction: Additional tests (e.g., long-term spike testing) are run to
ensure that the services work properly in all instances [21,53,89].

e Managed Kubernetes: Kubernetes is used for automating management of comput-
erized services, since it reduces the manual and repetitive processes involved in
container management [90]. In addition, Kubernetes scales according to demand,
i.e., it increases the use of resources in high demand, and if demand decreases, idle
resources are reused [91]. Unlike the traditional SOA approach (which does not have
scalability support), it was necessary to make several adjustments to the RC version
of the platform.
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4.2.4. SPIDEP MSA Variant: Platform Design

The second proposed platform (SPIDEP-MSA) is geared to the use of microservices in
the expected medical scenarios of infectious diseases (like its other variant) [21,22,24], as
shown in Figure 2.

SPIDEP PLATFORM MSA

Edge Architecture
Blometric Sensors Data ‘
|
= e e = !
‘ Stakeholders
| (Desktop, Moblle and Third-party source)
sPo2 \ Glucomatar [ GsR Biood Pressure ‘
Snore ‘ Body Position | sprometer
User Communication [
CELERY (PUB/SUB) | REST AP| GATEWAY
Cloud Architecture
Core Microservices Auxiliary Microservices
uservice A | pservice B rvice C f uservice H
(User Authentication) ~ © (Blosansors Data Service) (Patient Management) : (Monitoring Service)

wservice D : pservice £ uservice F ] pservice |
(Institution Management) H (Medical Data (Types of Infe (Notifications Service)

Wachine Learning Classiliers: k-nearest nelghbors
{Acute respiratary infections (AR),

-
8 ]

a’

pservice G
(nservmcn Mas icsis) Urinary tract infections (UTI)
and Skin and softtissus Infections (SST1)

.
docker |

Worker - Broker I

Figure 2. General scheme of the services applied in the SPIDEP platform under the MSA variant (SPIDEP-MSA).

Both platforms aim to support the interpretation of changes in vital signs of elderly
people living in residential facilities, thus alerting the medical team in advance of possible
infections; however, the MSA variant has a recommender system to improve decision
support in the prediagnosis of infectious diseases [25,92]. Following, we will briefly
explain the flow of the SPIDEP platform in relation to microservices [23]:

e Edge architecture: Manages the collection, preprocessing and sending of data from the
different biometric sensors (e.g., ECG, blood pressure, SPO2 or others), whose data
are backed up locally. If necessary, temporary actions can be performed (e.g., delete,
filter or update) before the data are sent to the Cloud architecture, which enables
analysis with local data to streamline decision making in case of emergency [16,93]. It
should be noted that the connections with each APP are made asynchronously and
independently for each stakeholder.

e User communication: Provides the necessary mechanisms for correct communication
between the different layers and sublayers (e.g., data, validation of credentials or
other). This communication is achieved through the representational state transfer
(REST) protocol and its methods (i.e., GET, POST, PATCH and DELETE); however,
this protocol requires the use of an API gateway. Therefore, taking advantage of
some of the strengths of MSA (e.g., decoupling and isolation of microservices) [30], the
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Backends for Frontends design was implemented in the API gateway [56,89]. Requests
are handled by each stakeholder (i.e., desktop, mobile and third-party source) and not
traditionally (i.e., single entry point); consequently, additional security mechanisms
must be implemented for their validation [7,94,95].

Cloud architecture: Provides services for end users (e.g., core or auxiliary microser-
vices) according to their needs and the levels of user roles and permissions [21].
In addition, it manages the stored data of the different DBMS (database per ser-
vice) [54,96] to provide benefits to target users (e.g., patients, medical personnel or
health authorities) [16].

Similarly, we must remember the strengths and weaknesses of MSA. The strengths of

microservices are the following:

Each microservice is incapsulated; therefore, it has more flexibility to use new frame-
works, libraries, data sources and other resources [64].

It allows horizontal scaling of the services instead of vertical scaling as in the case of
a traditional or monolithic SOA, which facilitates the ability to use more computing
resources (e.g., CPU, GPU and RAM) that will act as a single unit; however, it can be
distributed through multiple virtual networks [50,55].

Each microservice is autonomous, has independence in the execution of its tasks, can
be hosted in a specific server on the Internet, is available on the Internet (i.e., any
software can interact with it) and does not share the same resources [30,97,98].

The fault isolation can be obtained without interrupting the normal functioning of the
whole system [16,52].

However, when applying MSA, the following weaknesses or difficulties must also be
considered:

MSA provides many different advantages, but it also increases a solution’s complexity.
To address increased complexity, an organization should prepare the specific infras-
tructure for microservices (i.e., obtain a clear picture of the data structure) [64,99].

If the level of granularity is determined before knowing the business process or the
useful life of the platform, it can lead to problems in the reasoning about the services
(e.g., if a microservice should be decomposed or merged with another) [33,51].

4.2.5. SPIDEP MSA Variant: Implementation of the Platform

Similarly, for this variant (SPIDEP-MSA), the respective modernization of the latest

built version was performed ( v2 “implementation of the nine microservices, with hybrid
instances in MariaDB Galera Cluster and NoSQL, and two EndPoint (Mobile/PC)” [21]
to the RC (“Modernization and restructuring of microservices and current technologies
(language, database, libraries and integration of a third EndPoint)”).

The following is a general description of the technologies implemented in each version,

as shown in Table 2.

Table 2. General structure in the SPIDEP-MSA platform.

Description Version
Category Subcategory Beta v2 RC
Architecture styles MSA MSA
Service instance per-container; Service instance per-container;
MSA patterns Database per service & API "y 4
’ Database per service & API Gateway-
System architecture Gateway
Communication protocol HTTP HTTP
HTTP methods GEL, FOST, EATCH. 5 GET, POST, PATCH & DELETE
DELETE
Messaging type Synchronous/Asynchronous Synchronous/Asynchronous
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Table 2. Cont.
Description Version
Category Subcategory Beta v2 RC
i PHP 7.2 (us-A) & Python 3.6 thon 3.7 (us-A~G) & Python 3.8
Programming language p‘(uyl)%l) Y Py p(sps»Hn-i) Y
Laravel 5.4 LTS (us-A) & Django 2.2 LTS (us-A~G) & Flask 1.1
2l Django 2.1 (jis-B~1) (us-H-~I)

Core libraries

Ul

Web server
Used technologies

DBMS
Data access methods
Object-relational mapping
API Scheme

API Gateway
Deployment
os

Authentication Scheme

Encryption Protocol

PHP/Laravel dependencies
(Guzzle;Laravel Sanctum and
others), Python/Django
dependencies (setup-
tools;requests;psycong;

requests_futures;Ixml;six;django-

cas-server;django-cas-
ng;djangorestframework;
celery, TensorFlow and others)
& Custom libraries
Bootstrap 3
Apache as an endpoint and
NGINX as a load balancer for
the implementation
MariaDB Galera Cluster
(Galera 3), Cassandra & Redis
Stored procedures & Column
Family
Eloquent, QuerySet &
Django-Cassandra-Engine
RESTful JSON
Request/Response HTTP)
Backends for Frontends (2
EndPoints)

Custom Docker Container
Ubuntu 18 LTS
Custom Authentication
[OAuthl, OAuth2 or JWT
Web Token] & CAS Protocol
3.0 Specification
HTTP Authentication (Tokens
and SSL); PBKDF2 with a
SHA256 hash; public/private
rsa key pair and custom
authentication settings

Python/Django~Flask dependencies
(setuptoo]s; requests;
psycopg2; requests_futures;
Ixml;six;werkzeug
django-cas-server;django-cas-ng;
python-cas; djangorestframework;
Flask-RESTful; celery, TensorFlow and
others) & Custom libraries

Bootstrap 4

Apache as an endpoint and NGINX as
a load balancer for the implementation

Postgresql 10, Cassandra & Redis

Stored procedures & Column Family

QuerySet, SQLALchemy &
CQLAIchemy
RESTful (JSON Request/Response
HTTP)

Backends for Frontends (3 EndPoints)

Custom Docker Container
Ubuntu 18 LTS

Custom Authentication [OAuth1,
OAuth2 or JWT Web Token] & CAS
Protocol 3.0 Specification

HTTP Authentication (Tokens and SSL);
PBKDF2 with a SHA256 hash;
public/private rsa key pair and custom
authentication settings

4.2.6. SPIDEP MSA Variant: Deployment of the Platform

To meet the software attributes and quality requirements, it was necessary to establish
an automated workflow for the integration and continuous deployment of the microser-
vices in SPIDEP-MSA. Therefore, we assigned a cross-team (typically a small group of
six to eight people [100,101]) for each case (e.g., decomposed by verb or use case [56]);
each team is responsible for the development, debugging and deployment of the assigned
microservice. This workflow reduces the time between updates or new system func-
tionality (without affecting end users) and implementation of changes to the production
environment (without affecting system performance) [21,102,103].

Considering the above, we implemented the same framework proposed for the MSA
variant of SPIDEP (beta v2), whose framework is divided into the following nine phases:
(i) cross-team project, (ii) service, (iii) code repository, (iv) software analysis and testing, (v)
test environment, (vi) quality assurance, (vii) production environment, (viii) performed
postproduction and (ix) managed Kubernetes [21].
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Unlike the SPIDEP-SOA variant, this platform requires applying the implementation
patterns based on MSA (i.e., service instance per container, database per service and
Backends for Frontends), since it is necessary to fully support a horizontal scalability of
the resources. However, this entails an increase in the effort and complexity to manage
all interactions between microservices, according to the size of the organization to be
implemented [60]. Additionally, in this variant, we verify the identity of the user for
each message sent and/or received through the signal mechanisms; therefore, a secure
communication channel is established for different computer attacks (e.g., man-in-the-
middle) during active sessions [104].

5. Validation of Results
5.1. Experiments Settings

To evaluate the performance of the resources of each SPIDEP variant incorporat-
ing SOA and MSA (i.e., networks and infrastructure), spike testing was used to obtain
quantitative values regarding the behavior of the services and their interaction with end
users [53,89,105,106].

Before performing these controlled tests, it was necessary to create two Kubernetes
environments (K8s). The first environment, named SPIDEP-SOA-KS8s, contains all the
services of the SPIDEP SOA variant platform, with the following specifications: a custom
instance of an Ubuntu Server 18.04 LTS (2 Core, 4 GB RAM and 80 GB SSD), PostgreSQL
cluster (database dedicated server only) and a PODs replica. The second environment,
named SPIDEP-MSA-K8s, contains all the services of the SPIDEP MSA variant platform,
with the following specifications: each microservice has a custom instance of an Ubuntu
Server 18.04 LTS (2 Core, 4 GB RAM and 80 GB SSD), PostgreSQL cluster (database
dedicated server only) and no PODs replica. Additionally, each environment uses Apache
as an endpoint and Nginx as a load balancer. The various user requests are received
initially by Nginx, which sends the request to the corresponding services to address the
URI-request [21].

After deployment of the K8 environments, the use of scripts with random variables
developed in Apache JMeter (5.2) is required to measure and contrast the performance
among the 50 virtual users (simulating the terminals of the biometric sensors) and the
SPIDEP platforms; however, to avoid altering the results, it is necessary to use dedicated
servers to perform these tests. Therefore, we have selected the BlazeMeter servers (US
East [Virginia, Google]) to generate a heavy workload towards the platforms, according to
small or medium instances of medical telemonitoring environments and their specifications
(approximately 200,000 queries every 20 min) [7,21,53,60,93]; however, these platforms
have the capacity of automatic scaling that will determine the distribution of computer
resources according to demand (for these tests they were disabled, since we had medium
instances), as shown in Figure 3.

It should be noted that these experiments were evaluated and agreed upon by the
experts within the project to be implemented in custom instance of an Ubuntu Server 18.04
LTS [21], as they were previously used to perform load and performance tests, all in order to
ensure the quality of the services developed (i.e., performance, scalability and availability),
and in conjunction with the use of recent technologies such as: (i) Docker, all platform
services have been encapsulated as Docker images to enable their simple management,
update and deployment processes within a Cloud environment. In addition, the Docker
implementation can be based on individual containers or grouped into a combination
of elements that form an overall service [28,29]; (ii) Kubernetes, this technology is used
for the orchestration of Docker containers, as it allows the initialization and scaling of
container-based jobs, the exposure of services, as well as the rescheduling of failed jobs
and long running services [90,91].
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Figure 3. Process Flowchart for the simulation performed on the K8s SPIDEP environments.

However, all this set of technologies allows its adaptation and implementation in a
simpler way by developers, which results in consistent, measurable, and replicable results.
However, this cloud computing-based framework is intended to be implemented in dif-
ferent Linux distributions (e.g., Fedora, CentOS, Amazon Linux, Debian, and others) or
Windows Server (e.g., 2016 or 2019). e.g., 2016 or 2019), since this framework is governed
by the segmentation of an organization’s logic into a series of separate services that run as
independent and isolated processes; that is, it is not necessary to use the same languages,
OS, database, or development platforms; however, to replicate these results all the specifi-
cations implemented in each variant must be taken into account, for more details please
refer to Tables 1 and 2 in Section 4.

Other considerations to take into account would be: (i) type of input and output,
for both platforms the RESTful protocol is used to communicate and HTTP methods
(GET, POST, DELETE and PATCH). However, the data sent or received are delivered in
JSON (Javascript Object Notation) format, since this format is easier to be interpreted by
developers or electronic platforms. However, these platforms support other formats like
HTML, YAML, XML, XLSX or TXT; (ii) general accessibility, the application was deployed
in a cloud environment that can be accessed through a browser (i.e., Google Chrome,
Fire-fox, Opera or others); (iii) number of tests performed, four joint tests were created
divided into two concepts (Response time and Network consumption, and Efficient use
of infrastructure) with an average of 200,000 samples per test for 20 min, grouped in two
groups (SPIDEP-SOA-K8s-T1/T2 and SPIDEP-MSA-K8s-T1/T2).

It should be noted that both environments follow the same steps to summon their
services. The first step is to authenticate all active sessions using the JWT token that will be
verified by the API gateway (all user interface “UI” use is excluded). The second step is
to generate approximately 150,000 initial data points in each database, using as seed the
existing medical data (8500 records). In this sense, all the data generated is only intended
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to generate a workload that will drastically increase (ten of ten users every five minutes)
to emulate a specific number of concurrent user sessions (50 virtual users); it will not be
used to train, validate or test any expert system. The third step is to randomly execute an
HTTP command (e.g., GET, POST, PATCH and DELETE) in the specified service. We have
chosen the two most demanding services (approximately 75,000 consultations per session)
for both platforms (medical data management (service E) and intervention management
(service G)). Services H and I are excluded because of their incompatibility in SPIDEP-SOA;
they are in the experimental phase of being integrated with SPIDEP-MSA. The fourth step
is to monitor and record all the queries made in each test.

5.2. Evaluations and Results

To evaluate these experiments in SPIDEP, a total of 800,000 queries were sent for a
period of 80 min (approximately 200,000 queries every 20 min). It should be noted that
these values are obtained from the experiments performed between the two variants of
SPIDEP, for more details please refer to Table 3. Another factor to consider is that 50 users
are simulated requesting a set of random data simultaneously. Now, the response times of
the instances are acceptable and are sufficient for this number of users; however, it must be
kept in mind that this quality degrades as the number of users increases, if not foreseen
with an adequate scalability of the infrastructure vs the demand [21].

The results were collected through a tabular output report generated after each load
test, corresponding to its environment, as shown in Table 3. For the tables, the following
labels are used: SPIDEP-SOA-K8s-T1 is a K8 environment that hosts all the services of
the SPIDEP-SOA platform, this test will run multiple HTTP queries to a single service
(service E); SPIDEP-MSA-K8s-T1 is a K8s environment that hosts all the services of the
SPIDEP-MSA platform, this test will run multiple HTTP queries to a single service (service
E); SPIDEP-SOA-K8s-T2 is a K8 environment that hosts all the services of the SPIDEP-
SOA platform, this test will run multiple HTTP queries to two services simultaneously
(services E and G); and SPIDEP-MSA-K8s-T2 is a K8 environment that hosts all the services
of the SPIDEP-MSA platform, this test will run multiple HTTP queries to two services
simultaneously (services E and G).

The report contains several important values divided into four labels reflecting the
type of environment executed, including the type of HTTP method executed, the number
of samples, average response time, number of requests that are processed (i.e., hits per
seconds), 90th percentile, 95th percentile, 99th percentile, number and percentage of failed
requests, the average latency time and the data consumption transferred between the user
and the service.

Additionally, several stress simulation tests in the infrastructure that host both variants
of SPIDEP were performed, whose functions are to detect any problems that may arise in
the platform. Reviewing CPU performance, memory, network I/O and connections (e.g.,
engine health to BlazeMeter) indicates whether the SPIDEP infrastructure itself is capable
of supporting the demand-related bottlenecks or errors that appear [21,53], as shown in
Figures 4-7, with one figure for each environment.
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Table 3. General results of the simultaneous queries made to the RESTful methods of the SPIDEP application, under the SOA and MSA architectural styles, invoking single and dual
services (i.c, medical data management (service E) and intervention management (service G).

Avg.

Error Count

Labels HTTP Methods Samples Response  Avg Hits/s  90% Line* 95%Line®  99% Line* and AR '(‘l:g'y:{',::
ime Percentage

GET 25265 3952 2004 607 &1 7 0(0%) 395.19 1225
SPIDEP- POST 25237 140126 2108 615 9 719 0(0%) 10125 487
SOA-KSsT1 PATCH 25226 38884 2102 603 &7 707 0(0%) 38883 487
DELETE 25217 3903 2101 603 @7 ™ 0(0%) 390.29 486
GET 27538 34438 232 543 579 63 0(0%) 3434 299
SPIDEP- POST 27,830 3639 321 567 599 91 0(0%) 36387 974
MSA-K8s-T1 PATCH 27813 36223 2320 571 03 83 0(0% 36219 998
DELETE 27805 38,68 %19 563 595 83 0(0%) 358,65 998
Intervention GET 50511 390.89 209 603 &1 75 0(0%) 390,88 162
SPIDEP-  Management PATCH 50346 38713 19 599 &7 71 0(0%) 38712 965
SOAKSsT2  Medical Data POST 50487 39039 201 615 39 79 0(0%) 39639 974
Management  DELETE 50,947 390.12 045 603 &7 95 0(0%) 390,11 97
Intervention GET 102,000 38972 8501 599 39 75 0(0%) 335,65 5768
SPIDEP-  Management PATCH 108978 36484 %0.82 57 3 699 0(0%) 36484 3635
MSA-KST2  Medical Data POST 118534 33537 98.78 535 71 639 0(0%) 38402 251
Management  DELETE 112221 342 952 55 595 83 0(0%) 35421 3663

* Time measurements are averages in ms.
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6. Discussion

The purpose of this study is to evaluate and contrast the performance of computing
resources (i.e., response time, efficient use of infrastructure and network consumption) used
by the different services for each SPIDEP variant, based on the concept of versatile high-
performance (acceptance criteria) and the quantitative values obtained from the various
tests (performance testing). Another purpose is to offer a software solution focused on the
strengths and weaknesses of each variant (SOA and MSA) to provide customized eHealth
functionalities and host functionalities based on Al algorithms (e.g., recommender system
based on deep learning), according to the storage of adequate data for remote medical care
scenarios (telemonitoring) and the demand and the size of the instances of the medical
organizations (e.g., clinics, nursing homes or hospitals).

There are several significant findings from this study. First, it is important to consider
the acceptance criteria such as the average response time of the queries, the 90th percentile,
and their relationship with the percentage of failed requests. Therefore, according to
various investigations [107-110], it was established that the acceptable limit (criterion
A) for the average response times of the queries and the 90th Percentile is 5000 ms (five
seconds) and the acceptable limit (criterion B) for the percentage of failed requests is 5%.
Any test with results beyond the established limits is considered to have unacceptable
performance [21].

Considering the above, from Table 3 we can establish that the tests with 50 concurrent
users are acceptable, since both variants meet the two criteria defined; however, we have
an interesting case in the SPIDEP-SOA-K8s-T2 and SPIDEP-MSA-K8s-T2 environments,
specifically in the parameters of total number of queries, average response time and
network consumption. As shown, in the SPIDEP-SOA-K8s-T2 environment, there is an
average of 50,572 queries made (42.14 avg. hits/s), while SPIDEP-MSA-K8s-T2 has an
average number of 110,435 queries made (92.02 avg. hits/s). This remarkable difference is
due to the following two factors:

e Architectural style: The attributes of MSA focus more on supporting the streamlining
and reduction of microservice deliveries in the shortest possible time (all microservice
must be lightweight, decoupled, isolated and independent of any programming lan-
guage, libraries or databases). Conversely, SOA makes use of the ESB or central entry
point, which are not considered agile enough [33] because the interactions between
the services are interdependent; consequently, the overall performance of the system
is affected for each service invoked simultaneously during a high demand under the
SOA pattern [75]. This pattern cannot be changed since all the services developed
remain loosely coupled and any change requires the rebuilding or reimplementation of
the entire application (coarse-grained services) [62,79-81]; therefore, the MSA variant
is approximately 54.21% more efficient than the SOA variant in terms of total query
numbers and average response times.

e  API gateway: It is important to consider that SOA has a centralized governance of ser-
vices, which also affects the deliveries and responses of queries to users [33]. We have
seen how services develop without considering the weak points of this technology,
e.g., not considering the centralization of data (without instances) or not considering a
Cloud infrastructure for the operation of the services. The resulting increased traffic of
the API of HTTP resources degrades the overall performance of the application until
its collapse [111,112]. However, for MSA, applying decentralized and independent
governance requires applying additional security measures unlike SOA (e.g., authen-
ticating the user identity for each message sent and /or received through the signal
mechanisms, the use of custom encryption PBKDF2 or the use of the ticket-based
protocol CAS 3.0). These additional mechanisms are intended to establish a secure
communication channel between the different microservices (internal and external)
of computer attacks (e.g., man-in-the-middle, DoS or other) [104]. Consequently, it
brings with it an increase in the general network traffic between the microservices and
their infrastructure, demonstrating a significant increase in the average transfer of
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data to the users; therefore, the SOA variant is approximately 73.80% more efficient
than the MSA variant in terms of network consumption.

The SPIDEP-SOA-K8s-T1 and SPIDEP-MSA-K8s-T1 environments do not have a
noticeable difference in the results compared to the K8s-T2 environments, but their trend is
similar to the previous environment (approximately 9.31% and approximately 49.05% for
each case) because this T1 environment executes multiple HTTP queries to a single service
(service E), while the T2 environments execute multiple HTTP queries to two services
simultaneously (services E and G).

Regarding the second finding, the four engine health reports of the K8s-T1/T2 en-
vironments meet the infrastructure performance (CPU and RAM) under a demand of
50 concurrent users (connections), since the CPU values are lower than 80% (8% to ap-
proximately 30%) and the memory levels are lower than 70% (10% to approximately
15%) [113,114]; however, the network 1/O value of the SPIDEP-MSA-K8s-T1/T2 envi-
ronments shows a significant consumption in the bandwidth traffic between the services
and the Dockers instances in comparison with the SPIDEP-SOA-K8s-T1/T2 environments.
This high consumption is because the MSA variant requires managing more specialized
coordination to redirect queries from external platforms to internal microservices (or vice
versa) within the Cloud environment [115]. In addition, it must actively route and validate
user requests through the API gateway to the respective instances of the microservices [74].

In the third finding, to determine if the SPIDEP variants meet the software attribute
(i.e., versatile high-performance), we have analyzed and contrasted the results obtained
from the various stress tests of each platform. Considering the above, the MSA variant is
the most appropriate for our needs, since it optimally meets the following three important
aspects: (i) Scalability—MSA can be scaled individually when running a heavy workload
by replicating the microservices on several containers and not replicating those that are
underutilized (i.e., maximize the performance with minimal cost); therefore, microservices
can handle the increase in demand without latency being significantly degraded, but
this requires consuming a significant bandwidth to mitigate the latency [110,114,116];
(ii) Versatility—MSA allows adding and integrating new functionalities to the platform
without affecting the availability of the other microservices. Therefore, each team has
the autonomy to decide which is the best technology for the development of the service,
according to the needs identified [7]; and (iii) Performance—a platform geared towards
high demand requires that all its computing resources be distributed in the Cloud, which
allows a shorter response time for the services; however, the platform becomes more
demanding with the computational load of the instances.

7. Conclusions and Future Work

In this article, we have presented all the steps involved in the design, implementation
and deployment of the SPIDEP platform and its RC variants based on the SOA and MSA
architectural patterns; the platform is focused on remote telemonitoring of the elderly.
Therefore, our purpose is to offer a replicable framework to support the early diagnosis
of infectious diseases and their derivatives by using recent ICT developments through
artificial intelligence algorithms (e.g., deep learning and machine learning-based inference
systems), with the added value of reducing logistical costs for medical institutions.

Therefore, it was necessary to evaluate which of the SPIDEP variants are best suited
for our versatile high-performance concept, considering the strengths and weaknesses
of each architecture and how they behave in a high demand scenario. As a result, we
have analyzed and contrasted the performance of each variant vs. the metrics obtained
from the various performance tests (i.e., response time, efficient use of infrastructure
and network consumption), which found that MSA is a better performer in terms of
the performance quality attribute (approximately 54.21%). In the same manner, when
processing multiple requests for various services, the response time was lower compared to
SOA (approximately 7.34%), but the bandwidth consumption in MSA was more significant
than SOA (approximately 73.80%).
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Based on the ideas presented, we feel that the implementation of SOA and MSA
depends on the capabilities and needs of organizations (e.g., performance, flexibility,
availability, interoperability or other characteristics in return for known and unknown
consequences) [33,63]. Therefore, within the eHealth context and based on the results
obtained, we observe that MSA is capable of meeting the majority of needs in support of
medical decision making and is adaptable to different types of clinical systems (e.g., EHR,
IoHT or telemonitoring systems) and various infrastructure solutions (e.g., nursing homes,
hospitals and public health management) [16,62,117]; however, this brings with it many
challenges [51,74,94,99,105].

The SOA and MSA architectural patterns can be considered complementary allies for
an interenterprise or interbusiness architecture that confers a suite of different services,
rather than being competitors [33,118,119], i.e., combining the SOA and MSA attributes
within an environment. Therefore, we plan to work on a proposal for an intergenerational
ecosystem for SOA-MSA, with the aim of developing a basis for the integration and in-
terconnection of the different eHealth applications involved in medical organizations in
conjunction with microservices adapted to machine learning-based inference systems to
perform specialized tasks in decision support in the prevention, monitoring and treatment
of various conditions. Additionally, we are exploring the possibility of extending our frame-
work to other eHealth areas (e.g., a patient monitoring system for hemodialysis) [120,121],
early prediction of COVID-19 [122-125] or prediction of heart and kidney risks in diabetic
patients [126-128]).

Another possible area for future research would be the adaptation of this proposal
to other sectors of industry 4.0 (e.g., smart buildings or tourism) [8,129-132]; however,
additional research is needed to obtain sufficient results to demonstrate the robustness of
the architecture in terms of the adaptations of the attributes for these sectors. Our findings
will be published in the near future.
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3 Otros Méritos

Igualmente, se presentaron otros resultados que han ayudado en el desarrollo
de esta investigacion cientifica, cuyos resultados avalan el impacto de esta tesis
doctoral con diversas contribuciones hacia la comunidad cientifica.

3.1 Congresos Internacionales

3.1.1 LACAR 2019: Latin American Congress on Automation and Robotics 2019

e Titulo del manuscrito: “mHealth System for the Early Detection of Infectious
Diseases Using Biomedical Signals”

e Tipo de manuscrito: Capitulo de libro - Springer

e Lugar: Cali, Colombia

e Fecha: 30 de octubre al 01 de noviembre de 2019

e DOI: https://doi.org/10.1007/978-3-030-40309-6_20

e https://doi.org/10.1007/978-3-030-40309-6 20

e Indexacion: Scopus - SJR

e Referencia: Sanz-Moreno, J. et al. (2020). mHealth System for the Early
Detection of Infectious Diseases Using Biomedical Signals. In: Martinez, A.,
Moreno, H., Carrera, 1., Campos, A., Baca, J. (eds) Advances in Automation
and Robotics Research. LACAR 2019. Lecture Notes in Networks and
Systems, vol 112. Springer, Cham.

3.1.2 CSEI 2019: I Conference on computer science, electronics, and industrial

engineering

e Titulo del manuscrito: “Desarrollo de aplicaciones eHealth basadas en
microservicios en una arquitectura de Cloud”

e Tipo de manuscrito: Revista Indexada - Revista Ibérica de Sistemas e
Tecnologias de Informagao (Volume 2019, Issue E23, October 2019, Pages
81-93) — Edicidn no regular

e Lugar: Ambato, Ecuador

e Fecha: 28 al 31 de octubre de 2019

e URL:
https://www.proguest.com/openview/d13bdc159901f62306f1d7f4fa9349f5

e Indexacion: Scopus - SJIR

e Referencia: Calderén-Gomez, H., Navarro-Marin, F., Gomez-Pulido, J. M.,
Castillo-Sequera, J. L., Garcés-Jiménez, A., Polo-Luque, M. L., ... & Vargas-
Lombardo, M. (2019). Development of ehealth applications-based on
microservices in a cloud architecture. RISTI Rev. Iber. Sist. Tecnol. Inf,
2019(E23), 81-93.
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3.1.3 2019 7th International Engineering, Sciences and Technology Conference
(IESTEC)

e Titulo del manuscrito: “Proposal using the cloud architecture in system for
the early detection of infectious diseases in elderly people fed by biosensors
records”

e Tipo de manuscrito: Conferences

o Editorial: IEEE

e Lugar: Panama, Panama

e Fecha: 9 al 11 de octubre de 2019

e URL: https://doi.org/10.1109/IESTEC46403.2019.00118

e Indexacion: Scopus - SJR

e Referencia: H. Calderon-Gomez et al., "Proposal Using the Cloud
Architecture in System for the Early Detection of Infectious Diseases in
Elderly People Fed by Biosensors Records," 2019 7th International
Engineering, Sciences and Technology Conference (IESTEC), 2019, pp. 631-
634, doi: 10.1109/IESTEC46403.2019.00118.

3.2 Colaboracion con proyectos de investigacion

3.2.1 SPIDEP

El Proyecto SPIDEP (Disefo e implementacion de un sistema inteligente de bajo
coste para el prediagndstico y la teleasistencia de enfermedades infecciosas en
personas de edad avanzada) tiene como objetivo de construir un marco de
desarrollo basado en las TICs para apoyar el diagndstico precoz de enfermedades
infecciosas en personas mayores. Por ello, este proyecto ha formado un consorcio
internacional entre investigadores, técnicos y personal médico (Universidad de
Alcal, Area de Enfermedades Crénicas y Cancer del Instituto Ramén y Cajal de
Investigacion Sanitaria — Madrid, Espafa, Universidad Tecnoldgica de Panama,
Facultad de Medicina de la Universidad Auténoma de Santo Domingo).
Adicionalmente, este proyecto va dirigido a los pacientes institucionalizados en
residencias para personas mayores privadas y publicas de toda Espafa (Centros
Francisco de Vitoria y Cisneros de la Consejeria de Politicas Sociales y Familia de
la Comunidad de Madrid en Espafa). También se incluiran personas residentes
en la Republica Dominicana en areas de con baja disponibilidad de recursos
sanitarios (Carls George y Nuestra Sefiora del Carmen).

3.2.2 CitizenLab

El Proyecto CitizenLab (Entorno de experimentacion y desarrollo de un modelo
predictivo integral de comportamiento ciudadano individual y organizacional)
busca proponer un entorno de experimentacion y elaborar un modelo predictivo
integral de comportamiento del ciudadano individual y colectivo que potencie
ademas las zonas de la periferia. Teniendo en cuenta lo anterior, se plantea un
conjunto estandarizado de conceptos, metodologias y criterios que permitan
evaluar la situacion actual y predecir comportamientos y estados futuros de los
individuos de una poblacién, de manera agregada y aislada, en relaciéon con su
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estado de salud, habitos de consumo, demandas de movilidad y necesidades de
infraestructura y medio fisico y que permitan un potenciamiento de las
localidades objeto del proyecto orientado a los sectores de salud, automocion,
turismo e infraestructuras.

4 Conclusiones y trabajos futuros

En esta tesis doctoral se ha demostrado diversos resultados obtenidos de los tres
articulos principales y a partir de estos datos, podemos concluir que se cumplio
satisfactoriamente con la hipotesis de investigacion “el disefio arquitectdnico
enfocado a los microservicios mejora la eficiencia y el impacto de los servicios de
eHealth, basandose en los criterios de aceptacion”, ya que se disend, desarrolld,
implementd, desplegd y validd un disefo arquitectdnico enfocado a los
microservicios, aplicados en arquitecturas de software basadas en capas dentro
del contexto eHealth, capaz de mejorar los servicios de salud desde el punto de
vista de la gestion, la tecnologia, la seguridad y la legalidad.

A continuacion, se extrajo una serie de conclusiones mas destacables a partir de
los resultados obtenidos de los articulos publicados: (i) el primer articulo, se
combinan dos dominios diferentes (salud y tecnologia), no es facil, pero los
resultados son alentadores. Los clasificadores informaron de buenos resultados;
el sistema ha sido bien aceptado por el personal médico y esta demostrando ser
rentable y una buena solucidn para atender a las zonas desfavorecidas o rurales.
Teniendo en cuenta lo anterior, se explora la posibilidad de aplicar las
comunicaciones maviles, los servicios en la nube y la tecnologia de aprendizaje
automatico, con el fin de proporcionar herramientas eficientes para el personal
médico en los hogares de ancianos; (ii) el segundo articulo, se emplea dos
paradigmas computacionales (Edge & Cloud) para la implementacién de una
arquitectura de nube hibrida, con el fin de soportar aplicaciones versatiles de alto
rendimiento, bajo el patrdn de microservicios, para el prediagndstico de
enfermedades infecciosas en pacientes de la tercera edad. Los resultados
obtenidos del andlisis de la usabilidad del equipo médico en conjunto con el
rendimiento de la arquitectura y el concepto de servicio muestran que la
plataforma es factible e innovadora bajo la filosofia de alta cohesién y bajo
acoplamiento; (iii) el tercer articulo, propone un nuevo marco de trabajo para la
concepcion de una plataforma eHealth centrada en los entornos de computacion
en la nube, basandose en los enfoques actuales (SOA y MSA) con respecto al
desarrollo de sistemas de recomendacion orientado a la telemonitorizacion y al
acceso del historial clinico. Es por ello, que se realizaron las pruebas
correspondientes, las cuales arrojaron que la variante MSA demuestra un mejor
funcionamiento en cuanto al rendimiento y al tiempo de respuesta comparado a
la variante SOA; sin embargo, el consumo de ancho de banda en MSA fue mas
significativo que SOA, y la escalabilidad en SOA generalmente no es posible o
requiere mucho trabajo para lograrlo. En sintesis, consideramos que la
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implementacion de SOA y MSA depende de la naturaleza y las necesidades de las
organizaciones (i.e., rendimiento, disponibilidad o interoperabilidad) y para
nuestra propias caracteristicas de software MSA es la dptima en este aspecto
bajo un escenario de salud.

En perspectiva, esta tesis aporta un fuerte argumento sobre la validez de los
microservicios dentro del contexto eHealth, especificamente al telemonitoreo.
Nos basamos en el concepto de aplicaciones versatiles de alto rendimiento y en
los valores los valores cuantitativos que se obtuvieron de las diversas pruebas
realizadas. Adicionalmente, hemos desarrollado un flujo de automatizacion para
la integracion y despliegue continuo de los microservicios. Dicho flujo, es
adaptable a cualquier escenario médico (enfermedades infecciosas, cuidados
paliativos, etc) y puede ser utilizado por un pequefo grupo de seis a ochos
personas para el proceso de desarrollo de los servicios, con el objetivo de reducir
el tiempo entre el compromiso de un cambio del sistema y colocar el cambio en
produccion.

Por otro lado, esta tesis da cabida a futuras investigaciones como combinar las
mejores caracteristicas SOA y MSA dentro de un ecosistema intergeneracional
SOA-MSA, que conforme una suite de diferentes servicios, en lugar de un enfoque
competitivo entre ellos [56], ya que permitiran que diferentes organizaciones
médicas sin importar sus tecnologias tuvieran la capacidad de integrarse e
interconectarse con diferentes aplicaciones eHealth adaptadas a las nuevas
tecnologias, por ejemplo, sistema de inferencia basado en aprendizaje
automatico enfocada en realizar tareas especializadas en la prevencion,
monitoreo y tratamiento de las diversas afecciones. También, estamos
explorando la posibilidad de extender nuestro marco de trabajo a otras areas
eHealth [54]-[56], como, por ejemplo: la prediccidon temprana de la hipotension
intradialitica durante sesiones de hemodialisis, el prondstico de la diabetes, la
prediccion de trastornos mentales en redes sociales y la prediccién temprana de
cancer de colon mediante futuros proyectos de investigacion y colaboraciéon con
el consorcio internacional que me encuentro afiliado durante mi estancia como
estudiante de doctorado en la UAH.

Otra posible area de investigacion futura seria la adaptacion de esta propuesta
hacia otros sectores de la industria 4.0 (p. €j. turismo, infraestructura,
manufactura) [56]; sin embargo, se necesitan investigaciones adicionales para
obtener suficientes resultados que demuestran la robustez del marco de trabajo,
en cuanto a las adaptaciones de las caracteristicas para dichos sectores, por lo
cual tenemos una colaboracién con el proyecto CitizenLab para cumplir con esta
tarea futura y posteriormente se publicaran nuestros hallazgos en un futuro
cercano.
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