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Alcalá de Henares, Octubre 2022





Dedication and acknowledgements

First of all I would like to express my sincere and deepest thanks my supervisors Dr. Luis de
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Resumen

Antecedentes

La ciberseguridad no es un concepto nuevo de nuestros d́ıas. Desde los años 60 la ciberseguridad ha sido un ámbito
de discusión e investigación [1]. Aunque los mecanismos de defensa en materia de seguridad han evolucionado,
las capacidades del atacante también se han incrementado de igual o mayor manera. Prueba de este hecho es la
precaria situación en materia de ciberseguridad de muchas empresas, que ha llevado a un incremento de ataques
de ransomware [2][3] y el establecimiento de grandes organizaciones criminales dedicadas al cibercrimen [4][5].
Esta situación, evidencia la necesidad de avances e inversión en ciberseguridad en multitud de sectores, siendo
especialmente relevante en la protección de infraestructuras cŕıticas. Se conoce como infraestructuras cŕıticas
aquellas infraestructuras estratégicas cuyo funcionamiento es indispensable y no permite soluciones alternativas,
por lo que su perturbación o destrucción tendŕıa un grave impacto sobre los servicios esenciales [6]. Dentro de
esta categorización se encuentran los servicios e infraestructuras sanitarias. Estas infraestructuras ofrecen un
servicio, cuya interrupción conlleva graves consecuencias, como la pérdida de vidas humanas. Un ciberataque
puede afectar a estos servicios sanitarios, llevando a su paralización total o parcial, como se ha visto en recientes
incidentes [7][8][9], llevando incluso a la pérdida de vidas humanas [10]. Además, este tipo de servicios contienen
multitud de información personal de carácter altamente sensible. Los datos médicos son un tipo de datos con
alto valor en mercados ilegales, y por tanto objetivos de ataques centrados en su robo [11].

Por otra parte, se debe mencionar, que al igual que otros sectores, actualmente los servicios sanitarios se
encuentran en un proceso de digitalización [12]. Esta evolución, ha obviado la ciberseguridad en la mayoŕıa de
sus desarrollos, contribuyendo al crecimiento y gravedad de los ataques previamente mencionados.

Metodoloǵıa e investigación

El trabajo presentado en esta tesis sigue claramente un método experimental y deductivo. Está investigación
se ha centrado en evaluar el estado de la ciberseguridad en infraestructuras sanitarias y proponer mejoras y
mecanismos de detección de ciberataques. Las tres publicaciones cient́ıficas incluidas en esta tesis buscan dar
soluciones y evaluar problemas actuales en el ámbito de las infraestructuras y sistemas sanitarios.

La primera publicación, ’Mobile malware detection using machine learning techniques’, se centró en desarrollar
nuevas técnicas de detección de amenazas basadas en el uso de tecnoloǵıas de inteligencia artificial y ‘machine
learning’. Esta investigación fue capaz de desarrollar un método de detección de aplicaciones potencialmente no
deseadas y maliciosas en entornos móviles de tipo Android. Además, tanto en el diseño y creación se tuvo en
cuenta las necesidades espećıficas de los entornos sanitarios. Buscando ofrecer una implantación sencilla y viable
de acorde las necesidades de estos centros, obteniéndose resultados satisfactorios.

La segunda publicación, ’Interconnection Between Darknets’, buscaba identificar y detectar robos y venta de
datos médicos en darknets [13]. El desarrollo de esta investigación conllevó el descubrimiento y prueba de la
interconexión entre distintas darknets. La búsqueda y el análisis de información en este tipo de redes permitió
demostrar como distintas redes comparten información y referencias entre ellas. El análisis de una darknet
implica la necesidad de analizar otras, para obtener una información más completa de la primera.

Finalmente, la última publicación, ’Security and privacy issues of data-over-sound technologies used in IoT
healthcare devices’ buscó investigar y evaluar la seguridad de dispositivos médicos IoT (’Internet of Things’). Para
desarrollar esta investigación se adquirió un dispositivo médico, un electrocardiógrafo portable [14], actualmente
en uso por diversos hospitales. Las pruebas realizadas sobre este dispositivo fueron capaces de descubrir múltiples
fallos de ciberseguridad. Estos descubrimientos evidenciaron la carencia de certificaciones y revisiones obligatorias
en materia ciberseguridad en productos sanitarios, comercializados actualmente. Desgraciadamente la falta de
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RESUMEN

presupuesto dedicado a investigación no permitió la adquisición de varios dispositivos médicos, para su posterior
evaluación en ciberseguridad.

Conclusiones

La realización de los trabajos e investigaciones previamente mencionadas permitió obtener las siguientes
conclusiones. Partiendo de la necesidad en mecanismos de ciberseguridad de las infraestructuras sanitarias, se
debe tener en cuenta su particularidad diseño y funcionamiento. Las pruebas y mecanismos de ciberseguridad
diseñados han de ser aplicables en entornos reales. Desgraciadamente actualmente en las infraestructuras
sanitarias hay sistemas tecnológicos imposibles de actualizar o modificar. Multitud de máquinas de tratamiento y
diagnostico cuentan con software y sistemas operativos propietarios a los cuales los administradores y empleados
no tienen acceso. Teniendo en cuenta esta situación, se deben desarrollar medidas que permitan su aplicación en
este ecosistema y que en la medida de los posible puedan reducir y paliar el riesgo ofrecido por estos sistemas.

Esta conclusión viene ligada a la falta de seguridad en dispositivos médicos. La mayoŕıa de los dispositivos
médicos no han seguido un proceso de diseño seguro y no han sido sometidos a pruebas de seguridad por parte de
los fabricantes, al suponer esto un coste directo en el desarrollo del producto. La única solución en este aspecto
es la aplicación de una legislación que fuerce a los fabricantes a cumplir estándares de seguridad. Y aunque
actualmente se ha avanzado en este aspecto regulatorio, se tardaran años o décadas en sustituir los dispositivos
inseguros. La imposibilidad de actualizar, o fallos relacionados con el hardware de los productos, hacen imposible
la solución de todos los fallos de seguridad que se descubran. Abocando al reemplazo del dispositivo, cuando
exista una alternativa satisfactoria en materia de ciberseguridad. Por esta razón es necesario diseñar nuevos
mecanismos de ciberseguridad que puedan ser aplicados actualmente y puedan mitigar estos riesgos en este
periodo de transición.

Finalmente, en materia de robo de datos. Aunque las investigaciones preliminares realizadas en esta tesis no
consiguieron realizar ningún descubrimiento significativo en el robo y venta de datos. Actualmente las darknets,
en concreto la red Tor [15], se han convertido un punto clave en el modelo de Ransomware as a Business (RaaB)
[5], al ofrecer sitios webs de extorsión y contacto con estos grupos.
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Abstract

The development of novel cybersecurity detection methods has failed to stop the increase in cybersecurity
incidents. This has led to a difficult situation, where many companies are being affected by cybersecurity incidents
[2][3][4][5]. The development of measures capable of stopping and detecting these attacks is especially relevant in
critical infrastructures, such as healthcare services. In this thesis, a cybersecurity review, analysis of threats and
development of novel cybersecurity techniques is presented. This thesis follows an experimental and deductive
method consisting of three papers. The first paper is centred on developing new techniques of malware detection
based on the usage of artificial intelligence. This research was able to develop a method for detecting potentially
unwanted and malicious applications in mobile environments. The second publication looked to identify and
detect threats and stolen information from healthcare services on darknets [13]. This research led to the discovery
and proof of the interconnection between different darknets. The last publication is focused on analyzing the
security of medical devices. To carry out this research, a medical device, a portable electrocardiograph [14],
was tested. These tests were able to discover multiple cybersecurity vulnerabilities. Proving the necessity for
the development of novel detection and protection methods applicable to the Healthcare Industry. On top of
that, multiple medical devices present minimal or no cybersecurity features. It is necessary to develop transition
contingency measures. The usage of medical devices with cybersecurity features by healthcare services will
probably be a process that will not be achieved in years but decades. Finally, regarding stolen information,
darknets; in particular the Tor network [15], have become a key point in the Ransomware as a Business (RaaB)
model [5]. Several of the victims publicised by these groups have turned out to be health services [16][17], proving
the need and interest in the study of such networks.
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”We can only see a short distance ahead, but we can see plenty there that needs to be done.”
Alan Turing
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Chapter 1

Introduction

1.1 Introduction

Cybersecurity, or computer security, is not a novel concept of our day. Since the beginning of communications

and connection development between computers, in the early 1960s, cybersecurity has been a topic of discussion.

One of the first conference panels focused on this topic was held by RAND researcher Willis H. Ware [18] at the

Spring Joint Computer conference in Atlantic City in 1967, where several cybersecurity papers were presented [1].

One of the presented papers was ’Security considerations in a multi-programmed computer system’ by Bernard

Peters a member of the United States National Security Agency (NSA) [19]. This paper is a piece of special

interest due to some of its statements, that are still applicable today.

Bernard Peters starts his paper with the following statements:

’Security can not be attained in the absolute sense. Every security system seeks to attain a probability of loss

which is commensurate with the value returned by the operation being secured. For each activity which exposes

private, valuable, or classified information to possible loss, it is necessary that reasonable steps be taken to reduce

the probability of loss. Further, any loss which might occur must be detected.’ [19].

Those statements are still perfectly valid and applicable in 2022. Through the years those statements have

been proved and evolved into new terms, definitions and methodologies, being one of them Zero Trust Security

Mode, also known as Zero Trust Architecture (ZTA). The main concept behind the ”zero trust” concept is

”never trust, always verify”, and follows the previously mentioned idea that security can not be attained in the

absolute sense. This term was coined in 1994 by Stephen Paul Marsh in his doctoral thesis[20]. Later on, in

2018, cybersecurity researchers at NIST1 and the NCCoE2 published the SP 800-207, Zero Trust Architecture

(ZTA)[21]. This publication contains and defines a cybersecurity architecture base on the Zero Trust(ZT) principle.

These recent design architectures, once again, follow and try to solve the statements made by Bernard Peters in

1967, ’For each activity which exposes private, valuable, or classified information to possible loss, it is necessary

that reasonable steps be taken to reduce the probability of loss.’. ZTA offers plans and methodologies, based on

zero trust concepts, to improve the cybersecurity of organizations.

Even though most of the principles stated by Bernard Peters are still valid, cybersecurity has evolved

through the last decades. ZTA is the result of a process of evolution, being one of the most modern security

architectures, but previously to ZTA numerous attempts have been done and replaced. ZTA moves the main

defensive paradigms from static, network-based perimeters to users, assets, and resources. For instance, earlier

security models were heavily focused on network-based architectures[22][23] that were proved insufficient with

1https://www.nist.gov/
2National Cybersecurity Center of Excellence
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the emergence of mobile devices like smartphones o computer laptops. It is necessary to mention that some of

those techniques are still considered good cybersecurity practices, like network segmentation[24], but they need

to be supported by other cybersecurity policies and actions.

Nowadays current novel methods of detection are based on continuous monitoring of all technological

systems[25][26]. Based on the fact that any system can be affected by a cyberattack, even if they are not

connected to the internet[27], it is necessary to monitor all possible systems for early detection and response

against any possible cyberattack. Following this path of monitoring and data collection most of the recent

studies and industry development products has been using machine learning and deep learning methods to

detect cyberattacks[28][29] (e.g., anomaly detection systems[30], malware detection[31][32], spam detection[33]

and digital forensics[34]).

Modern cybersecurity has acknowledged the fact, that a cybersecurity incident is inevitable at some point.

Measures need to be done to delay successfully incidents and assure a fast and efficient incident response.

In modern times, the cybersecurity maturity of an organization is usually measured and tested when they

are handling cybersecurity incidents. Well-prepared organizations, in most cases, will successfully manage

cybersecurity incidents without affecting critical systems. Where organizations without enough cybersecurity

measures, at an organizational and technical level, tend to fall into chaos, and in most cases pay enormous

amounts of money to ransomware gangs [35][36].

1.1.1 Definition of the problem

Unfortunately, the development of novel cybersecurity detection methods has failed to stop the increase of

cybersecurity incidents. Methods of attack, evasion techniques and attackers has also evolved throw the years.

Being, right now, one the most popular incidents the one knows as ransomware attacks [2][3]. A report released by

the US Treasury’s Financial Crimes Enforcement Network (FinCEN) detected a massive growth in ransomware

payments in 2021 [4].

Furthermore, most recently digitalised sectors have proven to be less mature in terms of cybersecurity.

Multiple Industrial Control Systems(ICS) were kept isolated from the Internet, but now, are being increasingly

connected without the necessary cybersecurity recommendations [37]. Besides, the industrial sector and ICS have

their own peculiarities and necessities, that turn them into a specific cybersecurity problem. Being necessary, the

development and design of specific cybersecurity protection methods for the industry sector.

Among the newly digitalised sectors is the healthcare industry. Healthcare services are constantly adding

technological solutions, since novel diagnosis systems [38][39], to the use of robotics[40] or new ways of communi-

cation between medical personal and patients [41]. This phenomenon is commonly called ’digital health’ [12].

Furthermore, Healthcare Industry is one of the largest and most important industries in the world. According

to Statista just in the United States Health Care & Social Assistance obtained a revenue of $2,612 billion in

2020 [42]. Moreover, the digital health market was valued at $ 66.5 billion in 2021 and is expected to grow at

a compound annual growth rate (CAGR) of 26.9% from 2022 to 2030, according to a report by Grand View

Research, Inc [43]. For these reasons, and being an expanding digitalized sector, without a previous focus on

cyber security, the health sector has been affected by multiple cyberattacks [7][11][8][9].

These attacks proved the need for novel cybersecurity protection systems. And similar to other Industry

Sectors, Healthcare Industry needs specific designs and tailored solutions as many of its systems are critical and

affect human lives. For example, all possible cybersecurity development systems that need to deal with medical

equipment must comply with safety measures to not alter their normal functionality. Cybersecurity proposals

and ideas need to adjust to these scenarios to be actually applicable. A software failure in medical systems could

end up costing human lives.

Therefore the work of this thesis has been focused on how to improve and detect cybersecurity problems in

the Healthcare Industry. But with a focus on the applicability and study of the research.

2



1.2. RESEARCH OBJECTIVES

1.2 Research objectives

The objectives of this thesis are listed below:

1. Objective 1. The study of the usage and development of machine learning techniques to enhance the

cybersecurity protection applicable to mobile devices

2. Objective 2. To analyse the structure of darknets in order to understand criminal activities and threats

related to the Healthcare Industry

3. Objective 3. The study of the cybersecurity status of modern IoT medical devices

1.3 Literature Review

In this section, a literature review will be presented, addressing the current research about cybersecurity in

general critical infrastructures, such as healthcare services. Since the healthcare industry is categorized as critical

infrastructure, a detailed literature review of research performed in different critical infrastructure scenarios will

also be included. In addition, special attention will be given to empirical research because of its most valuable

scientific contribution.

1.3.1 Critical Infrastructures and Healthcare cybersecurity

Critical Infrastructure Cybersecurity is different to traditional company cybersecurity, due to the sensitive nature

of these infrastructures and their peculiarities, such as specific industrial protocols (e.g, Modbus) and their

repercussions in the event of failure. Furthermore, it is necessary to understand that most of these critical

infrastructures were designed without an internet connection in mind, and their security has been provided by

isolation. In a world where everything is being connected to the Internet, protecting those infrastructures is a

challenge. Back in 2013, the White House published an executive order [44] commanding the improvement of

critical infrastructure cybersecurity.

Following this command the National Institute of Standards and Technology has been working on developing

a Framework for Improving Critical Infrastructure Cybersecurity[45], being its last version the one from

2018[46]. This framework is an ongoing collaborative effort that involves industry, academia and government,

to improve cybersecurity risk management in critical infrastructures. Several academic research works have

been focused on reviewing the recent threats and attacks[47][48]. The research studies made by CS Kruse et

al.[49] and Lynne Coventry et al.[50] specifically performed a review of modern threats and trends in healthcare

cybersecurity. Regarding possible solutions proposals, researchers such as AJ Coronado et al. have proposed

security improvement solutions based on risk management[51]. Other researchers have been focused on evaluating

and detecting cybersecurity failures in medical devices. Jake L Beavers et al. successfully identified multiple

cybersecurity vulnerabilities in pacemakers and Eduard Marin et al. identified vulnerabilities in Implantable

Cardiac Defibrillators(ICDs)[52]. Moreover, non academia researchers has also identified multiple cybersecurity

vulnerabilities in medical devices[53][54][55]. These discoveries also led to the design of proposal of several

mechanisms of protection for medical devices, acting like proxies to protect against eavesdropping or malicious

communications[56][57].

On the other hand, there is also numerous research centred on SCADA (Supervisory Control and Data

Acquisition) systems. Since the design of vulnerability assessments systems[58], risk assessment methods[59] or

cybersecurity considerations[60]. Unfortunately, even though SCADA systems are related to critical infrastructure

management, they are usually installed or operated in healthcare centres. Healthcare centres have their own

particular issues that need to be addressed and studied in detail.

3
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Finally, other contributions are centred on the need for effective regulations that force the implementation of

cybersecurity measures[61][62]. A Strielkina et al. performed a regulation and case-oriented assessment about the

cybersecurity of IoT-based systems used in healthcare[63]. Regulations will force organisations to comply with

security measures, improving the detection of handling of cyber incidents. But will also force medical device

manufactures to comply with cybersecurity standards.

Possible solutions to cybersecurity in healthcare services still raise multiple problems and research questions,

being this situation is one of the motivating aspects of this thesis. It is necessary to research and develop new

methods of cybersecurity for healthcare institutions. Being aware of this situation and following these premises,

the European Commission has acknowledged these problems and has dedicated specific research funding to

Healthcare Security[64][65][66]. In Horizon 2020 (H2020), one of the largest European funding program for

research and innovation, the European Union funded with 35 million Euros several Research and Innovation

actions [64][65]. And in Horizon Europe, the new European research and innovation funding program, there is a

specific research topic dedicated to Enhancing the cybersecurity of connected medical devices[66]. One example

of this research and innovation actions was ProTego [67]. The University of Alcalá was part of the ProTego

project, under some part of the research carried out in this thesis has been conducted.

1.4 Contributions

Any detailed analysis of the state of the art related to cybersecurity in healthcare will discover multiple works

presenting cybersecurity challenges [68] and the modelling of modern threats based on risk analysis [69][70].

But, at the moment of writing this thesis, there is a lack of applied research in this field. As mentioned before,

the European Commission also has acknowledged the necessity of applying and researching novel cybersecurity

methods for Healthcare Services. Several of those Research and Innovation actions were focused on developing

Trusted digital solutions and Cybersecurity in Health and Care, being this a specific challenge in H2020. As a

consequence of this situation, the work of this thesis has been extremely focused on applied research, and several

experiments and evaluations have been performed. These works gave as result several publications indexed in

the Journal Citation Report (JCR) index, which are detailed and presented in the following sections.
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1.4. CONTRIBUTIONS

Impact of Article 1

Title C. Cilleruelo, Enrique-Larriba, L. De-Marcos and J.J. Martinez-Herráiz, ”Malware De-

tection Inside App Stores Based on Lifespan Measurements,” in IEEE Access, vol. 9, pp.

119967-119976, 2021, doi: 10.1109/ACCESS.2021.3107903.

Summary Potentially Harmful Apps (PHAs), like any other type of malware, are a problem. Even

though Google tries to maintain a clean app ecosystem, Google Play Store is still one of the

main vectors for spreading PHAs. In this paper, we propose a solution based on machine

learning algorithms to detect PHAs inside application markets. Being the application

markets one of the main entry vectors, a solution capable of detecting PHAs submitted or

in submission to those markets is needed. This solution is capable of detecting PHAs inside

an application market and can be used as a filtering method, to automatically block the

publishing of novel PHAs. The proposed solution is based on application static analysis,

and even though several static analysis solutions have been developed, the innovation of

this system is based on its training and the creation of its dataset. We have created a new

dataset that uses as criteria the lifespan of an application inside Google Play, the shorter

time an application is active inside an application market the higher the probability that

this is a PHA. This criterion was added in order to avoid the usage and bias of antivirus

engines for detecting malware. Involving the lifespan as criteria we created a new method

of detection that does not replicate any existing antivirus engines. Experimental results

have proved that this solution obtains a 90% accuracy score, using a dataset of 91,203

applications published on the Google Play Store. Despite showing a decrease in accuracy,

compared with other machine learning models focused on detecting PHAs; it is necessary

to take into account that this is a complementary and different method. The presented

work can be combined with other static and dynamic machine learning models, since its

training is drastically different, as it was based on lifespan measurements.

Impact This paper has been published in IEEE Access. IEEE Access is a peer-reviewed open-access

scientific journal published by the Institute of Electrical and Electronics Engineers (IEEE).

In the Science Index of Journal Citation Reports 2021, its Impact factor is 3.476. And

is ranked 79th of 164 (Q2) in the category COMPUTER SCIENCE, INFORMATION

SYSTEMS, the rank 43rd of 94 (Q2) in the category TELECOMMUNICATIONS and the

rank 105 of 276 (Q2) in the category ENGINEERING, ELECTRICAL & ELECTRONIC.

Under Journal Citation Indicator (JCI) 2021 its score is 0.93. Holding the rank 75th

of 246 (Q2) under the category COMPUTER SCIENCE, INFORMATION SYSTEMS,

the rank 44th of 116 (Q2) under the category TELECOMMUNICATIONS and the rank

104th of 344 (Q2) under the category ENGINEERING, ELECTRICAL & ELECTRONIC.

Finally under the Scopus CiteScore Rank 2021 its CiteScore: 6.7, SJR: 0.927 and SNIP:

1.326. And is ranked 28th of 300 (90th percentile) in the category Engineering, General

Engineering, the rank 34th of 231 (85th percentile) in the category Computer Science,

General Computer Science and the rank 104th de 455 (77th percentile) in the category

Materials Science, General Materials Science.

Table 1.1: Impact paper 1
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CHAPTER 1. INTRODUCTION

Impact of Article 2

Title C. Cilleruelo, L. de-Marcos, J. Junquera-Sánchez and J.J. Mart́ınez-Herráiz, ”Intercon-

nection Between Darknets,” in IEEE Internet Computing, vol. 25, no. 3, pp. 61-70, 1

May-June 2021, doi: 10.1109/MIC.2020.3037723.

Summary Tor and i2p networks are two of the most popular darknets. Both darknets have become

an area of illegal activities highlighting the necessity to study and analyze them to identify

and report illegal content to law enforcement agencies (LEAs). This article analyzes the

connections between the Tor network and the i2p network. We created the first dataset

that combines information from Tor and i2p networks. The dataset contains more than

49k darknet services. The process of building and analyzing the dataset shows that it is

not possible to explore one of the networks without considering the other. Both networks

work as an ecosystem and there are clear paths between them. Using graph analysis, we

also identified the most relevant domains, the prominent types of services in each network,

and their relations. Findings are relevant to LEAs and researchers aiming to crawl and

investigate i2p and Tor networks.

Impact This paper has been published in IEEE Internet Computing. IEEE Internet Computing is

a bimonthly peer-reviewed scientific journal published by the IEEE Computer Society. In

the Science Index of Journal Citation Reports 2021, its Impact factor is 2.680. Holding

the rank 43rd of 110 (Q2) in the category Computer Science, Software Engineering. Under

the Journal Citation Indicator (JCI) 2021 its score is 0.92. And holds the rank 37th of 133

(Q1) in the category Computer Science, Software Engineering. Finally under the Scopus

CiteScore Rank 2021, its CiteScore is 6.2, SJR: 1.03 and SNIP: 1.389. And holds the

rank 77th of 359 (77th percentile) in the category Computer Science, Computer Science

Applications.

Table 1.2: Impact paper 2
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1.4. CONTRIBUTIONS

Impact of Article 3

Title C. Cilleruelo, J. Junquera-Sánchez, L. de-Marcos, N. Logghe and J.J. Martinez-Herraiz, ”Se-

curity and privacy issues of data-over-sound technologies used in IoT healthcare devices,”

2021 IEEE Globecom Workshops (GC Wkshps), 2021, pp. 1-6, doi: 10.1109/GCWk-

shps52748.2021.9682007.

Summary Internet of things (IoT) healthcare devices, like other IoT devices, typically use proprietary

protocol communications. Usually, these proprietary protocols are not audited and may

present security flaws. Further, new proprietary protocols are desgined in the field of

IoT devices, like data-over-sound communications. Data-over-sound is a new method

of communication based on audio with increasing popularity due to its low hardware

requirements. Only a speaker and a microphone are needed instead of the specific antennas

required by Bluetooth or Wi-Fi protocols. In this paper, we analyze, audit and reverse

engineer a modern IoT healthcare device used for performing electrocardiograms (ECG).

The audited device is currently used in multiple hospitals and allows remote health

monitoring of a patient with heart disease. For this auditing, we follow a black-box reverse-

engineering approach and used STRIDE threat analysis methodology to assess all possible

attacks. Following this methodology, we successfully reverse the proprietary data-over-

sound protocol used by the IoT healthcare device and subsequently identified several

vulnerabilities associated with the device. These vulnerabilities were analyzed through

several experiments to classify and test them. We were able to successfully manipulate

ECG results and fake heart illnesses. Furthermore, all attacks identified do not need any

patient interaction, being this a transparent process which is difficult to detect. Finally, we

suggest several short-term solutions, centred in the device isolation, as well as long-term

solutions, centred in involved encryption capabilities.

Impact This paper has been published in the IEEE Global Communications Conference (GLOBE-

COM) 2021. The Global Communications Conference is an annual international academic

conference organised by the IEEE. This conference is included under the GII-GRIN-SCIE

(GGS) Conference Rating 2021 (update October 24, 2021), having a scoring of GGS Class

2. Furthermore this conference is included in the index Computer Research and Education

(CORE) 2020, under Rank. “B”

Table 1.3: Impact paper 3
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CHAPTER 1. INTRODUCTION

1.4.1 Summary of the contribution

This thesis, as shown by the previously mentioned papers, contributes to providing answers on how to detect

and improve cybersecurity in a critical industry such as Healthcare.

The three previous scientific publications seek to provide answers about the cybersecurity status of the

industry and test novel security methods. Each one of the papers is focused on different techniques and answers

specific research objectives but all of them share a common background in healthcare services. Each one of the

papers has been focused in solve each one of the objectives presented in this thesis.

• Objective 1. The study of the usage and development of machine learning techniques to enhance the

cybersecurity protection applicable to mobile devices has been addressed in the first paper, Malware

Detection Inside App Stores Based on Lifespan Measurements

• Objective 2. To analyse the structure of darknets in order to understand criminal activities and threats

related to the Healthcare Industry, has been addressed in the second paper, Interconnection Between

Darknets

• Objective 3. The study of the cybersecurity status of modern IoT medical devices, has been addressed in

the third and final paper of this thesis, Security and privacy issues of data-over-sound technologies used

in IoT healthcare devices.

1.5 Thesis structure

The thesis follows is structured in the following way. In this introduction chapter a state of the art, a summary

of the impact of scientific publications and the relationships between them is presented. Following this chapter,

the three papers are then presented, followed by a discussion of the results, conclusions and lines of future work.

• Chapter 2 presents the first paper of the thesis, concerning the research and use of machine learning

algorithms applied to cybersecurity. This paper is the starting point of the research and studies on how to

apply cybersecurity techniques to a specific environment, such as Healthcare.

• Chapter 3 presents the second paper of the thesis, which analyzed and proves the connection between

different darknets. This discovered was made during a research process that tried to identify threats

against this critical industry and raise some questions about how malicious actors operate.

• Chapter 4 presents the third paper of the thesis, where the security of an electronic health device is

evaluated. This novel IoT device in charge of taking electrocardiograms is subject to a cybersecurity audit

process. Achieving the discovery and identification of several vulnerabilities.

• Chapter 5 presents a discussion of the combined results of the three papers. And finally, chapter 6 offers a

summary of the different conclusions and possible future lines of work.

• In relation to the bibliography, each one of the presented papers includes a section where its references are

shown. In addition to this, the references used in the remaining sections are listed at the end of this thesis.
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Chapter 2

Mobile malware detection using

machine learning techniques

2.1 Paper 1 contribution

Like in any other industry smartphones are actively used in hospitals and other healthcare centres. Mobile phones

are not only a way of communication, they have turned into a method of scheduling medical appointments,

checking for medical results or even medical consultation, through remote video conferences or calls. This concept

is known as telehealth or telemedicine [71] and it can be defined as the distribution of health-related services

and information via electronic information and telecommunication technologies. Furthermore, due to the recent

Covid19 [72], these medical care methods have been extensively used. In some cases, remote communication or

medical follow-up has become the only possible way of communication. These situations have led to the need to

provide smartphones to all medical personnel. And, usually, as in most industries and companies, healthcare

centres had applied a Bring Your Own Device (BYOD) policy. BYOD is a company policy that allows employees

to bring and use their own devices, during their workday. This policy avoids company purchases of mobile phones

for employees, offering cost savings to the company. But create other security problems and concerns.

First of all, in a BYOD environment personal and medical, or work-related, information is not isolated.

Medical personal share the same device for private affairs and patient data or results. Also those devices,

nowadays, represent a fundamental part of the work of medical personnel. Not only results or patient data:

medical appointments, access to the hospital emails, work schedules and other necessary information for the

proper functioning of the hospital can be stored there.

Due to those facts, it is necessary to study new ways of improving mobile device protection. And also research

possible ways of adding security to multiple,and from different vendors, mobile devices. One problem of BYOD,

apart from the non-separation of personal and work-related data, is the variety of devices. The variety of devices

makes it difficult to create easily deployable solutions that can cover multiple vendors and device types. Novel

solutions should be aware of that, and try to be easily applicable to multiple mobile devices of different vendors.

One possible solution to these aspects is to protect and improve the detection of Potentially Harmful Apps

(PHAs). Most mobile applications are installed through official app stores, such as Google Play Store [73]. PHAs

developers are aware of that and published malicious software in app stores [74]. So one way of improving the

security of the mobile ecosystem, in a generic way that can affect multiple vendors, is to improve the detection

and block of PHAs in app stores. In this chapter, a new method of detection inside App Stores that used

machine learning algorithms is presented. Detection and reducing PHAs inside app stores will directly affect the

security of multiple mobile devices, including the devices of medical personnel. This does not mean that all PHAs

9



CHAPTER 2. MOBILE MALWARE DETECTION USING MACHINE LEARNING

TECHNIQUES

will disappear but greater control over app stores will force malware developers to use and study alternative

techniques.

2.2 Paper 1

The first scientific paper is included below, “Malware Detection Inside App Stores Based on Lifespan Measure-

ments”.
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ABSTRACT Potentially Harmful Apps (PHAs), like any other type of malware, are a problem. Even
though Google tries to maintain a clean app ecosystem, Google Play Store is still one of the main vectors
for spreading PHAs. In this paper, we propose a solution based on machine learning algorithms to detect
PHAs inside application markets. Being the application markets one of the main entry vectors, a solution
capable of detecting PHAs submitted or in submission to those markets is needed. This solution is capable
of detecting PHAs inside an application market and can be used as a filtering method, to automatically
block the publishing of novel PHAs. The proposed solution is based on application static analysis, and even
though several static analysis solutions have been developed, the innovation of this system is based on its
training and the creation of its dataset. We have created a new dataset that uses as criteria the lifespan of
an application inside Google Play, the shorter time an application is active inside an application market the
higher the probability that this is a PHA. This criterion was added in order to avoid the usage and bias
of antivirus engines for detecting malware. Involving the lifespan as criteria we created a new method of
detection that does not replicate any existing antivirus engines. Experimental results have proved that this
solution obtains a 90% accuracy score, using a dataset of 91,203 applications published on the Google Play
Store. Despite showing a decrease in accuracy, compared with other machine learning models focused on
detecting PHAs; it is necessary to take into account that this is a complementary and different method. The
presented work can be combined with other static and dynamic machine learning models, since its training
is drastically different, as it was based on lifespan measurements.

INDEX TERMS Machine learning, app stores, google play malware, android malware, malware detection,
potentially harmful apps.

I. INTRODUCTION
Malware detection techniques are constantly evolving due to
the necessity of detecting the presence of malware. Cyber-
criminals are constantly changing their techniques and novel
methods of detection are needed to be developed. Moreover,
Android has become one of the most popular operating sys-
tems in mobile devices. According to Statcounter, Android
has a market share greater than 72% [1]. This situation has
caused an increase in the malware ecosystem because of
its popularity [2], [3]. All of this is related to the rise of
smartphone users worldwide, more than 6 billion in 2021 [4].
Due to this situation, cybercriminals are increasing attacks
against smartphones and the Android ecosystem in particular.

The associate editor coordinating the review of this manuscript and
approving it for publication was Jiafeng Xie.

On top of that, we should take into account that even in the
latest Android version 11, the system still allows installing
applications from unverified sources. Several malware SMS
campaigns, using SMiShing techniques [5], had exploited
this possibility [6], [7] but the use of markets, third-party
markets, and the official Google Play Store, is still the main
distribution vector of infection for most Android malware [8].
Being Google Play Store the main distribution vector, novel
techniques that control who published andwhich applications
are published need to be developed. This evaluation is cur-
rently a challenge since there are around nearly 3 million
applications in Google Play Store [9], making it difficult to
evaluate all of them. A proposed solution should be appli-
cable to all published applications and also have an accept-
able evaluation and detection time. In 2017 Google tried to
accomplish a solution to this problem by developing a system
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called Google Play Protect [10]. Google Play Protect is a
security measure that has managed to block, just in 2017,
approximately 10 million harmful app installations [11].
However several studies [12], and the current situation of
Android malware inside the Google Play Store [8], [13], has
proved this technology inefficient. The incapacity or disre-
gard from Google has been evidenced due to the number of
malware campaigns in Google Play Store [14], [15]. And it
is necessary to take into account that Android allows sev-
eral alternative markets where there are even more malware
applications [16]. Better detection rates are needed to fight
malware inside application markets.

Furthermore, we should not forget the emergence of the
Internet of Things (IoT) ecosystem and the use of Android as
its operating system in these environments [17], [18]. These
ecosystem also needs novel methods of malware detection
[19], [20]. Those Android IoT devices can also incorporate
the usage of applicationmarkets, for this a solution that grants
better control over application markets will benefit, not only
smartphones but also the full Android ecosystem.

Within this context, it is important to research and apply
new methods of PHAs detection. Moreover, these new detec-
tion methods need to be applicable in the real world and
take into account applications particularities. For example,
there are devices, like Samsung, with a proprietary soft-
ware development kit(SDK) that can use specific permissions
like, samsung.accessory.permission.ACCESSORY_FRAME
WORK. These permissions can only be found in certain
devices and have been normalized or removed to guarantee
a multi-platform market solution. It is not real to create novel
detection methods that do not take into account these pecu-
liarities or are based on unique features like C&C domains or
IP addresses.

In this paper, we present a novel method of detection based
on lifespan measurements that can be used for detecting
malware in application markets. This is a lightweight method
that makes it possible to easily scanmillions of applications in
a feasible time. For example, newer applications submissions
can be processed through this detection method, without sig-
nificantly affecting the publication process. We developed an
automatic solution based on static analysis techniques but tak-
ing into account the previous mentioned particularities of the
Android application ecosystem. The features used by this sys-
tem have been carefully normalized and can be present in any
Android application. These features are divided into groups
like Permissions, Hardware, or Google Play Store categories.
This approach also generates a lightweight design, that con-
tributes to its easier implementation. Only 601 application
features are used in the training and evaluation methods.
But the main difference with other detection methods is the
PHAs dataset composition and its use in the creation of this
detection system.

A dataset of 91,203 applications, published inside the
Google Play Store has been utilized for this research. To split
the applications into legitimate or PHAs a new classifica-
tion criterion has been applied. Instead of just using know

antivirus engines to classify the samples, the lifespan of
mobile applications inside the Google Play Store has also
been used as a selection criterion.

In summary, a list of contributions of this paper are the
following:

• Unique dataset. We systematically created and labelled
a dataset based on applications lifespan inside the
Google Play Store. This dataset is publicly accessi-
ble in GitLab, https://gitlab.com/ciberseg-uah/public/
pha-android-dataset

• New method of detection of PHAs. Using the previously
mentioned dataset, we created a new method of PHAs
detection. This method is based on machine learning
techniques and involves this lifespan measure as a selec-
tion criteria.

• Antivirus Engines Bias Avoidance. The use of our clas-
sified dataset avoids the bias produced by antivirus
engines. We are not replicating the behaviour of an
antivirus engine, but creating a new detection method.

• Explainable Results. The proposed method has been
tested and trained using different machine learning mod-
els and techniques. These techniques are explained and
analyzed in this research paper. All machine leanings
algorithms in this research allow obtaining explainable
results.

• Lightweight training and Feature Selection. In order to
create a heterogeneous solution for the Android ecosys-
tem, we reduce and normalized the application features
to common ones. The system only uses 601 features
for the training and evaluation of applications instead
of thousands of features. Also, being a static analysis
detection method, the model presents a Mean time to
detect (MTTD) smaller than one second per application.

All these contributions follow practical use. This system,
created using machine learning techniques, could be used for
the early detection of malicious campaigns inside application
markets. And for early detection of PHA before its publi-
cation inside the market. Multiple PHAs could be detected
during the submission and validation process made by appli-
cation markets.

II. BACKGROUND AND RELATED WORK
Day to day, malware evolves to pretend it is a legitimate
program, increasing the complexity of the detection process.
Furthermore, malware detection leads to another problem.
There are cases where there is not a clear line to distinguish
malware. Different antivirus engines have different criteria
when classifying samples [21] Hurier et al. clearly state this
lack of consensus in antivirus engines [22]. Antivirus used a
threshold in order to consider a malware sample. Hurier et al.
also stated that there is no public theory or golden rule behind
the selection of this threshold. Finally, their work concludes
by explaining the necessity of novel detection methods and
the use of aggregated antivirus decisions for avoiding bias.
Harmful applications may be detected by some antivirus
and in other cases being classified as benign or detected as
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malware but classified in different categories of malware.
Each antivirus engine has different policies dealing with
PHAs, occasionally more relaxed or restrictive, on malware
analysis [23]. For example, some of them could have heavy
policies against adware, and others tolerate this type of PHAs.

Malware analysis may involve different methodologies and
techniques. Some of them base their classification on the
recognition of known patterns on the program code [24].
If a certain code has been previously detected on security
incidents, it will be remembered and detected by the antivirus
engines, regardless of the machine in which it is executed.
This analysis is usually done through static analysis, an anal-
ysis performed without actually executing programs.

Another technique used in malware analysis is dynamic
analysis. When classifying newmalware samples which have
never been detected before, remembering patterns on the code
does not improve the identification [24]. It is necessary to exe-
cute an analysis of the applicationwhile it is being executed to
verify that its functionalities are the ones expected. Dynamic
analysis has been used in malware detection [25], [26] and
has been proven effective thanks to the information provided,
which describes a program and its behaviour.

The classification of samples is a problem that requires
the recognition of patterns on a data set. Static and dynamic
malware analysis can provide a lot of features and patterns
of PHAs. Due to its ability to recognize patterns, Machine
Learning is a good technology for the implementation of
novel detection methods. It offers several algorithms capable
of find patterns and classify data based on certain features.
Even so, it is needed to supervise the training by specifying
the class to which samples belong.

The use ofMachine Learning, for classifying mobile appli-
cations, has been involved in a multitude of studies [27], [28]
[29]. Some researchers had used Support Vector Machines
(i.e. SVM) [30]. Others have used algorithms like Random
Forest Classifier (i.e. RFC) and Linear Regression [31] to
classify applications.

There have been several studies applying machine learn-
ing to detect PHAs [30], [32] [33]. One of the most rele-
vant studies is Drebin [30]. Drebin achieves a detection rate
of 94% using 545,000 different features. But from our point
of view, several features should not be considered (e.g., Net-
work addresses, application-defined permissions, activities’
names). Malware is easily mutable and training a machine
learning model with unique characteristics will not improve
the detection rate. It is necessary to generate a dataset with
common characteristics that all the PHAs could have.

Another research related to Android malware classifica-
tion that uses a more generic approach selecting features
of a dataset [34] is APK Auditor. APK Auditor [34] uses
Android permissions, common features between applications
to create a permission-based model obtaining a detection rate
of 88%. Even though the accuracy of APK Auditor is lesser
than Drebin, APK Auditor is a better approach to malware
detection. In a real-world environment, the accuracy of APK
Auditor will be better than Drebin due to the evaluation of

common features between samples. On the other hand, other
recent studies have also proved the effectiveness of machine
learning in dealing with Android IoT malware. [35], [36]

III. METHODOLOGY
A. AVOIDING ANTIVIRUS DETECTION BIAS
First of all, we created a novel dataset using Tacyt.1 Tacyt is a
cyber-intelligence tool developed by ElevenPaths, a cyberse-
curity company subsidiary of Telefónica Digital España, S.L.
This tool performs a crawling of different mobile application
markets, including the Google Play Store. This process down-
loads and then performs a static analysis of millions of mobile
applications. Using this tool wewere able to access a database
of 273,662 applications, published inside the Google Play
Store between 22th of January 2010, and 11th of July 2018.
Those applications allowed us to create a labeled dataset
of 91,203 applications. Tacyt provides information about
each application, like the Android Package (APK) files and
dates associated with the Google Play Store publication or its
publishing category. This allows its subsequent analysis, even
after the application has been deleted from the market.

There are several public PHAs datasets [37], [38] already
accessible but to present an innovative way of detection
we did not use any of them. Those datasets use antivirus
engines as a classification method. Also none of the recently
published datasets involve application store lifespan mea-
surements to their building. AndroCT [39] and TraceDroid
[40] present static and dynamic analysis data but do not
give any metric related to lifespan. Moreover, recent works
combined static and dynamic analysis, like Cai et al. [41],
Cai and Ryder [42] which studied application structure
and behaviours and then create an application classifica-
tion approach base on that information. Cai et al. [43] also
studied the evolution of benign and malign applications in
the Android ecosystem to understand its behaviours. But
again the previously mentioned approaches did not specif-
ically study applications published in application markets
and did not involve lifespan measurements. It is necessary
to understand that the novelty of this work is not based on
the application of static analysis, a technique widely tested
and studied in numerous research papers [30], [44] [45].The
novelty of the proposed machine learning model is based on
its new method of dataset creation. First of all, the dataset
creation takes into account the antivirus bias problem and
involve a new selection method based on lifespan measures.
As this method is specifically designed to be used in appli-
cation stores, lifespan measures are taking based on the lifes-
pan of applications inside those stores. Additionally to these
unique characteristics, this method can be combined with
previous methods, due to its different creation and behaviour.
This novel method can be combined with previous ones as
an ensemble learning method, improving previous detection
rates.

1https://www.elevenpaths.com/es/tecnologia/tacyt/index.html
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FIGURE 1. Method used in order to select applications for the dataset.

In our use case, since we are using supervised learning
algorithms, we also need to define which applications can
be considered PHAs and which ones are not. As previously
mentioned, distinguish between PHAs and legitimate appli-
cations is a problem. In multiple cases, there is not a clear
line that differentiates between benign and malicious apps.
This also happens using antivirus decision engines, several
antivirus engines can provide different results analyzing the
same application. Moreover, if we classify our samples based
on antivirus decision engines we will be only replicating their
judgment and not creating a new one.

The proposed approach is based on considering as PHAs
android applications that have been banned from the Google
Play Store market. Those applications could be considered
harmful to the user, so they should be detected by themachine
learning model. At the moment of writing this article, Google
does not publicly share any information of banned appli-
cations from the Google Play Store. The strategy followed
by this research uses Tacyt to access the publishing and
removal dates of each application, inside Google Play. Each
application that Google removes in less than a month is
considered PHAs.

This new approach allows us to create a new way of detec-
tion that avoids imitating the criteria and bias of antivirus
engines and creates a unique machine learning model able
to identify PHAs inside application markets. This machine
learning model is able to detect applications whose character-
istics are similar to PHAs that have been previously removed
and present a lifespan of less than a month inside the Google
Play Store Market.

On the other hand, the samples of non-malicious appli-
cations need to be filtered before their inclusion on the
dataset. The reason for this is due to the fact that a large
number of malware applications are not removed from the
Google Play Store. This make necessary to verify that the
samples collected are benign. All possible non-malicious

applications have been verified through VirusTotal [46]. This
service allows scanning each sample by 67 different antivirus
engines, ensuring that all applications are harmless. Only
applications with 0 detection rate and a period of life greater
than six months have been included as non-malicious appli-
cations. The rest of the possible non-malicious applications
were not included inside our dataset. Even though some of
them present a low detection rate in VirusTotal we preferred
to avoid those cases. The usage of VirusTotal service can
seem counterproductive because we are involving antivirus
detection bias in our dataset creation process. But like other
security solutions, this new detection method need to main-
tain a False Negative (FN) ratio to the minimum. The usage
of VirusTotal is only used to successfully guaranteed a clean
dataset of legitimate applications. VirusTotal allow us the
possibility of removing PHAs from the dataset, malicious
applications with more than six months of life inside the
Google Play Store. We look up to obtain a significant sample
of legitimate applications and their lifespan, and if we only
base on the number of downloads we could end tainting
that sample. Several malicious campaigns have been known
for being able to accomplish millions of downloads inside
official markets during extended periods of time [47], [48].
We would have preferred not to depend on existing antivirus
solutions in any part of the process. But this was the only
option that allows us to obtain a legitimate dataset of appli-
cations published in the application markets. The usage of
Tacyt guaranteed that these applications were published in
the application market and the number of downloads but not
its legitimacy. This classification process, previous to the
training, is shown in Figure 1. In total, the dataset contains
91,203 applications, divided as shown in Table 1.

B. DATASET COVERAGE
Tacyt allows to query a database with more than sevenmillion
applications published inside the Google Play Store, and it
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TABLE 1. Classification of application samples.

also offers valuable metadata like the number of downloads
of each application, publisher or market category amongst
others. Based on that information a dataset has been created.
The distribution based on downloads of Tacyt database can
be found in Table 2. A distribution based on the number of
downloads of each application ensures the representativity
and coverage of the dataset. As mentioned before, our dataset
is composed of [91,203] applications, a distribution based
on the number of downloads of our dataset that is presented
in Table 3.

If we compare Table 2 and Table 3 several differences can
be appreciated. There is a larger number of applications in
our dataset within the range of 201, 1000 downloads and
less number of apps within the range of 10001, 100000 and
100001, 500000. To not unbalance the dataset we maintained
a similar number of malicious and benign applications in our
dataset. Due to our criteria for selecting malicious applica-
tions, an application with a lifespan less than a month inside
the Google Play Store, it is not possible to find a lot of results
with more than 10001 downloads. Because of this reason,
we increased the range 201, 1000 to have more malicious
applications.

TABLE 2. Distribution inside Tacyt database based on the number of
downloads.

TABLE 3. Distribution inside our dataset based on the number of
downloads.

Altogether, 601 features have been extracted from each
application. These include the permissions requested by the
application, the hardware resources that the application it is
trying to access, and the information published on the Google
Play Store. The entire dataset, that is composed of these fea-
tures, is used to train and test the effectiveness of the learning
model. Moreover, authors also considered Android run time
permissions too. Starting with Android 6.0, Marshmallow,

developers can ask for permissions on runtime. But those
permissions need to be specified in the app’s manifest file,
like any other permission [49]. Tacyt extracts permissions
using different techniques. One of them is the analysis of
the app’s manifest files, which guarantee the extraction of
runtime and non-runtime permissions. This dataset is the one
that allows us to create a new method for PHA detection
that avoids the replication of existing antivirus engines and
uses the lifespan as a feature. This novel method can detect
with a 90% accuracy when an application is going to be
removed, in a period less than a month, from the Google Play
Store. Other research methods have presented better accuracy
measurements but it is necessary to bring out again the differ-
ential characteristics of this novel method of detection. To the
best of our knowledge, this is the first malware detection
method that uses the lifespan of applications inside a market
as selection and detection criteria.

To assure a representative and coverage of our dataset,
the number of downloads is not the only metric that we
checked. On one hand, we added and reviewed the number
of android permissions used in our dataset. There are 455
permissions, which identify the data and system features that
the applications may access.

Most declared permissions, by the applications stored in
the dataset, are shown in Table 4.

TABLE 4. Most popular permissions in Android applications.

On the other hand, hardware access permissions were
included and then tested as representative attributes of the
sample. These android permissions refer to the use of some
hardware components, like the camera. All those hardware
components of the Android operating system have been
included in the dataset as characteristics of each application.

In total, 105 hardware declarations have been included
in the dataset. Those declarations are distributed, as shown
in Table 5, across the dataset.

Finally, data application size, price, minimum Android
SDK version, and developer have been included as features.

TABLE 5. Most popular hardware components in Google Play Store
applications.
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We considered this information useful in the detection of
PHAs and also allowed us to get some insights about pop-
ular categories, like games or education applications. As an
example of this, malware designed to act like small-sized
video games may have different permissions and features
than malware designed to act like medium-sized social appli-
cations. The category and type of each application, which
determine how it is classified in the Google Play Store,
is presented in Table 6.

TABLE 6. Most common categories on the Google Play Store.

C. FEATURES SETS AND NORMALIZATION
This research has always taken into account the current sit-
uation and techniques of PHA development and distribution.
This knowledge has been applied in the creation of the dataset
and the following feature selection. The proposed solution
is intended to be a real solution that can be applied to all
possible Android applications, independently of the device
manufacturer. As previously mentioned, the features selected
for this training have been specifically studied and every fea-
ture that did not represent a common characteristic between
applications has been removed. The solution proposed in
this paper does not use network addresses, activity names
or specific permissions associated with a manufacturer. Dif-
ferent PHAs will only share those features in the case that
they are from the same family or developer. For example,
in the case of botnets different PHAs will not share the
same network addresses because they will have different
command-and-control (C&C) servers. Involving these fea-
tures will grant further detection rates in our test dataset but
will not be representative of a real case scenario.

Moreover, multiple permissions may be the same but
present differences based on the application package. Table 7
presents some Android permissions used in Drebin [37] and
then normalized in our experiments. This process is the one
that allows us to only use 601 features instead of thousands.
It is necessary tomake clear that this processwas not designed
to create a lightweight system but to create a generic solution
that can behavewell in real environments. The lightweights of
the system is a consequence of this feature selection process.
Regarding this topic, recent works have also tried to find the
best features for machine learning training. Surendran et al.,
used a system call sequence generated by malware appli-
cations to identify common patterns and create detection
features [50]. The mentioned solution is a dynamic analysis
solution, but any real applicable solution needs to involve a
feature selection process and involve common features across
multiple applications.

D. MACHINE LEARNING CLASSIFIERS
PHA automatic detection, like any other malware detection,
is a binary classification problem. And supervised machine
learning algorithms have proven to be successful detecting
PHAs in numerous studies [27], [29], [32]. The use of math-
ematical algorithms oriented to classification problems allow
the creation of trained models that sort out different appli-
cations based on their features. But it is necessary to take
into account that the accuracy of these algorithms are heavily
related to the training dataset. Using supervised training, all
the data must be chosen carefully to obtain good perfor-
mances. Our approach follows these ideas but with substantial
changes like the selection and normalization of features and
the dataset creation process.

Machine Learning algorithms search for a mathematical
function that is able to distinguish effectively between dif-
ferent types of samples. Since this is a binary classifica-
tion problem, and taking into account the current state of
the art, the following algorithms have been chosen: Support
Vector Machines(SVM), Stochastic gradient descent(SGD),
Random Forest Classification(RFC) y eXtreme Gradient
Boosting(XGB). Most research work uses SVM [30] or
One-Class SVM algorithms [27] but we extended the test
set involving RFC and a modern classifying algorithm like
XGB. Those algorithms are the ones that have been used to
train a model using our custom dataset. And later on, their
effectiveness and accuracy in classifying PHAs have been
exhaustively evaluated.

The training has been done gathering 70% of the samples
randomly, 63,842 of 91,203. The remaining 30% is used as
the test dataset, 27,361 of 91,203. Thus, the test dataset allows
establishing the effectiveness of the generated model through
the use of the metrics precision, recall, and f1-score.

The algorithms used are implemented on the Scikit-learn2

and DMLC-XGBoost3 libraries, both written in Python.
Scikit-learn allows using a training method known as grid
search. It searches for the most optimum parameters, of each
Machine Learning algorithm, during the model training. The
grid search looks for the parameters that achieve a better
f1-score. We used f1-score as a measure of a test’s accuracy
because considers both the precision and the recall of the test
to compute the score.

A more detailed and formal description of the machine
learning process used during the training of the model are the
following:

• Stochastic gradient descent (SGD) [51] algorithm used
tries to minimize the value returned by the softmax
function. It searches for a hyperplane that divides the
dataset into two classes. The effectiveness of this model
depends on whether the classes of the problem are lin-
early separable.

• Support vector machine (SVM) [52] algorithm
has been widely used in classification problems.

2https://scikit-learn.org/stable/
3https://github.com/dmlc/xgboost
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TABLE 7. Example of specific application permissions.

The implementation used in this research base its clas-
sification function on a Gaussian kernel. Thus, it is able
to effectively distinguish radially separable problems.

• Random Forest Classification (RFC) [53] algorithm cre-
ates different sets of random decision trees. Through the
training, it chooses the set whose decision trees make
better decisions on average.

• eXtreme Gradient Boosting [54], [55] algorithms are
used in classification [56] to create prediction models
based on an ensemble of weak prediction models. Those
weakmodels are decision trees that, through the training,
discard the less valuable features of a certain data class.
The most valuable features create decision trees with an
associated weight. The total sum of these weights is the
output value that identifies each class. This behaviour
allows an application, depending onwhether its category
is Tools or Education, to be classified in a different way
even when their features are similar.

IV. RESULTS
A. MACHINE LEARNING MODELS TRAINING
AND COMPARISON
Due to the balanced dataset, distribution and the normalized
features, we expected that novel optimized gradient boosting
classifiers like XGBoost outperform other traditional classi-
fiers like SVM. Results for the SGD are presented on Table 8.
SGD returned 13,809 as true negatives samples, 8,929 as true
positive, 2,183 as false negatives and 2,440 false positive
samples, resulting in an overall f1-score score of 83%.

TABLE 8. SGD Classification Report.

Results for the SVM are presented on Table 9. SVM
returned 13,748 as true negatives samples, 8,816 as true posi-
tive, 2,101 as false negative and 2,696 false positive samples,
resulting in an overall f1-score score of 83%.

Results for the RFC are presented on Table 10. RFC
returned 15,311 as true negatives samples, 9,222 as true posi-
tive, 1,487 as false negative and 1,341 false positive samples,
resulting in an overall f1-score score of 90%.

Results for the XGB are presented on Table 11. XGB
returned 15,150 as true negatives samples, 9,316 as true

TABLE 9. SVM Classification Report.

TABLE 10. RFC Classification Report.

TABLE 11. XGB Classification Report.

positive, 1,648 as false negative and 1,247 false positive
samples, resulting in an overall f1-score score of 89%.

Table 12 presents the results of different machine learning
algorithms applied to our dataset. Even though the model
trained with the XGB algorithm reaches 89% accuracy,
the RFC model achieves 90% accuracy with a false positive
rate of 5.43%. It is a small difference, but it made RFC the
suited algorithm for this problem. A greater difference was
found in the models trained with SVM and SGD, achieving
an 82% and an 83% of f1-score respectively. This denotes the
fact that algorithms based on ensemble learning are the best
ones facing this type of problems.

TABLE 12. Comparison of different classification algorithms.

V. DISCUSSION
After the training, the results obtained seem to be promising.
On one hand, we have XGB with an accuracy of 89% and on
the other hand, we have RFC with a 90% accuracy.

SVM and SGD did not behave that well with our dataset in
comparison with RFC. This has some explanation, since the
classification of malware and PHAs are not always a simple
task. It is difficult to draw a line between the different sets
of applications. Like we mentioned before in this paper this
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is also shown in the antivirus market [21]. Some applications
could be PHAs to some antivirus engines and others could
be considered non-malicious applications by other antivirus
engines. In a malware classification problem, we will always
encounter a lot of grey areas.

Because of that difficult classification, a random forest
approach behaves better selecting malware and PHAs appli-
cations. Also, the RFC algorithm allows us to identify which
features are more important when classifying samples. Using
the 601 features, which constitute the dataset, thosewithmore
weight are shown in Table 13.

TABLE 13. Most important features.

Previous research like Drebin had achieved an accuracy
of 93.90% [30], but they do not present other values like
recall, precision, or f1-score. Furthermore from our point of
view, Drebin did not apply a generic approach to features
selection. They present a solution with 545,000 different fea-
tures. Like mentioned before Drebin uses network addresses,
activities’ names, and other unique features. Because of the
large quantity and type of features selected it will not behave
well in a real world environment. These unique features has
been taken into account, features that will only exist in an
application of a group of applications developed by the same
developer or group of developers.

If you use network addresses as a feature you will detect
some PHAs but you will discard others inside the model
because that feature will not be present in all cases. To detect
the error inserted by these features, it will be necessary to
evaluate the weight of each feature inside the model.

The proposed model uses 601 features. This is a great
difference and it generates a lightweight machine learning
system, in comparison with other works like Drebin that
instead has used 545,000 [37] features. Sometimes the reduc-
tion of features could have an impact on the accuracy. But
research works like Cai et al. has shown that a specific set of
selected features, in their work they only used 70 features, can
obtain promising results in PHAs detection [41]. Moreover,
it is necessary to take into account that all of the 601 features
selected could exist in any Android application. Because of
this selection of features, we consider that our approach will
present better results in a real world environment. Addition-
ally the lightweight of the system directly affect theMTTD of
the system. A PHA can be identified in less than a second by
the system. Like any other machine learning system, the sys-
tem will need to periodically be retrained but this factor also

affects this timing. The lightweight of the system reduces the
amount of time and hardware needed to train this solution.

All these results can be summarized in two main contri-
butions. First, that it is possible to use methods based on
the lifespan of applications inside Google Play Store, for
creating PHAs datasets. And second, the number of features
required for training these machine leanings models have
been drastically reduced, 601 versus other machine learning
systems that used thousands of features [37], [44].

Moreover, it could be interesting to compare these results
with other industries and research solutions, not only previ-
ous research papers. The industry average is around 98%,
according to the studies of AV-TEST - The Independent
IT-Security Institute [57]. But it is necessary to take into
account that these solutions also perform dynamic analysis of
the applications, the presented solution is only based on static
analysis features. Another comparison can be made against
Google Play Protect, the mobile malware detection solution
offered by Google. This solution has an accuracy of around
70% [10] analyzing applications published in theGoogle Play
Store.

A. REAL-TIME USE CASE SCENARIO
Through the different sections of this paper, we have men-
tioned how this system has been designed to be applied in
a real use case scenario. The design and test have always
taken this into account. The proposed way to use this machine
learning detection system in the real world could be to use it
as an application validation process.

Before the publishing of an Android application into any
store, this application can be scanned by the machine learning
system presented in this paper. Being an automatic process it
will not severely impact the application validation process.
Thus, this validation can be used as an indicator of PHA.
The current machine learning model present a MTTD (Mean
Time To Detect) smaller than one second per application.
Being a static analysis method, it does not need to study
the application behaviour for a specified amount of time
inside a sandbox. This MTTD could be increased if the
feature extraction time is taken into account. In order to
evaluate the application through this system, the application’s
permissions, accessed hardware components and categories
to publish need to be known. Most of this information is
available in the Android application manifest, so collection
time must be considered. And even though that the process of
obtaining and parse an Android application manifest can be
done in a matter of seconds, any official application store can
ask for this information. During the upload and submission
process of an application, the application market can ask for a
separate manifest file, corresponding to the application, in the
submission form. In conclusion, the small MTTD would not
affect the submission performance of applications and will
end blocking several PHA along the process.

On the other hand, one of the problems of this system will
be with the False Negative rate, 5,43%, but further work and
data could improve this detection rate.
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VI. CONCLUSION AND FUTURE WORK
This paper presents a new way for training and detecting
PHAs inside the Android ecosystem. The objective is to
detect mobile applications that will be removed by Google in
a period shorter than one month, where applications removed
by Google in short periods from the store are, in most
cases, PHAs or malware. To achieve this goal, a new dataset
has been created and several classification algorithms have
been used, SGD, SVM, RFC, and XGB. The dataset cre-
ation uses as criteria the lifespan of an application inside
Google Play instead of antivirus decision engines, for iden-
tifying PHAs. Training with this dataset a Random Forest
Classifier machine learning, a 90% of effectiveness can be
reached.

One of the main limitations of this approach is its accu-
racy. Future work can be done in this aspect and for exam-
ple, the combination of several algorithms through ensemble
learning techniques could obtain better results. Also, like any
other machine learning model, it is necessary to periodically
retrain this detection model with new data to detect new
threats.

Another possible limitation is the way that PHAs are
selected in our dataset. The proposed approach considered
PHAs based on the lifespan of applications inside the Google
Play Store. Our selected PHAs are applications that Google
banned or removed from the Google Play Store. But it is
not possible to know how many of them were PHAs or
applications infringing Google Play Store policies. Applica-
tions could not be a PHA but Google could consider that it
is infringing publishing policies. Moreover, a lot of PHAs
are not banned or retired by Google in a short period. Our
machine learning model is detecting the most common and
aggressive campaigns but most elaborated ones could evade
our system.

Finally, this approach has proved that is possible to create
an automated analysis solution for detecting PHAs based on
the lifespan of the application inside markets. On one hand,
Google could use this system to detect if a new application
is going to be removed from the Google Play Store and use
it as a filter for newly published applications. On the other
hand, any security research could use this model for detect-
ing aggressive mobile malware campaigns. Finally, we also
prove that a limited set of generic features can be used for
detecting PHAs.

These results also evidence the necessity of identifying and
conceiving new detection methods that avoid the usage of
antivirus commercial models. To increase detection rates new
methods that do not try to emulate actual commercial tools
need to be developed.
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2.3. SUMMARY OF THE RESULTS OF ARTICLE 1

2.3 Summary of the results of Article 1

In this chapter, a detection method of PHAs based on lifespan measurements has been shown. This method

is based on machine learning techniques that use lifespan measurement and other common features of apps

published on the Google Play Store. Unique features like the usage of a certain IP address have not been used in

the training, designing a heterogeneous solution. Moreover, one of the great differences of this article, compared

to other publications [75][31], is the avoidance of usage of antivirus engines. The criterion for the selection of

applications was their lifetime, being apps with a lifespan greater than six months legitimate and apps removed

by Google in a period of less than a month were considered PHAs. This approach proved to be valid after several

tests. Thus machine learning techniques are applicable and proved successful in this research. Also, being a

solution that can be deployable in app markets can cover and improve the security of all android mobile vendors.

Any app market can apply this detection technique as a filtering method for new applications.

After the study and experimentation of machine learning techniques applicable to PHAs detection, several

questions remained on the table. Detection methods are needed because multiples attacks against the healthcare

industry are happening [76][77] but what is the focus of these attacks? Some cyberattacks may be aimed at

disrupting critical services, but several of them are centred on stealing medical information [78]. Reaching this

point, another question is how this medical information was being sold and where. In the next chapter, an

analysis of darknets will be presented and their usage as a method of selling stolen information will be studied.
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Chapter 3

Analysis of darknets and their

connections

3.1 Paper 2 contribution

Sell stealing information has always been a way of monetizing cyberattacks [79]. There are certain types of

information that are extremely valuable (e.g, passwords, phone numbers or social security numbers). For example,

passwords can be useful to perform new attacks, due to the fact that people reuse passwords [80] , phone

numbers can be used in smishing campaigns [80] and social security numbers can be use to stole identities [81]

Unfortunately, healthcare data presents all previously mentioned types of information and more. Because of that,

healthcare data, such as Electronic health records (EHR), is particularly interesting to cybercriminals [50].

One of the most popular ways, used by cybercriminals, of selling stolen information is the usage of darknets

[82]. Darknets [13], also known as alternative or overlay networks, are a type of network focused on offering

anonymity to its users. These darknets are built-in on top of the Internet and look to offer a way of accessing

online content anonymously. Most of these networks also allow the creation of web services, such as webpages,

where any content can be placed anonymously. The anonymity offered by those networks has led to the creation

and offering of illegal services, being actively used by cybercriminals. For example, there are markets, known as

dark markets, centred on offering illegal services (e.g, hacking services), products (e.g, drugs) or stolen data (e.g,

credit card number or social security numbers) [83].

The most popular of these darknets is ”The Onion Router” (Tor) [84][15] but there are other networks such

as the ”Invisible Internet Project” (i2p) [85]. Moreover, at the moment of writing this thesis, there are multiple

active dark markets. The development of these privacy-oriented technologies also generates the problem of how

to analyse and identify those dark markets. Unlike, the traditional Internet, darknets do not offer powerful search

engines such as Google. Some attempts has been done into create and index darknet information [86][87]. But all

freely accessible search engines present outdated information, and usually only present Tor network-related data.

Being this the situation, and looking for stealing healthcare data. As a part of this thesis, I collaborated on

the creation of a tool capable of obtaining information from darknets. Crawl and index information from the

darknet allows the detection of dark markets and leaks of information, among other valuable threat intelligence

data.

In this chapter, we will address how to obtain information from two of the most popular darknets, Tor and

i2p. And how in this process of obtaining information from both networks, it was discovered their interconnection.

Finally, in the conclusions an analysis of the consequences and implications for the health sector will be presented.
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CHAPTER 3. ANALYSIS OF DARKNETS AND THEIR CONNECTIONS

3.2 Paper 2

The second scientific paper is included below, “Interconnection Between Darknets”.
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FEATURE ARTICLE: DARKNETS/ALTERNATIVE NETWORKS

Interconnection Between Darknets
Carlos Cilleruelo , Luis de-Marcos , Javier Junquera-S�anchez, and Jose-Javier Martínez-Herr�aiz, Universidad
de Alcal�a, 28805 Alcal�a de Henares, Spain

Tor and i2p networks are two of the most popular darknets. Both darknets have
become an area of illegal activities highlighting the necessity to study and analyze
them to identify and report illegal content to law enforcement agencies (LEAs). This
article analyzes the connections between the Tor network and the i2p network. We
created the first dataset that combines information from Tor and i2p networks. The
dataset contains more than 49k darknet services. The process of building and
analyzing the dataset shows that it is not possible to explore one of the networks
without considering the other. Both networks work as an ecosystem and there are
clear paths between them. Using graph analysis, we also identified the most
relevant domains, the prominent types of services in each network, and their
relations. Findings are relevant to LEAs and researchers aiming to crawl and
investigate i2p and Tor networks.

Over the last years, the exploration of the dar-
knets has become of great importance for
governments and law enforcement agencies

(LEAs).1 Even though the term darknet may refer to
different things, it represents the space of the Internet
that has been hidden by design,2 through encryption
or different routing overlapped technologies.

“The Onion Router” (https://www.Torproject.org/)
(Tor) is the most popular technology of the darknet.
Tor has been audited and investigated numerous
times.3–5 Tor has over 2 000 000 daily users and more
than 6000 relays. (Tor Metrics: https://metrics.torpro-
ject.org/) Relays ensure that the network works, and
they provide the privacy of the Tor network. The num-
ber of existing relays suggests significant support by
an active community around this darknet. Another
important feature of Tor is that it is possible to create
websites and services called hidden services. Hidden
services can only be accessed if we are connected to
the Tor network. The original principle of Tor’s hidden
services was to avert censorship and facilitate freedom
of speech. However, these hidden services have also
turn into a space for criminal activity, like drug traffick-
ing.6 Tor popularity increased even more since it can

also be used to offer anonymity in operating systems,
like Tails. Tails became famous since Edward Snowden
recommended using it (https://twitter.com/snowden/
status/941018955405242369).

The second larger darknet is the “Invisible Internet
Project,”(https://geti2p.net/) i2p. Like Tor hidden serv-
ices, i2p offers eepsites, which are the websites and
services available in this darknet. There are no public
stats about daily users and services, but i2p is frequently
maintained and developed. Also, like Tor hidden serv-
ices, eepsitees became a place for illegal activities.7,8

To fight illegal activities, LEAs need techniques to
discover, investigate, and correlate data between dar-
knets. This article reports the research and tools for
exploring Tor and i2p. We started developing tools for
Tor like crawlers and scanners of hidden services. Ini-
tial exploration returned numerous references to eep-
sites. These references lead us to a second phase
where we developed new tools to crawl and discover
i2p, which also returned references to Tor hidden serv-
ices sites. Crawling both darknets in parallel also pro-
vides more information, because crawlers get
feedback from the other darknet. We found 8148 refer-
ences to i2p eepsites from Tor hidden services and
487 Tor hidden services domains inside i2p eepsites.
The information gathered by these tools was used to
create a dataset of domains from both darknets and
their connections, which provides a map of the dar-
knet. Using graph analysis techniques, we further ana-
lyzed the connections between both darknets, and
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also identified the most relevant actors and types of
services offered by each network.

The main objective of this article is to analyze the
interconnection between i2p and Tor, demonstrating
the necessity to crawl both networks to get and to
study the structure of the darknet and its services.
Since the development of Tor and i2p networks is
beyond the scope of this article, the following sections
describe the creation of the dataset, the methodology
to analyze the graph of the network, the results, and
the implications for LEAs. The contributions of this
article are summarized as follows.

� A dataset combining i2p and Tor crawled
domains and their connections. Connections
include links to any domain from both darknets.
To our best knowledge, this is the first public
dataset reporting i2p domains and also reporting
domains from both networks. The dataset is
publicly accessible in GitLab, https://gitlab.com/
ciberseg-uah/interconection-between-darknets-
dataset.

� A mapping of the darknet that covers a signifi-
cant part of it.

� A rank of the most relevant domains in the dar-
knet in terms of their position and influence,
which shows that each darknet plays a different
role offering specific services, and emphasizes
the necessity to crawl and study one darknet to
find sites in the other.

BACKGROUND
There are several studies that report the crawling,2,9

discovery,10 and dataset creation11 for the Tor net-
work. Also, several approaches focus on hybrid crawl-
ing,12 searching for data in Tor, i2p, and Freenet. Most
of the existing research tries to identify threat intelli-
gence information and other critical information. The
approach followed in this article is based on graph
analysis to map the darknets. Our purpose is to evi-
dence the connections between darknets and identify
the relevant sizes and services that relate both dar-
knets. To do that, we represent Tor and i2p as a
directed graph and we apply graph analysis to mea-
sure the interdependence between networks and the
position of individual domains.

Graph theory is useful to analyze social networks 13.
Furthermore, existing studies use graph analysis to
investigate the Tor darknet.11,14 This study uses graph
analysis to identify relevant hidden services, eepsites,
and to study the connection between the Tor and i2p.

In our work, the detection of influential nodes is
done by analyzing the connections between them.
This analysis was performed merging the data from
i2p and Tor hidden services in a single dataset.

DASASET OF I2P AND TOR
DOMAINS

In order to study the connections between Tor and
i2p, we started by building a dataset of domains and
relations. It stores which domain links to others. This
returns a dataset that represents a network to study,
through graph analysis, the interconnection between
darknets.

At the moment of writing this article, there is not a
public dataset with data from i2p and Tor network. We
present here the first dataset with domains from i2p
and Tor network. The dataset contains 49 249
domains (2687 domains from i2p and 46562 domains
from Tor) and 304673 relationships between domains.
There are datasets and collections of darknet domains
like Ahmia dataset (https://ahmia.fi/) or DUTA-10k.11

Lists of domains can also be found in popular websites
like Pastebin and Reddit. However, none of them con-
tains relationships between i2p and Tor domains. A
comparison of the size of our dataset with existing
ones returns that DUTA-10K has 10k onion domains
compared >46k of our dataset. These figures do not
include the fact that our dataset contains i2p domains
too.

However, it is not possible to compare data of i2p
since, at the moment of writing this, there are no pub-
lic datasets. We can compare and check our data with
Pastebin and Reddit domain lists, and our list of i2p
domains turns out to be larger. Furthermore, an esti-
mation of the number of i2p eepsites is difficult to find
in academic literature.

Dataset Creation
To create the dataset and obtain all the possible infor-
mation, we combined different approaches: using
open-source lists of domains, crawling darknet sites,
generating and verifying new domains, and deploying
a modified relay in Tor.

First, we collected lists of hidden services and eep-
sites from open sources. There are many domains
indexed in open sources like Pastebin or Reddit. Ini-
tially, we got the domains from these open sources
manually, and then we developed automatic tools to
perform this task.

An additional approach to obtain new domains
is crawling the darknets. The specific details con-
cerning how the crawler work is out of the scope
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of this article, but we provide a short description.
We built a crawler similar to the Ahmia project. Our
crawling process started with the Hidden Wiki,
(http://zqktlwi4fecvo6ri.onion) and explored recur-
sively the links found there. After that, we improved
the crawler for exploring and storing i2p eepsites.
We used a similar approach to crawl i2p. Initially,
we browsed i2p eepsites that list services. Using
this crawling process, we obtained most of the
data of our i2p/Tor dataset.

It is possible to take advantage of how Tor works to
implement another two approaches: domain generation
and modification of a Tor relay. Tor provides the possi-
bility of domain generation using known words. A few
hidden services need to be easily identified, so they
generate domain names using keywords. For example,
hidden services focused on selling drugs may try to
generate domains with the words drug or market inside
their domain name. In order to find more Tor domains,
we developed a program that generated Tor domains
with commonly used keywords. This program also
checked if the domain is registered in the Tor network.

Tor relay modification is useful because Tor network
structure does not have a public DNS server, it uses a ser-
vice called Hidden Service DirecTory (HSDir). Some Tor
relays are categorized with the flag HSDir. This means
that they store information about hidden services. To
obtain more valid Tor domains, we deployed a modified
Tor relay and got theHSDir flag. This techniquewas previ-
ously reported in.15 We edited the source code of the Tor
relay to store hidden service descriptors that identify Tor
domains. This technique is key to complete the dataset
since it unveils domains that are not publishedon indexes
or linked to otherwebsites.

Dataset Coverage
The process to create the dataset took two years
and used the combination of methods previously
described. We also combined the results of the i2p
and Tor crawling, allowing us to get more domains. We
argue that is the reason for which we obtained sub-
stantially more domains than DUTA-10k dataset. The
dataset stored the cross-relationships between i2p
and Tor. In total, 487 relationships in our dataset are
references from i2p eepsites to Tor hidden services,
and there are 8148 references to eepsites in different
Tor hidden services. Even though we gathered i2p and
Tor domains for a long time, it is necessary to consider
the coverage of the dataset.

We can estimate the coverage of our dataset by
comparing it with the Tor network (https://metrics.tor-
project.org/). The Tor project states that there are
around 75k unique onion services in 2019 (see
Figure 1).

If we compare 75k with the >46k onion domains
from our dataset, we estimate that it covers around
61% of the Tor network. However, it is necessary to
point out that not all of these hidden services will be
websites and that the domains of the dataset may go
offline at any moment. Because of this, it is difficult to
estimate the exact coverage of Tor darknet, despite
the fact that our dataset contains more domains than
other investigations.

Something similar happens if we try to estimate
the coverage of the i2p network for our dataset. i2p
does not provide official metrics. Although it main-
tains several updated indexes of domains, many eep-
sites are published in jump sites and public indexes.
Also, as we mentioned before, there is no public i2p

FIGURE 1. Onion services in 2019. Source: metrics.torproject.org (under Creative Commons Attribution 3.0 License - CC BY 3.0 US).
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dataset of eepsites or research about i2p size or
dimension, making difficult to estimate the coverage
of i2p of our dataset.

METHODOLOGY
Graph Construction
The dataset was used to build a directed graph that
represented the network. Nodes represent domains,
and edges represent links between domains. All nodes
are darknet domains from i2p and Tor. Surface web
domains are not included in the dataset and the
graph, because our interest is to study the intercon-
nection between darknets. Also, the graph does not
include duplicated links (same source and same tar-
get), and domains that point to themselves (self-links)
as our study focuses on the unweighted connections
existing between different nodes.

Graph Analysis
Graph analysis is used to compute metrics of graphs,
nodes, and their relationships. Many graph algorithms
have their origins in social network analysis, so graphs
are sometimes called networks. In this research, we
use graph metrics to analyze and compare the dar-
knets (i2p and Tor) and the connections between
them. This study reports the following graph metrics:
density, average path length, diameter, average
degree, and the number of connected components.
Density is the ratio of the number of edges present to
the total possible number of edges. The average path
length is the average distance of all nodes to all other
nodes. Diameter is the largest shortest path that can
be found between any two nodes in the graph. Aver-
age degree measures the average number of incoming
and outgoing edges of all nodes. A connected compo-
nent is a set of connected nodes where each node is
reachable from any other node in the same set. The
number of connected components is the number of
sets that are connected in this way. If all nodes are
connected, then the graph contains only one con-
nected component. Similarly, if a node is isolated hav-
ing no edges to any other node, then it forms a
component of just one node.

Node metrics are used to identify the most impor-
tant nodes in the darknet. This study reports the fol-
lowing node metrics: degree, closeness centrality,
betweenness centrality, and PageRank. Degree is an
indicator of the popularity of individual nodes that
measures the number of incoming and outgoing links
in each node. As both numbers can be different in a
directed graph, we distinguish between in-degree and
out-degree. Closeness centrality measures the

average inverse distance to all other nodes. Higher
values of closeness centrality imply shortest distances
to all other nodes. Nodes with a high closeness cen-
trality can spread the information very efficiently
through the graph. In this study, we use harmonic
closeness centrality because it can deal with uncon-
nected graphs. Betweenness centrality is a measure
of the amount of influence that a node has over the
flow of information in the graph. It is used to find the
nodes that serve as bridges between different parts of
the graph. Betweenness centrality of a node is com-
puted as the number of shortest paths that pass
through the node. Nodes that most frequently lie on
these shortest paths have a higher betweenness cen-
trality. PageRank16 is the algorithm used by Google to
rank web pages of search results. It is a measure of
the transitive influence or connectivity of nodes that
considers the number and the quality of the links to
the node to determine its relevance. Relevant nodes
are likely to receive a higher amount of links from
other relevant nodes.

RESULTS
Analysis of Darknets
Table 1 presents the network metrics for i2p, Tor, and
for the network that includes the nodes of both. To
compute the metrics of this section, we created two
subgraphs that included only the nodes in i2p and
their connections, and only the nodes in Tor and their
connections. We can see that the size of the networks
differs significantly. Although Tor has many more
nodes and edges, the differences for the average
degree, average path length and diameter are not very
large. As new domains join the network, they make a
proportional number of new links and they remain
close to the central nodes. Diameter is small, and den-
sity is low in all cases, which is common in networks
that represent human activities.17,18 Metrics of the
graph that only contains the Tor nodes and of the
graph that contains the nodes of both networks return
similar values, except the number of connected com-
ponents that is reduced significantly when the metric
is computed for the complete graph. i2p nodes then
increase the connectedness reducing the number of
subgraphs (and of nodes) that are unreachable from
the main component.

Figure 2 presents the graph including all Tor and
i2p domains. The size of the nodes is proportional to
the number of links (in-degree + out-degree). Only the
nodes of the central connected component are
included. Although there are many nodes and it is diffi-
cult to analyze specific nodes, we can still observe
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several patterns. Most i2p domains are clustered in
the top left side forming a clear subnetwork. Several
other i2p nodes are part of the “Tor side.” Particularly,
we can see two i2p hosting services (bottom left in
the figure) that are primarily linked by Tor domains.

Metrics of the Domains
Nodes with the highest in-degree are listed in Table 2.
In-degree accounts for the popularity of domains as
measured by the number of services that link them.
The first domain is incredibly popular, getting close to
50% of all the possible links. It is the DarkNet Light
web that offers multiple Tor links. The out-degree of
the second node is also very high since more than
one-third of all possible services link it. It is a Tor hid-
den service onion crawler called FreshOnions (https://
github.com/dirtyfilthy/freshonions-torscraper) that
crawls the darknet looking for new hidden services
and also finds hidden services from Clearnet sources.
The remaining top five Tor domains are three Onion
Lists of hidden services, like The Onion Crate (ranked
5), which offers a directory with thousands of classi-
fied websites from the dark web. The highest i2p node
is ranked in position 12. It is followed by andmp.i2p,
which is Daniel’s Hosting, a free anonymous hosting
service that can be found both in i2p and Tor. Since in-
degree accounts for the number of services that link a
given domain, it makes sense that most popular serv-
ices are those that link and find other services.

Nodes with the highest out-degree are presented
in Table 3. Out-degree measures the number of outgo-
ing links of a given domain. The top domain is the i2p
proxy service, which is followed by three different
jump services from i2p (ranked 2–4). Since i2p jump
services act as second layer proxies between client
and host when the client does not have the address in
its i2p “addressbook,” it makes sense that these

services are then the major hubs of the hidden net-
works providing links to more services than any other.
Tor does not offer similar services and the findability
of onions is limited mostly to lists. So results suggest
that i2p proxy and jump services are an important
entry point to the network. Daniel’s hosting service
from Tor is ranked fifth and it is the service with the
highest out-degree of this darknet. The Tor mailbox
service follows (ranked sixth). Still, the values of the
out-degree for top-ranked nodes is much less when
compared with in-degree. We can also observe that in-
degree does not match out-degree in both rankings
and also that the top-ranked services are different. In-
degree and out-degree differ considerably for each
node meaning that domains are either a provider of
links or the subject of them. The low out-degree of the
Tor services as compared to in-degree shows that this
darknet is highly distributed when it comes to finding
onions. The hubs of Tor are a hosting service and a
mail service.

Top-ranked nodes in terms of closeness centrality
(see Table 4) are Tor domains. The highest-ranked i2p
node is in position 27, whereas the second i2p node is
in position 967. Nodes with the highest in-degree also
occupy top positions in terms of closeness centrality,
suggesting that services massively pointed are in the
central positions of the network being able to spread
information efficiently. The top four domains are the
same domains of the in-degree ranking. These include
three Tor onion lists and the Tor hidden service onion
crawler (FreshOnions). The Undernet Directory
(UnderDir) completes the top 5. UnderDir is another
onion list that classifies links by language and topic.
The top-ranked i2p domain is Daniel’s Hosting service.
Closeness centrality is normalized, and the maximum
possible value is 1. A value of 1 means that the node is
connected to all other nodes by the minimum possible
distance. Top-ranked nodes have very high values sug-
gesting that they are very closely connected to all
other nodes. So most of the nodes are directly linked
to Onion lists or the FreshOnion crawler. Since these
sites contain lists of services, results suggest that this
information has a prominent and central position in
the hidden networks.

Results of betweenness centrality are presented in
Table 5. Top-ranked nodes include two domains from
i2p and four domains from Tor. The node with the
highest betweenness centrality is an i2p jump service
“i2pjump.i2p.” Rank second is the FreshOnions Tor ser-
vice, which is the only top-ranked crawler. Daniel’s
Hosting Tor service ranks third in terms of between-
ness centrality. Rank fourth is the DarkNet Light Tor
website, and rank fifth is another onion list. In the sixth

TABLE 1. Metrics of the Networks (Graphs) that Included

Only i2p Nodes, Only Tor Nodes, and All Nodes.

Metric i2p
(eepsites)

Tor
(hidden
services)

i2p + Tor (eepsites +
hidden services)

Nodes 2687 46 562 49 249
Edges 13 857 282 270 304 673
Avg. degree 5.517 6.062 6.186
Density 0.002 <0.001 <0.001
Avg. path
length

2.769 4.356 4.412

Diameter 8 11 12
Connected
components

11 616 328
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position, we find the second i2p domain, “Hidde-
nanswers.i2p.” Hiddenanswers is a question and
answer website that is also present in Tor. The fact
that domains from both networks are highly ranked
reflects the importance of i2p domains as brokerage
agents in the networks. The reduction of the number
of connected components when both networks are
analyzed together, previously mentioned, also sup-
ports this argument. The variety of services (jump
service and Q&A from i2p, as well as crawler, host-
ing and onion lists from Tor) also suggest that all
play a significant role in the darknet ecosystem.
Betweenness centrality is a measure of the number

FIGURE 2. Graph of the central component of the Tor+i2p network. Light gray nodes represent Tor domains. Dark gray nodes

represent i2p domains. Lines represent links. Size is proportional to the degree (in-degree+out-degree). The figure in high resolu-

tion is available at https://gitlab.com/ciberseg-uah/interconection-between-darknets-dataset.

TABLE 2. Nodes with the Highest In-Degree.

Rank Domain Network In-
Degree

1 pejjyyh7rhv5ctyu.onion Tor 22 315
2 zlal32teyptf4tvi.onion Tor 16 373
3 onionsnjajzkhm5g.onion Tor 10 095
4 44llcbgyt22pwvyq.onion Tor 6192
5 cratedvnn5z57xhl.onion Tor 5332
...
12 rv6zugykqdhmwwsuglv7j6...

b32.i2p
i2p 3304

13 andmp.i2p i2p 3211
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of shortest paths that go through a given node, and
paths represent sequences of links that users fol-
low in the darknets. So these particular nodes are
in brokerage positions for the kind of service that
they offer (jump, crawler, hosting, and onion list) in
the paths that users follow and in the flows of
information in the darknet.

Table 6 presents the nodes with the highest Pag-
eRank. Tor domains occupy top positions. The highest
i2p domain is in position ten. PageRank measures the
importance of a node in terms of the number and qual-
ity of the links to it. It returns the probability that a
user randomly clicking on links will arrive to a site.
Results show that Tor domains are more important
than i2p domains. We can see that results are similar
to other metrics as domains ranked in positions two
(DarkNet Light), three (FreshOnions), and four (an
onion list) are also highly ranked in terms of in-degree,
closeness and betweenness. This suggests that the
number of incoming links is also a good indicator of
the position and influence of a domain. Ranked in the
fifth position is another Tor onion list. However, when
it comes to PageRank, the top domain is Daniel’s
Hosting, which also has a high in-degree (rank 17), out-
degree (rank 5), and betweenness (rank 3). Since the
PageRank score is substantially higher for the Tor
hosting site, results suggest that this site is the most
important domain and it will likely receive more visits
than any other. DarkNet Light is the most important

list of onion services in Tor, and it will likely receive
many more visits than other onion lists that follow it in
the ranking. identiguy.i2p is the top-ranked i2p domain
(rank 10). It is an i2p jump service similar to the stats.
i2p jump site.

DISCUSSION
Results show that the most popular Tor websites
are focused on indexing domains. Tor network does
not have a public index with all the hidden
domains, so several websites just maintain lists of
popular and new domains. Hence, to further index
and study the hidden services in Tor, we should
focus first on the top-ranked domains for the differ-
ent metrics. These are the most critical sites to
start mapping the darknets.

As for i2p, the most important domains are jump
and proxy sites. Due to the way i2p works, normally,
these sites are the most relevant. To access eepsites,
it is necessary to use a jump site. Jump sites act as a
DNS service to access i2p domains. Hence, if we want
to index and study i2p network, the eepsites that are
top-ranked in out-degree and betweenness centrality
should guide the investigation.

Results also show that other types of sites have
prominent positions in each darknet. In Tor, one of the
services with the highest out-degree is TorBox mail ser-
vice, suggesting that this Tor service is used mostly to
point to other hidden services. This may be an indicator
of the fact that a lot of illegal activities use TorBox as
an e-mail server.19–21 As for i2p, results for betweenness

TABLE 3. Nodes with the Highest Out-Degree.

Rank Domain Network Out-
Degree

1 proxy.i2p i2p 1793
2 stats.i2p i2p 1205
3 no.i2p i2p 1185
4 i2pjump.i2p i2p 1177
5 dhosting4xxoydyaiv...syd.

onion
Tor 535

6 Torbox3uiot6wchz.onion Tor 337

TABLE 4. Nodes with the Highest Closeness Harmonic

Centrality.

Rank Domain Network Closeness

1 pejjyyh7rhv5ctyu.onion Tor 0.706
2 zlal32teyptf4tvi.onion Tor 0.642
3 onionsnjajzkhm5g.onion Tor 0.580
4 44llcbgyt22pwvyq.onion Tor 0.559
5 underdj5ziov3ic7.onion Tor 0.513
...
27 andmp.i2p i2p 0.470

TABLE 5. Nodes with the Highest Betweenness Centrality.

Rank Domain NetworkBetweenness

1 i2pjump.i2p i2p 43 755 077
2 zlal32teyptf4tvi.onion Tor 41 176 352
3 dhosting4xxoydyaiv...syd.

onion
Tor 32 290 935

4 pejjyyh7rhv5ctyu.onion Tor 28 768 547
5 onionsnjajzkhm5g.onion Tor 27 588 772
6 hiddenanswers.i2p i2p 24 853 420

TABLE 6. Nodes with the Highest Pagerank Centrality.

Rank Domain Network PageRank

1 dhosting4xxoydyaiv...syd.onion Tor 3492
2 pejjyyh7rhv5ctyu.onion Tor 2897
3 zlal32teyptf4tvisyd.onion Tor 1478
4 onionsnjajzkhm5g.onion Tor 1129
5 donionsixbjtiohce2...ead.onion Tor 1077
...
10 identiguy.i2p i2p 778
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centrality suggest that hiddenanswers.i2p plays a signif-
icant role in the communication paths of the network.
Hiddenanswers is a site with similar functionality to
Yahoo Answers (https://answers.yahoo.com/) but with-
out any kind of censorship. Hiddenanswers is also pres-
ent in Tor. The duplicity of this as well as other services
further strengthens the assumption of the interconnec-
tion and the dual nature of the communication
between Tor and i2p.

Previous research focuses on describing or
improving the security of Tor.3,4 Several datasets of
Tor have been reported and analyzed, like DUTA-
10K 11. We compared our dataset with it, showing that
our approach provides a broader coverage of Tor. Fur-
ther, our work also recorded i2p eepsites, reporting
the connections between Tor and i2p. To the best of
our knowledge, there are no datasets or studies that
systematically map i2p structure. Research on i2p
focuses on monitoring and attacking i2p users 22,23.
Our results provide a map of both darknets and their
connections, which is used to find the most relevant
sites in terms of different network metrics. The data-
set is publicly accessible in GitLab at https://gitlab.
com/ciberseg-uah/interconection-between-
darknets-dataset.

SCENARIOS OF USE FOR LEAS
The dataset and findings presented in this article can
help LEAs to investigate darknet illegal activities in differ-
ent ways. First of all, this article evidences the existence
of cross operations between i2p and Tor, stressing the
necessity to investigate i2p discover Tor domains. Past
operations of LEAs mostly focused on Tor, 24,25 and
because of this, cybercriminals are probably moving to
i2p. LEAs need to be aware of this and focus on other dar-
knets, since they offer different and complementary serv-
ices. LEAs can also use the dataset to investigate current
Tor and i2p domains. They can find existing domains and
track their connections. They can also run new analyses
to investigate the positioning and influence of services.
Furthermore, our analysis of the dataset provides a list of
current key sites of Tor and i2p. LEAs can use it as a start-
ing point to crawl and monitor the darknets using the
methods presented in the section titled “Dataset Crea-
tion.” LEAs could then create newmappings that include
services potentially leading to new criminal activity.
Knowing the main types of services in the darknet eco-
system could guide future investigations. This is particu-
larly important because darknet services are highly
volatile. Even if a given domain goes offline, it is likely that
it will be replaced by other offering similar functionalities.
As hidden services can appear and disappear relatively

quickly, crawling the darknet at a givenmoment provides
a snapshot that LEAs can use to monitor suspicious
activity. These can be improved in the future to create
dynamic views of the Darknet or of a part of it, whichmay
even raise alerts when given events happen. For instance,
when a service comes online.

Another possible scenario in which the dataset can
be useful is when LEAs try to take down criminal sites.
This often involves performing some kind of cyberattack
over them, which usually is the only option due to the
built-in opacity of darknets. Discovering as much as pos-
sible of the attack surface of an objective is crucial to
find weaknesses that can be used to define attack vec-
tors. The dataset can help to find services that are pres-
ent in Tor and i2p. There is the possibility that a service
can be securely deployed in Tor but not in i2p or the
otherway around. LEAs can try to attack the i2p exposed
service to take down or take control of the site.26

(Alphabay and Hansa darknet markets shut down after
international police operation. https://www.dw.com/en/
alphabay-and-hansa-darknet-markets-shut-down-after-
international-police-operation/a-39776885). Our analysis
of the dataset already pointed to prominent sites that
are mirrored in Tor and i2p (like hosting services)
showing how they can be found. It also suggests
the necessity of finding all the access points of
criminal services in the Darknet to expose their
complete attack surface and bring them down for
good. LEAs can also analyze the current dataset to
find other services that may be mirrored.

CONCLUSION
This article presents the results of analyzing a dataset
with data of i2p and Tor networks. We also report the
process of creating the dataset. To the best of our
knowledge, this is the only dataset that connects eep-
sites and hidden services.

Using graph analysis, we showed that crawling one
darknet can improve the discovery of sites present on
a different darknet. Also, this study helps to under-
stand the positioning of sites and their influence in
the network.

Graph metrics return similar values for most meas-
ures suggesting that both darknets are structurally
similar. The reduction of the number of connected
components, when all nodes are included in a single
graph, suggests that i2p nodes play an important role
in making more Tor nodes reachable.

Node metrics suggest that in terms of centrality,
Tor onion lists and the Tor FreshOnions crawler
occupy central positions and get most of the links
playing a substantial role in the spreading information.
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i2p jump services are the main hubs of the network
(top-ranked out-degree) pointing to many other nodes.
Results of betweenness centrality suggest that all
main darkenet services (jump, crawl, hosting, and
onion lists) play an important role in the communica-
tion paths of the darknets. The most significant actors
for each role are i2pjump.i2p, the FreshOnions Tor
crawler, Daniel’s Tor hosting, and the DarkNet Light
Tor website (onion list).

The most important Tor domains are hosting and
index websites. Furthermore, the most important i2p
domains are jump sites. Since Tor does not offer effec-
tive search engines, index websites partially address
this limitation. So i2p jump sites become the relevant
hubs of the darknet.
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3.3. SUMMARY OF THE RESULTS OF ARTICLE 2

3.3 Summary of the results of Article 2

This chapter has presented an analysis of the interconnection between Tor and i2p darknets. The search for

stolen medical information led to this discovery. This research have detected how some users combine the usage

of multiple privacy technologies to exchange information. Moreover, the usage of graph analysis techniques

allows the identification of the most important services offered in those networks. The graph analysis presented

is extremely useful in analysing darknet data, and can be used for identifying the most popular or influential

sites. For example, a LEA can use graph analysis to determine and detect the most popular dark markets, and

thus prioritise its closure over others. Furthermore, this investigation has released the first public i2p and Tor

dataset, currently available at Gitlab. This dataset fulfils several purposes and utilities. On one hand, allow the

recreation and further analysis of the graphs presented on the paper. On the other hand, can be used as a init

URL dataset for the development of a crawler. Any crawler needs some introduction URL point to start its

indexing process, and this dataset can provide multiple introduction points to feed a crawler.

In summary, this research proves the benefits of combining information from several darknets. If we do

not obtain data from the i2p network we will be missing relevant information from Tor and vice-versa. As a

consequence of this study, the analysis of darknets makes it possible to identify the actors and information

involved in criminal activities [88][8], as well as proving the benefits of using Graph Analysis techniques to

explore and identify important sites on those networks. Furthermore, the recent rise of Ransomware as a Business

(RaaB) models have led to the attack of numerous healthcare infrastructures and services, and all those criminal

groups use Tor as a method of communication and extortion [16][17].

After this research, only the final research objective of this thesis needed to be addressed, The study of

the cybersecurity status of modern IoT medical devices. Medical information is stored in common or adapted

technologies such as databases but in the end, these technologies have some point in common or are accessible

through computers. On the other hand, IoT devices present custom implementations of hardware and protocols,

and in the case of medical IoT devices can be in charge of diagnosis or treatments. Reducing or eliminating its

failure tolerance. So in order to research this field I decided, with the limited means and budgets available at

my disposal, to buy and audit an IoT medical device. In the next chapter, a detailed security analysis of IoT

medical devices and their results will be presented.
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Chapter 4

Healthcare device security

4.1 Paper 3 contribution

Besides traditional software and computers Healthcare, like any other industry, has involved and developed

specific technological devices. Right now, most of the diagnosis and treatment devices running in Hospitals have

some kind of embedded operative system and proprietary software, that is usually concealed and only known by

the manufacturer. Those devices, unfortunately, usually have not been properly tested on cybersecurity.

Right now, there is a lack of regulation in this aspect and most manufacturers have been focused on safety,

and not cybersecurity. Devices are designed and tested to not affect the health of the patient and to guarantee

their safety. The diagnosis or treatments are carefully controlled to not affect any patient and seen in the past

with incidents such as Therac-25 software bugs [89], but cybersecurity is usually left out of these tests and

considerations. Being this the current situation, where the majority of manufacturers do not check or comply with

cybersecurity needs, multiples cybersecurity vulnerabilities has been discovered through the years in multiple

medical devices [90][53][91].

In order to prove some of the premises, this chapter presents an independent analysis of an IoT medical

device, Kardia Mobile [14], currently in use by several Hospitals. This device is a small IoT electrocardiograph

that enables the easy creation of electrocardiograms by patients. Using this device is possible to perform patient

monitoring and successfully replace some visits to Hospital centres. The following paper also uses a methodology

that can be applied in the auditing of medical devices and the detailed audited process of the device. Moreover,

this paper presents the discovery of several cybersecurity vulnerabilities, that are also carefully explained and

published.

4.2 Paper 3

The third scientific paper is included below, “Security and privacy issues of data-over-sound technologies used in

IoT healthcare devices”.
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Abstract—Internet of things (IoT) healthcare devices, like other
IoT devices, typically use proprietary protocol communications.
Usually, these proprietary protocols are not audited and may
present security flaws. Further, new proprietary protocols are
desgined in the field of IoT devices, like data-over-sound com-
munications. Data-over-sound is a new method of communication
based on audio with increasing popularity due to its low hardware
requirements. Only a speaker and a microphone are needed
instead of the specific antennas required by Bluetooth or Wi-
Fi protocols. In this paper, we analyze, audit and reverse
engineer a modern IoT healthcare device used for performing
electrocardiograms (ECG). The audited device is currently used
in multiple hospitals and allows remote health monitoring of
a patient with heart disease. For this auditing, we follow a
black-box reverse-engineering approach and used STRIDE threat
analysis methodology to assess all possible attacks. Following
this methodology, we successfully reverse the proprietary data-
over-sound protocol used by the IoT healthcare device and
subsequently identified several vulnerabilities associated with the
device. These vulnerabilities were analyzed through several ex-
periments to classify and test them. We were able to successfully
manipulate ECG results and fake heart illnesses. Furthermore,
all attacks identified do not need any patient interaction, being
this a transparent process which is difficult to detect. Finally,
we suggest several short-term solutions, centred in the device
isolation, as well as long-term solutions, centred in involved
encryption capabilities.

Index Terms—Communication system security, Data security,
Internet of Things, Health devices

I. INTRODUCTION

Nowadays multiple IoT healthcare devices are being used by
hospital staff and patients. Over the years, Implantable Medical
Devices (IMDs) and Implantable Cardiac Defibrillators (ICDs)
have been adding wireless communication capabilities. But
other IoT healthcare device has also been improving their
interconnectivity and wireless communications technologies,
like insulin pumps or mobile electrocardiographs. The patients
can carry these small electrocardiographs where they can
perform periodic electrocardiograms (ECGs) that will be sent

to their corresponding medical specialist. These novel IoT
devices facilitate monitoring and earlier diagnosis of patients,
avoiding numerous hospital visits. Similar to other devices in
the IoT industry, some of these devices are using proprietary
protocols or involve new methods of communications. One
of these new emerging communications technologies used for
healthcare devices is known as data-over-sound.

Data-over-sound presents an alternative to traditional radio
frequency (RF) communications granting several advantages
over RF. Data-over-sound avoids the necessity of using specific
hardware since just a microphone and speaker are needed to
establish the communications. This also has the advantage of
bypassing other problems like radio frequency interference.
As mentioned these advantages bring several benefits, but the
cybersecurity of novel protocols and implementations need
to be evaluated. Data-over-sound protocols are a low-cost
solution in comparison with Wi-Fi or Bluetooth protocols,
but due to its novelty, this technology has been less audited
and tested in applications, like IoT healthcare devices where
sensitive data is being transmitted. It is also necessary to
take into account, that even though attacks against external
IoT devices like mobile electrocardiographs do not represent
the same risk as IMDs or ICDs devices, they still manage
healthcare information which is taken into account for medical
decisions.

This paper presents an analysis of an IoT healthcare device,
a mobile electrocardiograph, which is capable of maintain-
ing data-over-sound communication with a smartphone. We
performed reverse engineering analysis of this IoT healthcare
device and its data-over-sound protocol, following a black-box
approach. This process allowed us to analyze the data-over-
sound proprietary protocol used in this IoT healthcare device
and discover several cybersecurity vulnerabilities.

In summary, we make the following contributions:
• We reverse engineer and analyse an IoT healthcare device

capable of performing wireless data-over-sound commu-
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nications.
• We identified several cybersecurity vulnerabilities in this

specific device due to the nature of the data-over-sound
protocol used and its implementation.

• We present short-term and long-term solutions in order
to address and mitigate the discovered vulnerabilities.

Besides these contributions, all vulnerabilities and problems
presented in this paper followed a responsible disclosure
process. The manufacturer and the Cybersecurity and In-
frastructure Security Agency (CISA) were notified, prior to
publication and submission of this paper. And as an additional
step, all references to the specific product and manufacturer
have been omitted from this paper, since the manufacturer is
still working on possible mitigation solutions.

The remainder of this paper is structured as follows. Section
II presents an overview of the related work, a general view of
the security status in healthcare devices, and information about
data-over-sound technology protocols used in the industry and
their evolution. Section III describes the methodology for
the analysis of the device and the laboratory setup used for
experimentation. Section IV shows the processes taken for
reverse-engineering the data-over-sound protocol and presents
the weaknesses found. Section V presents the different cy-
bersecurity vulnerabilities and attacks discovered. Section VI
analyzes the attacks and proposes short-term and long-term
solutions. Finally, Section VII provides concluding remarks.

II. RELATED WORK

Cybersecurity problems in healthcare devices are not some-
thing new. Several papers and researches have explored the
lack of cybersecurity measures in technological healthcare
devices [1]. Usually, these researches have been focused on
Implantable Medical Devices (IMDs), like pacemakers [2] or
Implantable Cardiac Defibrillators (ICDs) [3]. The evolution
of medical devices into connected devices or healthcare IoT
has provoked the discoveries of numerous vulnerabilities [4].
The use of Radio Frequency Identification (RFID), Wi-Fi or
other proprietary radio protocols [3] are normally part in IoT
healthcare devices without implementing proper cybersecurity
measures.

Many possible solutions to these attacks have been pre-
sented in recent years. Several propositions involve the use
of external devices acting like proxies [5] [6] to protect
the communications on healthcare devices. Although the use
of proxies mitigates some attacks, it has been demonstrated
incapable of offering a full security solution, being affected
by Man-In-The-Middle (MITM) attacks [7] or eavesdropping
using MIMO-based attacks [8]. On the other hand, other
research papers involve the use of cryptography algorithms
to protect healthcare device communications [9]. However, the
use of cryptography usually implies the need for more compu-
tational power on devices or dedicated hardware. This directly
affects the manufacturing cost and energy consumption of IoT
devices.

Nevertheless, even though there are numerous researches
around different healthcare devices and how to implement

cybersecurity measures on these devices, the lack of actual
regulations and standards around IoT security or medical
device security results in the discovery of serious vulnera-
bilities. There are some U.S regulations like Health Insur-
ance Portability and Accountability Act (HIPAA) and Health
Information Technology for Economic and Clinical Health
(HITECH) Act, centred in healthcare data regulation but they
usually do not present any clear indications on how to protect
private information or cybersecurity measures to be taken into
account. This establishes the necessity of new cybersecurity
industry standards like the proposed by Strielkina et al. [10].
These standards should be included in mandatory healthcare
regulations, independent of novel technological solutions, forc-
ing new IoT healthcare devices to be cybersecurity compliant.

A. Data-over-sound communications

As previously mentioned the device studied in this article
uses data-over-sound communications. Due to the usage of this
novel type of communication, it is necessary to review and
explain the status of data-over-sound communications, also
known as Audio Data Transmission (ADT). Data-over-sound
presents an alternative to traditional radio frequency commu-
nications and has been successfully used in several scenarios.
Zhang et al. successfully develop an emergency warning
system using digital audio broadcast [11]. And independently
of research projects, several companies are developing data-
over-sound communication protocols [12]. Additionally to the
previously mentioned works, several open source projects that
implement data-over-sound libraries can be found on GitHub
[13] [14].

III. METHODOLOGY

A. Thread modeling - STRIDE

Before performing any test over the IoT healthcare device,
we built a threat model based on STRIDE framework [15].
This framework provides a mnemonic for security threats,
classified in six categories: Spoofing, Tampering, Repudiation,
Information Disclosure, Denial of Service and Elevation of
privilege. These threats face Authentication, Integrity, Non-
repudiation, Confidentiality, Availability and Authorization;
respectively. STRIDE is used because it also offers a system-
atic manner to develop the analysis. Even though our research
is focused on data-over-sound communications, obtaining the
complete landscape of the system allowed us to detect and
assess the impact of a vulnerability in the ECG recording
process. Figure 1 shows a Data Flow Diagram (DFD, also
known as Threat Modelling Diagrams [16]), of an IoT health-
care device and its communications. This DFD allows us to
obtain a software-centric vision of the architecture from where
we can characterize the threats.

The DFD, along with the STRIDE categorization, allows
both narrowing the attack surface exposed to each threat, as
well as measuring the risk it contributes to the entire system.
Thus, we can deduce the scope affected by a threat acting over
the HR Audio flow.
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Fig. 1. Data Flow Diagram

Fig. 2. Laboratory setup

B. Laboratory setup

Figure 2 shows our laboratory setup, composed of a laptop,
the IoT healthcare device and the external microphone. More
sophisticated equipment like a directional microphone could
also be used to extend the range of possible attacks. But
taking into account, that all the device communications are
performed via sound, any device with a microphone and
speakers could be used as a transceiver. As support tools,
several software audio solutions have been used in the analysis
and experiments, like Audacity [17] and Sonic Visualiser [18].
Audacity allowed us to capture and modify data-over-sound
communications, and Sonic Visualizer allows us to perform
different visualisations of these communications. Also, it is
necessary to mention that all the analyses have followed a
black-box reverse-engineering approach.

IV. REVERSE-ENGINEERING DATA-OVER-SOUND
COMMUNICATIONS

First of all, we studied the possibilities of communication
of the IoT device. After analyzing the mobile application,
we realized that the IoT healthcare device was sending in-
formation through audio. The mobile application requested
microphone permissions and asks for the deactivation of
mobile NFC communications. However, we were unable to
listen to anything so we decided to make some recordings
using a microphone. Initially, the recording suggested that
the transmission was being done in a very low volume: the
manufacturer instructions state that the device must be near
the phone, and there was just a faint waves in the wave plot
generated by Audacity.

Later on we proceeded to take other recordings, using Au-
dacity, while the IoT healthcare device was producing an ECG.
After analyzing the audio recordings with a spectrogram (see
Figure 3)), we realized there was data in the high frequency
band of the spectrum. Hence, we are facing some kind of
data-over-sound protocol. This analysis also showed that the
IoT device uses ultrasounds to perform the transmission and
communications.

A. Data-over-sound characterization

Anything over 10kHz is pretty much inaudible and also
used in many other applications since most everyday sounds
(included other sound-based control systems, like phone sig-
nalling [19]) occur at frequencies below 4kHz. This situation,
makes higher frequencies a perfect medium for transmitting
data. Sounds somewhat below 20kHz, which are also in-
audible to a human listener, are still considered to be in the
ultrasonic range and can be captured by common microphones.
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Fig. 3. Spectrogram of the IoT device audio

This provides a limited frequency band that can be used for
data transmission.

Subsequently, we performed a waterfall analysis, showing
that the frequency oscillates over time around 19.200KHz.
Due to the oscillation range, the chart also suggests the data
values could be modulated over frequency (i.e, Frequency
Modulation, or FM). In FM, the values are modulated in the
wave increasing or decreasing its frequency (for encoding up
and low values, respectively).

To evaluate how the ECG signal was transmitted, we devel-
oped a fuzzing script. The experiment proceeded as follows:

1) Create the message to transmit: As the ECG mobile
application draws the ECG in live-time, our script gener-
ates a sinus function as a baseband signal, to check how
it interferes with the cardiogram drawing. To emulate a
heartbeat of 60bpm, we discretized the sinus, obtaining
44100 values of one period (i.e., a 44100 values audio
sampling). It transforms the sinus formula into an array
with values between −1 and 1.

2) Modulate the message in FM: Here, we also used a
sinusoidal carrier to generate a reproducible WAV file.
We calculated the discrete values that the signal should
have, using the sinus formula. Using the values of the
message, we applied them to vary the frequency of the
signal. As the WAV file is also discrete (i.e., also has
a sampling rate, set in 44100 samples per second), we
applied the formulas from the Equation 1 to obtain each
sample i. Where t is the time of the period where the
sample has to be calculated; fi is the frequency of the
signal in base to the message value mi, and samplei is
the value of the signal for the sample i.

t = (i mod 44100)/44100 (1)
fi = 19200 + 1000 ∗mi (2)

samplei = sin 2 ∗ Π ∗ fi ∗ t (3)

3) Observe the results in the mobile application

After analyzing for the first time the figure drawn in the
application, following the playing of the WAV file, the image
resulted in the representation of a sinus wave. This information
allowed us to conclude that the IoT device did not perform any
additional protection to the ECG signal, besides modulated it
into frequency domain.

V. RESULTS

The previously reverse engineering analysis of the commu-
nication protocols of the device allows us to discover several
cybersecurity vulnerabilities. These vulnerabilities resulted in
several types of active and passive attacks which are presented
following the STRIDE methodology.

A. Spoofing

Our analysis of the proprietary data-over-sound protocol
demonstrated the lack of encryption and authentication in
the communication process between the IoT device and a
smartphone. This lack of encryption in the communication
directly leads to the possibility of performing spoofing attacks.

This makes possible the generation of fake signals and
altering ECG values based on the objectives of an attacker.
For example, as shown in Figure 4 it is possible to generate
a signal that will generate a fake ECG, as shown in Figure 4.
Using this same technique is also possible to generate ECG
classified as tachycardia and other heart issues.
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Fig. 4. Fake ECG generated through custom data-over-sound

B. Tampering

This lack of encryption and authentication could also turn
into a more sophisticated scenario like tampering. Whenever
a patient is using the device, an evil twin attack can be done.
In the event that the user is going to take a measurement, it
is possible to simultaneously generate a stronger signal, that
will affect the results of the ECG.

We were able to impersonate the genuine device and tamper
an active ECG session from a distance of 25m just using a
laptop. An attacker with a directional speaker, or with a louder
one, could be able to perform this attack from a larger distance.

C. Repudiation

The easiest of these attacks can be a replay attack, where
an attacker is able to capture a wireless communication and
later replay it against the device. The device lacks any type
of repudiation technology, any data-over-sound captured can
be replayed at any time and its transmission will always be
accepted.

D. Information disclosure

Following the lack of encryption and authentication, an
attacker can be centred on stealing private information. The
messages exchanged between the devices did not seem to
include patient data, like names or usernames, but it is possible
to recover the ECG data sent from other devices. Passive
adversaries can compromise the patient’s privacy just by eaves-
dropping on the wireless sound channel while there is ongoing
communication. On the other hand, this attack is limited due
to the fact that the attacker has to be near the target patient.
But it is also needed to take into account that adversaries could
use sophisticated equipment, like a directional microphone
to extend the distance from which they can perform these
attacks. However, being this a passive attack, the attacker
would need to wait until the device exchanges data to complete
a successful eavesdropping attack.

E. Denial-of-Service

The lack of security measurements in the data data-over-
sound protocol used in the IoT healthcare device also results
in Denial-of-Service (DoS) vulnerabilities. An attacker can
easily perform a DoS attack by continuously sending noise
in frequencies near 20kHz. Therefore, jamming the genuine
sound generated by the IoT healthcare device is possible by

playing alternative sounds at a higher volume, as will still be
inaudible by humans.

VI. DISCUSSION

First of all is it necessary to take into account that the
severity of these attacks are limited due to the necessity of
being in a relatively short distance between the attacker and
the objective, around 25 meters. After taking this into account,
the device lacks of any minimal security measures and the
severity of this attacks could be classified as medium just
because of the previously mentioned context. Furthermore, all
the presented attacks were further tested to determine how easy
it could be to tamper the signal without any special hardware
devices (e.g., just with a computer, or a smartphone).

A. Short-term solutions

Short-term measures that can be applied to resolve the
mentioned issues could be the use of the IoT healthcare device
in an isolated and close environment. If we do not have anyone
near our ECG measurement and we are in a close environment,
we make it practically impossible to be able to perform the
previously mentioned attacks. This is a possible short-term and
easy solution. Another recommendation is to bring the device
as close as possible to the smartphone. If the IoT device is
closer to the microphone smartphone than the attacker, it will
make more difficult some attacks, like replay or tampering.
Because the strength of our data-over-sound signal will be
greater than the attacker.

B. Long-term solutions

The use of properly authenticated and encrypted channels
can be a possible countermeasure to the proposed attacks. The
usage of data-over-sound communications does not imply that
encryption and authentication can not be applied. For example,
previously mentioned commercial solutions like Sonarax [12]
uses encryption for its implementation. The problem of the
analysed IoT device is not the usage of data-over-sound
communications but its implementation.

Even though a device can only transmit data (i.e., it has no
input capabilities), it could have some type of identification.
This identification could allow the user to pre-register the IoT
device before establishing communications. This identification
could be encoded as a QR code signed by the manufacturer,
or use any type of signed beacon [20]. Moreover, this spoof-
ing mitigation will also prevent possible replay attacks [21].
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But with a pre-registered device, the transmissions could be
authenticated using any type of TAN code, as proposed by
Starnberger et al. [22]. This protection could also allow the
mitigation of tampering attacks.

On the other hand, denial of service attacks present a
difficult challenge. Even though there exist some approaches
against jamming in other transmission channels (like channel-
hopping in RF [23]), the data-over-sound technologies are not
very reliable in that aspect [24].

VII. CONCLUSION

In this work we analyzed the security and privacy of an
IoT healthcare device capable of perform data-over-sound
communications. To accomplish this objective we acquired a
novel and small IoT device capable of perform ECGs. This
device was analyzed following the STRIDE thread modeling
methodology, and as a result several vulnerabilities were iden-
tified. All the presented work has been notified to CISA and
the device manufacturer, following a responsible disclosure
process. But the manufacturer is still working on mitigation
solutions, so we avoid mentioning the manufacturer and device
name in this paper. Moreover it is necessary to mention that
all the previous processes explained in this article have been
created following a black-box approach.

This work also discovered several cybersecurity vulnerabil-
ities. These attacks are only limited due to the communication
range allowed by the device since the attacker needs to stay
at a distance shorter than 25 meters. Base on our experience
the most critical attacks are the ones based on tampering and
spoofing of communications. An attacker could generate a
fake ECG with a tachycardia or other heart anomaly, like
atrial fibrillation, which could make the patient think that he
is having a health issue.

Finally, we proposed some possible solutions to these
problems. Short-term solutions are based on the location and
isolation of the device. Isolation solutions are not a viable
long-term solution, as they limit the use of the device to this
isolated space. Long-term solutions are usually difficult to
apply on IoT devices because they require hardware changes.
We suggest implementing properly encrypted data-over-sound
communications as a long-term solution.
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CHAPTER 4. HEALTHCARE DEVICE SECURITY

4.3 Summary of the results of Article 3

This chapter presented the cybersecurity analysis of a specific IoT electrocardiograph, Kardia Mobile [14]. To

carefully audit the cybersecurity of the device, first, a thread modelling analysis was performed, using STRIDE

methodology [92]. After this preliminary analysis, a process of reversing was applied to understand and detect

the technological methods and protocol used by this device. This analysis led to the discovery of a custom

protocol base on the use of data-over-sound technologies. Following the characterization of this custom protocol,

the IoT device was subject to several cybersecurity tests that led to the successful detection of numerous serious

vulnerabilities. Some of these vulnerabilities prove the fact that cybersecurity was omitted in the development and

testing process of the device. For example, the device lack any type of encryption in its wireless communications.

Allowing the impersonation or information stealing of any measure taken by the device.

All vulnerabilities discovered were subject to a process of responsive disclosure through The Department of

Homeland Security’s Industrial Control Systems Cyber Emergency Team (ICS-CERT) which transitioned these

findings to the Vulnerability Information and Coordination Environment (VINCE) managed by Carnegie Mellon

University. Unfortunately, due to the fact, that this is an IoT device most of these vulnerabilities can not be

solved without the replacement or change of the product hardware.
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Chapter 5

Results and discussion

The previous chapters have shown the research papers that are part of this thesis. In the following sections, the

results of each one of them, their relations and answers to the research objectives, previously stated, will be

presented.

5.1 Paper 1 - Mobile malware detection using machine

learning techniques

The first paper presents the research and creation of a novel method of malware detection focused on detecting

mobile PHAs. The proposed detection method made use of supervised machine learning algorithms to identify

malicious applications. Unsupervised machine learning algorithms were also tested but showed no relevant results.

To distinguish this method from other detection methods previously presented, a scientifically change in the

composition of the training dataset was made. Most of the scientific and industry detection algorithms that use

machine learning techniques used supervised algorithms, and their training datasets use antivirus engines and

other malware detection algorithms as selection criteria [75]. The problem with this methodology is that in end

you are replicating the decision model of one or several antivirus engines, rather than creating a new detection

method. Moreover, different antivirus engines have shown different criteria and discrepancies when classifying

malware or PHAs samples [93][94]. Making the selection of one or several antivirus engines as a selection method

a problem.

Unlike these algorithms, the solution presented in the first paper of this thesis used the lifespan of applications

as a selection criterion. Using data collected by Tacyt [95], a threat intelligence tool developed by the Telefónica

company it is possible to obtain the lifespan of multiple applications published on the Play Store. Querying the

Tacyt database it was possible to obtain a dataset of 91,203 mobile applications, that was published on the

Google Play Store. Mobile applications removed by Google or its creator in a period of less than a month were

considered PHAs. The hypothesis behind this criteria is that legit mobile applications tend to have a longer

lifespan than malicious ones. Following this hypothesis, mobile applications with a period life greater than six

months were considered benign. To reduce false positives, antivirus engines were involved but only in the process

of cleaning possible PHAs. All mobile applications with a period lifespan greater than six months were scanned,

and any mobile application detected was removed from the dataset.

Additionally to this process, from each one of the samples collected, a total of 601 features were obtained.

All of the features obtained were carefully normalized, and only features that can be present in all possible

applications were used. Any, specific features or unique characteristics, such as the usage of IP addresses or

specific domains were removed from the dataset. This process, is another differential characteristic of this paper.
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CHAPTER 5. RESULTS AND DISCUSSION

Other research papers did not have this normalize process into account and add every possible extracted value

as a feature. For example Drebin [75] used 545,000 features versus 601 feature used by this solution.

After the creation of this unique dataset several machine learning algorithms have been tested, to validate

the performance of the proposed solution and analyse its results. Among the tested algorithms, Extreme Gradient

Boosting presented the best results with an average precision, recall and f1-score of 89%, and Random Forest

Classifier with an average precision, recall and f1-score of 90%. These results proved the hypothesis presented

by this paper, malicious applications usually have a shorter lifespan in official app markets. And, this training

methodology allows the creation of a novel detection method, avoiding the usage of antivirus engines in the

creation of PHAs datasets. As a counterpart and limitation, it is necessary to mention that other machine

learning models focused on detecting PHAs have obtained a better accuracy, 94% [75] or 95% [31]. Probably an

increase in the PHAs used on the dataset will improve its detection rate, and like other machine learning, this

model can be continuously retrained. But a 90% accuracy permits the applicability of this detection method.

One way to use this detection method, is to include it as an application control mechanism inside mobile app

stores. Whenever a new mobile application is going to be published, it can be scan and stop it publishing if it is

categorized as PHA. Furthermore, the improvement of the application control mechanisms applied to app stores

will directly benefit all users. Because of these reasons, this research is directly related to the first research goal:

The study the usage and development of machine learning techniques to enhance the cybersecurity protection

applicable to mobile devices. The development of heterogeneous methods of detection applied to mobile app

providers will directly benefit the users of those app markets. That directly affects healthcare centres with BYOD

policies, where multiple devices, from vendors and versions, are used. This solution could be generally applied to

all android devices that are using the same app store.

Therefore, in relation to the first research goal, The study of the usage and development of machine learning

techniques to enhance the cybersecurity protection applicable to mobile devices, the presented results proved

the possibility of creating solutions based on machine learning techniques that can be heterogeneously applied.

Solutions can be developed, and machine learning can be involved or not, in the creation of Healthcare solutions,

but the main requirement is adjusting these solutions to the specific needs of this sector.

5.2 Paper 2 - Analysis of darknets and their connections

The second paper explores, analyze and index data from darknets. This process looked to obtain and detect

threats against Healthcare services. Darknets have become an area of illegal activity that can present relevant

information to multiple sectors. In this case, the research work was centred on analysing Tor and i2p networks.

Tor is the most popular darknet, but darknets such as i2p could also contain relevant information that could help

accomplish the second research objective, To analyse the structure of darknets in order to understand criminal

activities and threats related to the Healthcare Industry. This research objective also entangles what type of

information or how this information is being shared.

First of all, in the process of analyzing darknets, it is necessary to collect information and identify sites

relevant that could help answer the second research objective. To perform this activity a darknet crawler capable

of collecting and indexing information was developed in the UAH. This crawler obtained a large amount of data

that allow the identification of potential threats against Healthcare services. It is necessary to mention, that even

though the focus of this research was to study Healthcare data being sold in dark markets, the scientific research

successfully led to the discovery of the interconnection between different darknets. Even though it was not the

primary focus of this research, this scientific breakthrough was accomplished during this research process.

But during this research process, it was discovered that Tor and i2p networks are interconnected. Multiple

references to the Tor network, such as .onion addresses, were found in the i2p network. In order to detail analyze

this interconnection graph analysis techniques were used. All the obtained addresses, and darknet services, were

used to build a directed graph, removing any surface web links. Using this directed graph network metrics were
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obtained, proving that the Tor network is more widely used but some sites of these networks are not discovered

if i2p is not indexed. Some users only publish certain Tor hidden services addresses in i2p. In summary, some

users publish references or information from Tor in i2p and vice-versa. Proving, that anyone looking to obtain or

analyze the darknet needs to access and study multiple darknets. Some of the users interested in this anonymity

use both, Tor and i2p, of the analyzed networks. This graph analysis also allowed the identification of the most

important domains in the network. As mentioned earlier this network is not publicly indexed, and because of

that multiple popular sites are indexed sites, webs with a compendium of darknets links. Moreover, due to the

fact that such information and links can be useful to other researchers, a free dataset with this information was

published. Other researchers or o Law Enforcement Agencies (LEAs) can use this information to perform their

own data collection or investigation attempts.

Reaching this point, it is necessary to address some recent events that differentiate the current situation

from the previous one. One of the premises of looking into darknets was the premise that cybercriminals were

actively using that networks as support to attack target healthcare services. At the moment of writing the paper

Interconnection between darknets, beginning in 2020, ransomware was actively used but cybercriminals but

had not evolved into a process of double extortion. Following the establishment of Ransomware as a Business

(RaaB), [5], since 2021 ransomware has experienced an evolution into a double or triple extortion model. In

the origin, cybercriminals encrypted information and then ask for a ransom. Now with a double extortion

model cybercriminals stole and encrypt the information. A further step is the triple extortion model, where

cybercriminals extort the company affected and its clients. Cybercriminals contact directly with the company

clients to ask for a ransom in exchange for not publishing private information, such as healthcare data[96].

In double and triple extortion scenarios if the victims, do not cooperate with the payment the cybercriminals

threaten to publish the stolen information on the internet. Is here, where Tor darknet, becomes a key part of

this process. Darknets allow anonymously hosts and publish information. Cybercriminal groups associated with

ransomware have created their own ”corporate” sites in Tor, where they publish information about their victims

and also serve as a communication and negotiation platform with the affected victims. Amongst these victims,

several hospitals and healthcare services[88][97] have been affected and their information has been published

on Tor. This current situation supports and validates the hypothesis of the use of darknets as a network for

publishing and selling stolen healthcare information. Darknets have proved to be a fundamental and necessary

part of the RaaB ecosystem.

5.3 Paper 3 - Healthcare devices security

In the third paper, the cybersecurity of medical devices is researched and reviewed, looking to answer the third

research objective: The study of the cybersecurity status of modern IoT medical devices. As previously mentioned,

in other chapters of this thesis, medical devices involving technology and software have been focused on safety

measures. Medical devices centred on diagnosis, treatment and novel IoT devices usually do not comply with any

minimal cybersecurity requirements. To prove this statement, the third written paper was focused in perform an

independent cybersecurity audit of a medical IoT product used in patient monitoring.

The device chosen to perform this audit was a portable IoT electrocardiograph currently in use by Healthcare

centres. No prior knowledge or security concerns were public before performing this analysis. In the context of

the ProTego H2020 project[67], where the University of Alcalá took part as a member of the project, several

research activities were performed. One of these successful research activities and knowledge transfers was the

presentation and explanation of different digital medical devices used by several ProTego member hospitals.

Among the presented devices IoT devices were the Kardia mobile electrocardiograph[14]. Being this a small and

affordable device it was acquired to be reviewed.

This electrocardiograph is a novel device with unknown technology implementations, and because of that,

the research started with a process of reversing engineering and analysis. In this preliminary analysis, it was
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expected to detect the usage of Bluetooth Low Energy (BLE) or other custom radio frequency protocols but

the device performed communications through sound, known as data-over-sound communications. After this

analysis, a threat model based on STRIDE framework[92] was built. Following a methodology, such as STRIDE,

allow the assessment and test of the most important attacks, covering the attack surface offered by the device.

This process of auditing successfully detected numerous vulnerabilities, that were submitted to a process of

responsible disclosure. The vulnerabilities detected allow spoofing, and tampering of any communication with

the device, due to the lack of encrypted communications. No mechanism of encryption or integrity was placed in

the custom data-over-sound protocol used by the device. This also results in the possibility of performing denial

of service attacks. These discoveries support the lack of cybersecurity measures in medical devices. Evidently,

the existence of multiple vendors and the enormous ecosystem behind the manufacturing and creation of medical

devices, make it impossible to create a general cybersecurity assessment, just taking into account one device.

But in the recent times numerous vulnerabilities has been discovered in different medical devices, such as

insulin pumps[53][91][98], pacemakers[54][99][100][101] and other devices[55][102][103]. Due to this situation,

the European Union has been focusing resources on creating cybersecurity guidelines for medical devices[104],

that had led to the creation and appliance of new regulations[105]. Those regulations require the inclusion of

cybersecurity requirements in the design and testing of these devices. Unfortunately, even though this regulation

will force the inclusion of cybersecurity protections in the manufacturing and design of new devices, does not

solve the current lack of security of multiple medical devices currently in use.

It is necessary to clarify, that most of the current technological devices used in diagnosis and treatment

use multiple software components. Such as proprietary software, open-source software or an operating system,

like any other IoT or technological device. Researching this topic, in 2020 a threat report written by Palo Alto

Networks, identified that 83% of medical imaging devices are running on unsupported operating systems[106].

Unfortunately, the operative system layer is usually hidden in those devices and runs as black boxes inside

hospitals. IT administrations or other technical personnel usually do not have access to these software components.

And even though they have access any update can improve the cybersecurity but compromise the safety of the

device, due to software malfunctions.

Force new regulations is a step into add cybersecurity protections to medical devices but does not solve the

current situation. It is not possible to replace all current medical devices in use or use only audited devices with

proper cybersecurity measures. And even though, theoretically, novel devices will comply with cybersecurity

regulations, it will be years before the full replacement of all insecure medical devices. Making it necessary further

research on the creation of security solutions that can be applicable to the current medical devices park in use.
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Conclusions and future work

In this thesis, several techniques problems and points of view related to cybersecurity in the Healthcare industry

have been presented. The results obtained support and evidence of the cybersecurity needs of this industry,

taking into account its unique features and necessities. Because of those results, future research studies can use

this thesis as a starting point to understand some of the threats that are currently affecting the Healthcare

Industry. Hereafter, the following section presents a summary of the main conclusions obtained during the work

of this thesis and possible lines of future work that have been identified.

6.1 Conclusions

The first paper, ”Malware Detection Inside App Stores Based on Lifespan Measurements”, presents research that

supports the usage of machine learning detection methods for detecting mobile PHAs that do not involve the

usage of antivirus as selection criteria. The usage of lifespan measurements in app stores is only one idea that can

be extended or changed in multiple ways. Any detection method that manages to evade the usage of antivirus,

and use other malware selection criteria, will create novel detection of methods. On the other hand, one unsolved

issue of the solution presented is its applicability to other mobile ecosystems like iOS. Unfortunately, due to

the lack of iOS app store data, the solution can not be tested but that does not mean that is not applicable.

Following the same idea, used in the creation of the paper dataset, a dataset with iOS App Store information

could be created. But only the owner, or someone with access to this data, will be able to develop a solution. Also,

it is necessary to take into account that if his experiment is performed will probably generate different results.

Due to the fact that the reviewing and publishing policies in the iOS App Store are different than the Android

Play Store. But nonetheless, this is a method applicable as a control mechanism in any app store. Methods easily

implemented across all healthcare personnel need to be developed, due to the heterogeneous mobile market. One

of the principles repeatedly reiterated in this thesis is the development and research of applicable methods. That

could make sense in almost any research scenario, but in Healthcare research is indispensable the collaboration

and advisory of healthcare institutions. The particularities in its daily operations and management make crucial

its advisory in any developed methods.

In the second paper, ”Interconnection between darknets”, a graph analysis of i2p and Tor networks is

presented. This analysis is performed using a freely accessible dataset, created in the context of this research,

that links Tor hidden services with i2p eepsites. Proving the relation between different darknets and their current

use by multiple users. In order to discover more information, it is necessary to access other similar anonymous

technologies. I2p and Tor share a user base in common that lead to the exchange of link sites and relevant

information. This will probably affect other darknets such as Freenet [107] or ZeroNet [108]. Anyone interested

in obtaining as much information as possible from the Tor network should also explore other darknets looking
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for hidden services references. Furthermore, as mentioned earlier, this discovery was not the main idea of this

research and was subsequently discovered during a process of scientific research.

That does not mean this line of research should be discarded. As mentioned before, following the establishment

of Ransomware as a Business (RaaB) [5], since 2021 ransomware gangs have increased the usage of the Tor

network. Tor network offers a platform to publish stolen information anonymously, for sale or as a method of

double extortion. This situation supports the necessity of research and monitoring of darknets, to discover and

detect threats. And this is directly related to healthcare data and services,[88][97]. Furthermore, several of the

victims publicised by these groups have turned out to be health services [16][17], proving the need and interest

in the study and monitoring of such networks.

In the third paper, ”Security and privacy issues of data-over-sound technologies used in IoT healthcare

devices”, a security analysis of a medical IoT device is performed and presented. Applying STRIDE threat

analysis methodology multiple attacks were assessed, leading to the discovery of multiple critical vulnerabilities.

These discoveries, even though only one device was analyzed, tend to support the hypothesis of the lack of

cybersecurity measures in multiple medical devices. The analyzed device was not submitted to any previous

cybersecurity reviews, multiple vulnerabilities were easily identifiable. Furthermore, this also demonstrates the

lack of cybersecurity involvement in all the development phases of the products. Terms such as security by design

were totally oblivious to the development and design of the product. All this further demonstrates the lack of

cybersecurity regulations and controls over medical products. The European Union has tried to legislate in this

aspect[105]. But unfortunately, the majority of the current devices currently in use have not been subjected to

this legislation. Due to this situation, multiple medical devices probably present minimal or no cybersecurity

features. The usage of medical devices and their lack of cybersecurity features is one of the biggest threats and

problems to the healthcare industry, hindering any process of modernisation and the cybersecurity needs of

medical facilities. Moreover, there is not a currently easily applicable solution to this aspect. A software solution

is difficult or impossible to design because some cybersecurity failures are hardware related. And in top of that it

is not easy to replace, and in most cases is not possible, a medical product with another security design. The

usage of medical devices with cybersecurity features by healthcare services will probably be a process that will

not be achieved in years but decades. Probably, only demanding a strong legislation in cybersecurity aspects

will force manufacturers to include cybersecurity as a need in their design and development process. Medical

devices should be submitted to product certification and evaluation process (e.g., LINCE [109], BSPA [110],

CSPN [111]), or a specific certification specially design for medical devices.

6.2 Future work

Following the discussion of the results and conclusions previously exposed, several lines of future work can be

explored. Cybersecurity applicable to the Healthcare Industry is a huge field of research, but taking into account

the obtained knowledge from this thesis, several future research lines could be:

• In relation to the design of novel methods of malware detection, one line of work easily extended is the

development of detection methods that avoid the usage of antivirus as selection criteria. The development

of novel criteria as selection methods of PHAs or malware is a line of research that could lead to promising

research differential and complementary detection methods.

• In relation to the development of multi-platform cybersecurity solutions for the mobile ecosystem. At the

moment of writing this thesis, a unification of the mobile ecosystem seems distant or highly improbable. Any

advance in developing heterogeneous solutions can be considered a research breakthrough. Furthermore,

the mobile ecosystem is far from disappearing and now it is being extended and increased by the usage of

IoT devices.
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• In relation to possible transition contingency measures. As mentioned earlier the usage of medical devices

with cybersecurity features by healthcare services will probably be a process that will not be achieved in

years but decades. Multi-platform solutions can contribute as a contingency measure, but it is necessary

to develop further tools and techniques in this area. Transition solutions capable of offering cybersecurity

services need to be developed and applied in the current industry.

• In relation to darknets analysis, it is necessary to study and monitor ransomware leak sites accessible

through Tor. RaaB operators are using darknets as a method of maintaining anonymity. But multiple

research works can be developed using the published information on those sites (e.g., monitor publication

dates, analyse and classified published victims and analyse leaked data).

• Further cybersecurity analysis of other medical devices. Only one medical device was analysed in the

context of this thesis. The cybersecurity review of other medical devices will probably lead to the discovery

of multiple security vulnerabilities. These discoveries could also lead to the creation of possible solutions

and protection methods. The European Commission is supporting this idea and is currently looking to

fund projects that analyse and improve the security of medical devices under the Horizon Europe research

framework program [66].

• Following the cybersecurity needs of the Healthcare Industry, it is required to develop the necessary legal

frameworks and Information Security Management Systems. This development of legislation, frameworks

and methodologies is a combined effort between technological and legal people, that needs to be further

developed. For example, a specific cybersecurity certification for medical devices can be designed, or

existing ones can be adapted.
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