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Multicomponent Flow-Transport-Reaction Modeling of Trickle Bed
Reactors: Application to Unsteady State Liquid Flow Modulation

M. R. Khadilkar,† M. H. Al-Dahhan, and M. P. Duduković*

Chemical Reaction Engineering Laboratory, Department of Chemical Engineering, Campus Box 1198,
Washington University, St. Louis, Missouri 63130

A one-dimensional reactor and catalyst pellet scale flow-transport-reaction model utilizing the
multicomponent Stefan-Maxwell formulation for inter- and intraphase transport is developed
to simulate unsteady state operation in trickle bed reactors. The governing equations and method
of solution are discussed. Results are presented for a model reaction system (hydrogenation of
R-methylstyrene) under gas reactant limiting conditions, for liquid flow modulation as a test
case of unsteady state operation. Model simulations predict that periodic liquid flow modulation
can alter the supply of liquid and gaseous reactants to the catalyst and result in reactor
performance enhancement above that achieved in steady state operation. The effects of key
modulation parameters such as the total cycle period, cycle split, and liquid mass velocity are
simulated, and model predictions are found to be in agreement with experimentally observed
trends in the literature.

Introduction

Trickle bed reactors are three phase reactors with the
solid phase in the form of a packed catalyst bed and
liquid and gas flowing concurrently downward through
the interstitial space. These reactors are used exten-
sively for hydrotreating and hydrodesulfurization ap-
plications in the refining industry, and also for hydro-
genation, oxidation, and hydrodenitrogenation applica-
tions in the chemical, biochemical, and environmental
remediation industry.1-3 Although trickle bed reactors
have traditionally been operated under steady state
conditions, recent experimental studies have explored
unsteady state operation4-11 and demonstrated the
possibility of performance enhancement in laboratory
reactors. The potential for performance enhancement
arises from the competition between the gas and liquid
phases in supplying reactants to the catalyst as well as
the complex interaction between fluid dynamics, cata-
lyst wetting, and reaction. This potential for improved
performance in transient operation has been utilized
successfully in other multiphase reactors, adsorbers, ion
exchangers, etc., on industrial scale,4 but has not been
implemented on industrial trickle bed reactors.

The literature on unsteady state behavior in chemical
systems was reviewed by Silveston4 and classified into
two categories: (i) parameter forcing and (ii) flow
reversal. Most of the investigations summarized in his
review were parameter forcing studies on stirred tanks,
heat exchangers, ion exchangers, and some flow reversal
studies in gas-solid fixed beds, adsorbers, and fraction-
ators. On the basis of the observations of these systems,
several strategies were suggested for possible perfor-
mance enhancement in trickle bed reactors,4 such as
modulation of (i) flow, (ii) composition, or (iii) catalyst
activity. Some of these have been considered in the few
experimental studies reported in literature.5-8,10-16 The
test reaction systems and operating conditions of these

studies are summarized in Table 1. These studies focus
on flow and activity modulation with cycle times ranging
from a few minutes to as high as 80 min and perfor-
mance enhancement ranging from a few percent to
almost 400%. A few modeling studies have appeared in
the literature, dealing with both transient and pseudo-
transient models.5,10,11,16-23 The key features and test
reaction systems utilized in these studies are sum-
marized in Table 2. These models are primarily an
extension of the steady state approach and have the
following shortcomings, which prevent them from being
applied to real unsteady state or periodic systems:

(i) Most models are based on the plug flow assumption
or straightforward extensions and do not consider the
change in phase velocity and holdup with spatial and
temporal coordinates.

(ii) Many models rely on the assumption of equilib-
rium between phases and some even use the pseudo-
homogeneous approach to simplify computation of the
solution.

(iii) The models assume pseudotransient behavior and
do not account for true accumulation terms for nonlim-
iting species.

(iv) Single component mass transfer terms are con-
sidered with coefficients calculated from low flux, dilute
solution, thermodynamically ideal fluid conditions.

(v) Spatial terms on the catalyst level are dropped in
some variations of the models to simplify computation.

(vi) Reaction and transport of only the limiting species
is considered by keeping other concentrations invariant.

(vii) Multicomponent transport between phases has
not been considered in most models, and hence the net
mass and energy transport across the interface such as
evaporation and condensation is not accounted for.

This study focuses on the development of an unsteady
state periodic operation model based on multiphase flow,
multicomponent transport, and reaction under unsteady
state conditions to explain the phenomena reported in
the recent experimental studies. The developed model
is considered as a step in the direction of eliminating
some of the above-mentioned simplifications. In this
work, the model is applied to a particular case of

* To whom correspondence should be addressed.
† Present address: GE Plastics, One Lexan Lane, Mt.
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unsteady state operation, namely, liquid flow modula-
tion, to demonstrate its capability. The effects of liquid
flow modulation parameters, such as amplitude (liquid
flow), cycle period, split (fraction of the cycle period with
liquid flow), and extent of gas and liquid limitation, are
simulated for a test reaction case.

Model Development

This section discusses the development of a general-
ized model, which can account for phenomena occurring
in trickle bed reactors under unsteady state periodic
operating conditions. The features common to previous
models such as the bulk phase species and energy
balance equations are presented briefly to begin with,
followed by the features of this model used in modeling
source terms for these equations which are presented
in greater detail. The key assumptions in the model are
primarily made to reduce the computational complexity
as follows:

1. Variation of temperature, concentration, velocity,
and holdup in the radial direction is negligible as
compared to axial direction. Hence a one-dimensional
(1-D) system is considered. However, bed nonuniformity
in industrial scale trickle bed reactors can lead to lateral
gradients which need to be accounted for in more
detailed description than the current 1-D approach.

2. All the parameter values are equal to the cross
sectionally averaged values and vary only with axial
location and time. These are determined at every time
instant for all the axial locations and are used to solve
for pertinent variables at the next instant in time.

3. The heat of reaction is released only to the solid
(catalyst) and then transferred to other phases through
interphase heat transfer.

4. The catalyst pellets are assumed to be fully
internally wetted. Hence, no temperature gradients are
assumed to exist inside them. However, for partial
internal wetting, the approach of Harold et al.24 and
Khadilkar et al.25 needs to be followed.

5. The catalyst pellets are modeled as slabs of three
types based on external wetting conditions: fully ex-
ternally wetted, half-wetted, and fully dry (different
approaches to solution of catalyst level equations are
discussed later).

Model Equations

Bulk Species Transport. The dynamic variation in
the liquid and gas phase species concentrations is
obtained by solving the unsteady state species mass
balance equations, consisting of accumulation, convec-
tion, and interphase transport for the gas and liquid
phases written as eqs 1 and 2, respectively.

Note that numbers in brackets indicate the number of
such equations available. Only nc - 1 equations are
written above and the continuity equation is written for

Table 1. Reported Experimental Studies of Unsteady State Operation in Trickle Beds

author(s) system studied
modulation

strategy L and G flow rates
cycle period (τ)

and split (σ)

performance
enhancement (%)

(temp rise, °C)

Haure et al.5 SO2 oxidation flow UL ) 0.03-1.75 mm/s τ ) 10-80 min 30-50%
(non-isothermal) UG ) 1-2 cm/s (σ ) 0.1, 0-0.5)

Lange et al.6 cyclohexene composition QL ) 80-250 mL/h τ ) 4-30 min 2-15% (temp
hydrogenation (non-isothermal) conc ) 5-100% (σ ) 0.2-0.5) rise ) 30 °C)

R-methylstyrene liquid flow QL ) 0-300 mL/h, τ ) 1-10 min
hydrogenation (isothermal) QG ) 20 L/h (σ ) 0.25-0.5)

Lee et al.8 SO2 oxidation adiabatic flow UL ) 0.085-0.212 cm/s, τ ) up to 60 min
modulation SUG ) 1000 h-1 (σ ) 0.02-0.1)

Castellari R-methylstyrene non-isothermal QL ) 2.27 mL/s τ ) 5-45 min 400% (temp
and Haure7 hydrogenation QG ) 900 mL/s (σ ) 0.3-0.5) rise ) 45 °C)

Khadilkar R-methylstyrene flow QL ) 2.27 mL/s τ ) 0.5-10 min 5-50% (temp
et al.10,11,48 hydrogenation modulation QG ) 900 mL/s (σ ) 0.1-0.66) rise ) 6 °C)

Table 2. Reported Unsteady State Models for Trickle Bed Reactors

authors model features reaction system remarks

Yan17 plug flow, gas-liquid equilibrium,
apparent rate on catalyst

hydrocracking temp profiles with and without
quenching predicted

Haure et al.5 non-isothermal plug flow model with
liquid ON-OFF, mass transfer
controlling the rate

SO2 oxidation thermal waves and temp rise
compared with experimental
observations

Stegasov et al.18 non-isothermal plug flow with liquid
ON-OFF, mass transfer control

SO2 oxidation temp and concentration
profiles predicted

Wu et al.19 local transient model with multiple
reaction, mass transfer variation
with high frequency

three model systems
of multiple series and
parallel reactions

rate enhancement with varying
frequency examined for natural
pulsing

Warna and Salmi20 parabolic PDEs for gas and liquid
phases, pseudo transient
simulation to steady state

toluene hydrogenation,
SO2 oxidation

reactor dynamics from start-up
to steady state studied

Yamada and Goto21 plug flow with parameter optimization hydrogenation to amino
acid

optimal cycle period for product
removal and catalyst
regeneration calculated

Gabarain et al.22 three zone model, completely wetted,
externally dry and internally dry pellets

hydrogenation of
R-methylstyrene

variation of rate enhancement with
cycle period predicted

∂

∂t
(εLCiL) + ∂

∂z
(uILεLCiL) ) Ni

GLaGL - Ni
LSaLS

[nc - 1] (1)

∂

∂t
(εGCiG) + ∂

∂z
(uIGεGCiG) ) -Ni

GLaGL - Ni
GSaGS

[nc - 1] (2)
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each phase to complete the equation set (nc is the
number of components).

Bulk Energy Transport. A three-temperature model
with catalyst, liquid, and gas possibly having different
temperatures is considered to be consistent with the
solution of interphase energy balance equations (dis-
cussed later).

The gas phase energy balance can be written in terms
of the accumulation, convection terms, and a loss term
to the ambient atmosphere (which is omitted in the
adiabatic calculations).

Similarly, considering the energy balance for the
liquid phase in terms of accumulation and convection
terms and gas to liquid heat transfer, solid to liquid heat
transfer, and heat loss to ambient, we have

The immobile catalyst is assumed to be fully inter-
nally wetted and to have no internal temperature
gradients. The temporal temperature variation also
contains the axial dependence due to the interface
energy flux terms on the right-hand side of the energy
equation and is obtained by solution of the energy
balance for the solid catalyst:

Continuity Equation for the Flowing Liquid and
Gas. The variation of liquid holdup with time and axial
position is obtained by solving the continuity equations
for the liquid and the gas phase. The liquid holdup
inside the catalyst particles is considered to be constant
as it is assumed fully wetted catalyst particles. However,
the liquid present in the reactor is divided into flowing
liquid and stagnant (intracatalyst) liquid to improve
tractability in modeling. The continuity equation for the
flowing liquid and gas is written in terms of the
accumulation and convection terms balanced by the
total mass transferred to and from the other phases
(written in terms of interphase fluxes for gas-liquid,
liquid-solid, and gas-solid equations, each discussed
in the next section).

The variation of interstitial phase velocity with time and
axial position is calculated by solving the liquid and gas
phase momentum balance equations. The momentum
equations for the flowing liquid and gas phase can be

written in terms of accumulation and convection terms
on the left-hand side, and the gravity, pressure gradient,
drag due to the packed phase, gas-liquid interphase
momentum exchange (with exchange coefficient K), and
momentum gain due to interphase mass exchange terms
on the right-hand side, as

It is assumed here that the mass exchange occurs at
the interfacial velocities for liquid and gas phases, uIL

I

and uIG
I , respectively. The momentum exchange coef-

ficient (K) between the gas and the liquid is obtained
from a gas-liquid drag coefficient26 or dropped for the
case of low interaction between gas and liquid in trickle
flow at very low liquid velocities. The drag term (FD) is
due to the solid phase and is obtained from well accepted
extensions of the Ergun equation to two phase flow as
below.27

Gas-liquid, liquid-solid, and gas-solid mass transfer
is modeled by the Stefan-Maxwell equations for mul-
ticomponent transfer as discussed in the following
sections.

Interphase Mass and Energy Transport by the
Stefan-Maxwell Formulation. All the interphase
fluxes (gas-liquid, liquid-solid, and gas-solid) need to
be modeled for unsteady state periodic operation due
to the fact that assumptions for conventional isothermal,
steady state dilute solution transport of single species
are not justified in the unsteady state periodic operation
case. Since flow rates can change with time and axial
position by a large magnitude, any assumption of simple
(or equilibrium) mass or heat transfer being the control-
ling mechanism does not hold true for the entire cycle
period. Hence, the use of Stefan-Maxwell equations is
required to accurately model the interphase fluxes at
each time instant in these situations.28,29 The solution
of the Stefan-Maxwell problem involves the formula-
tion of the transport and equilibrium relations at each
interface, which are then solved for the required fluxes
and compositions. For example, in case of the gas-liquid
interface, the unknown variables (for a system with nc
number of components) are the nc interphase fluxes, the
nc interface mole fractions at liquid and vapor interface
each, and the interface temperature which add up to a

∂(FGεGHG)
∂t

+
∂(FGεGuIGHG)

∂z
)

-EGLaGL - EGSaGS - EGAaGA [1] (3)

∂(FLεLHL)
∂t

+
∂(εLuILFLHL)

∂z
)

EGLaGL - ESLaSL - ELAaLA [1] (4)

∂(1 - εB)HCP

∂t
) ELSaLS + EGSaGS [1] (5)

∂FLεL

∂t
+

∂(FLuILεL)

∂z
)

+∑Ni
GLaGLMi - ∑Ni

LSaLSMi [1] (6)

∂FGεG

∂t
+

∂(FGuIGεG)

∂z
)

-∑Ni
GLaGLMi - ∑Ni

GSaGSMi [1] (7)

∂

∂t
(FLuILεL) +

∂

∂z
(FLεLuILuIL) )

εLFLg - εL

∂P

∂z|L - FD,Liq + K(uIG - uIL) +

uIL
I [∑Ni

GLaGLMi - ∑Ni
LSaLSMi] [1] (8)

∂

∂t
(FGuIGεG) +

∂

∂z
(FGεGuIGuIG) )

εGFGg - εG

∂P

∂z|G - FD,Gas + K(uIL - uIG) +

uIG
I [-∑Ni

GLaGLMi - ∑Ni
GSaGSMi] [1] (9)

FD,Gas ) εGFGg( ε

ε - εL
)3[E1 ReG,F

GaG
+

E2 ReG,F
2

GaG
] [1]

(10)

FD,Liq ) εLFLg( ε

εL
)3[E1 ReL,F

GaL
+

E2 ReL,F
2

GaL
] [1]

(11)
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total of 3(nc) + 1 unknowns. The equations available
for solution are the liquid and gas phase absolute flux
equations (nc - 1 independent equations each), the
equilibrium relations at the interface (nc), the mole
fraction summation constraints for the gas and liquid
interface (2). It is important to note that only nc - 1
independent equations can be written for the absolute
fluxes, which are based on relative fluxes and hence are
subject to the Gibbs-Duhem restriction (see Appendix
A for more details). The extra condition needed to
complete the set of equations, often referred to as the
“bootstrap”28 depends upon additional information about
the physics of the problem. Several alternatives such
as Stefan diffusion, Graham diffusion, equimolar coun-
terdiffusion, etc. have been used as bootstraps due to
their applicability to specific physical situations. How-
ever, in unsteady state operation, the only condition that
is consistently applicable is the energy balance relation
itself. This condition is usually written in the form of a
matrix [â] which incorporated in the matrix form of the
multicomponent transport coefficient [k] (as defined in
Appendix A) to form the gas-liquid interphase flux
equation.

The contribution of the term containing ∆q is due to
the net conductive heat flux at the interface and is
evaluated as given in Appendix A. The thermodynamic
nonideality is accounted for as needed by incorporation
of the matrix [Γ] of activity coefficients as defined in
Appendix A. Similar equations can be written for the
gas side as given in Appendix A. It is assumed here that
the interface reaches equilibrium instantaneously, and
that there is no accumulation of the species at the
interface which allows the use of eq 13. The equilibrium

constants are determined using a suitable activity

coefficient model, such as Wilson’s, which is employed
for the test case in this study (as given in Appendix A).
The transport coefficients [k] are corrected for high flux
based on the algorithm suggested by Taylor and Krish-
na28 (as shown in Appendix A). Similar equations can
be written for the gas side transport as done for the
liquid resulting in the complete set of equations ex-
pressed in Table 3 as a vector of the functions to be
solved for. To account for gas phase nonideality in some
reactions such as hydrosulfurization (HDS) at high
pressure and temperature, the fugacity correction fac-
tors should be considered as follows:

Combined Solution of Stefan-Maxwell Equa-
tions at the Liquid-Solid and Gas-Solid Inter-
face. The catalyst pellets are assumed to be half-wetted
slabs with flowing liquid and gas on either side (as
shown in Figure 1 and discussed in detail in the next
section). The unknowns at the liquid-solid interface of
the catalyst are the nc liquid-solid fluxes, nc liquid-
solid interface compositions, and one liquid-solid in-
terface temperature (total 2(nc) + 1). The liquid-solid
transport equations can be formulated via the Stefan-

Table 3. Typical Vector of the Stefan-Maxwell Equations at the Gas-Liquid Interface

Ni
GL - ctl{[âL][kL

o ][Γ]}i,j(xj
I - xj

L) - xi(∆q)/λx ) 0
[nc - 1] (12)

yi
I ) Ki

I(xI, yI, TI)xi
I [nc] (13a)

yi
I ) {γipi

sat

φkP }I

xi ) Ki
I xi

I (13b)

Figure 1. Schematic representation of the externally partially
wetted catalyst.
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Maxwell scheme by writing the flux equations in the
general form

The independent equations that can be written for the
liquid-solid interface are the nc - 1 mass transfer flux
equations on the liquid side, and the nc - 1 equations
for the intracatalyst wetted side fluxes from the reac-
tion-diffusion equations, one equation from the inter-
face mole fraction summation constraint, and one for
the energy flux equation (as listed in Table 4). The
additional “bootstrap” equation required for complete
definition of the problem is chosen to ensure constant
liquid volume in the pellet by applying a zero net
volumetric flux condition. It must be noted here that
we have assumed a completely internally wetted pellet
to be consistent with observations in the literature.6,8

The bootstrap matrix calculation on the liquid side is
still based on the energy balance equation, whereas on
the catalyst side, the above-mentioned zero volumetric
flux condition is implemented as

The equations for the externally dry side of the
catalyst are similar to the gas-liquid interface equa-
tions discussed earlier. The number of unknowns in this
case is 3(nc) + 1 as listed in Table 4. The two sets of
equations are coupled through the catalyst level reac-
tion-diffusion equations as they incorporate the bound-
ary conditions for the pellet scale model equations. The
bootstrap condition used here is the same as that used
on the liquid-solid interface in order to keep the entire
set of equations consistent. This condition also acts as
the coupling between the gas-solid and the liquid-solid
sides of the catalyst. This completes the set of equations
that is necessary to solve for all the transport processes
on the liquid-solid and gas-solid interfaces (5(nc) + 2
total equations). It remains to list the catalyst level
equations, which are discussed next.

Solid Phase Species Balance Equations. Catalyst
level equations of the unsteady reaction-diffusion type
need to be solved at each axial location to obtain the
intracatalyst species concentration and reaction rate.
To introduce the effect of dynamic wetting and supply
of reactants, a slab model24,25,31-33 with either side
exposed to gas and liquid is postulated as shown in
Figure 1. This simplification has been made in the
literature to simulate the effects of partial wetting

Table 4. Typical Vector of the Stefan-Maxwell Equations for a Half Wetted Pellet

(NLS) ) ct[âLS][kLS
• ](∆x) [nc - 1] (14)

(∑NiMi/FLi)L-S ) (∑NiMi/FLi)G-S [1] (15)
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(which in reality may vary between 0% and 100%). The
general equation can be given as

This relation has to be solved in conjunction with the
boundary conditions of flux from the wetted and dry face
which are directly obtained from the solution of the
reactor scale liquid and gas species concentration pro-
files from solution of equations in Tables 3 and 4.
Although there is no explicit appearance of the reactor
dimension in the above equation, it is implicit in the
boundary conditions imposed at every point in the
reactor and hence has to be solved separately at each
point in the reactor.

Three approaches are considered as alternatives to
solve the catalyst level equations and are discussed
(with pros and cons of each approach) below. The
intracatalyst mass transfer is calculated on the basis
of the effective diffusivity (De) calculated from standard
correlations.4

(i) Single Half-Wetted Pellet Approach. Here we
consider a single internally fully wetted but externally
half-wetted pellet exposed to the flowing liquid on one
side and flowing gas on the other (Figure 1a). For the
intracatalyst calculations, the flux of species i, NiCP (in
eq 16), can be expressed in terms of the Stefan-Maxwell
diffusion matrix as a product of the inverse of the
diffusion matrix and the nonideality matrix [B]-1[Γ] as
done for the gas-liquid and gas-liquid-solid transport.
However, since both these matrices are functions of
compositions and fluxes, it significantly complicates the
solution of the reaction-diffusion equations, which now
have to be solved in three dimensions i.e., catalyst
length, time, and concentration in addition to the reactor
dimension. The equations for this formulation (written
for nc - 1 species) in terms of a central finite difference
scheme for the spatial derivatives are as shown in Table
6. Although this approach has been demonstrated for
steady state operation,24,25 it has the following disad-
vantages for unsteady state operation. First, it assumes
a half-wetted pellet at all times and axial locations,

which is not the case in the system of interest, since
flow modulation may cause the change in pellet condi-
tion from fully externally wetted to half-wetted, and
fully externally dry. Second, this approach assumes
constant wetting conditions at all temporal and spatial
locations, which makes it suitable only for steady state
simulation. Finally, the total number of equations ((nc
-1) × (ncat - 1)) is prohibitively large to be solved at
each axial location and at each time instant due to the
use of finite differences (where the discretization points,
ncat, required to capture the concentration profiles of
all species can be quite large).

(ii) Three Pellet Apparent Rate Form. This ap-
proach accounts for the three possible external wetting
conditions for a completely internally wetted slab type
catalyst, i.e., it considers three types of pellets which
can have (i) both sides wetted, (ii) a half-wetted pellet,
and (iii) a pellet with both sides externally dry (Figure
1b). The actual distribution of the wetted and dry sides
of the three pellets is assigned on the basis of catalyst
wetting efficiency calculated from well-known empirical
correlations34,35 at each time instant at the local flow
conditions. For example, at a locally calculated wetting
efficiency of 50%, we would assign a pellet with both
sides wetted, a pellet with a dry and a wetted side, and
one with both sides dry in order to achieve the necessary
resolution with minimum number of pellets (three).
Implementation of this formulation for the present case
necessitates the use of three times the number of
equations than when a single pellet is used and a
correspondingly large computational effort. However, for
the present case, this is simplified by using the apparent
rates with locally calculated effectiveness factors, and
we assume that the reaction occurs either at the
apparent rate at the interface or at the intrinsic rate in
the bulk of the catalyst. This assumption is realistic only
at the two extremes, i.e., very high Thiele modulus
(reaction near the surface) and very low Thiele modulus
(reaction inside the catalyst), but is not suitable for
intermediate values of Thiele moduli. Nevertheless, it
is used here due to its advantage of allowing all the
multiple wetting conditions discussed above and due to
its ability to simulate the accumulation of the nonlim-
iting reactant in the catalyst, which can then be
consumed during another part of the transient cycle.
The governing equations for this case for a half-wetted
pellet (with sides a and b) are

(iii) Three Pellet Form. The disadvantages of both
approaches discussed above, i.e., the inability to model
multiple wetting conditions (approach i) and the appar-
ent rate approximation (approach ii), can in part be
overcome by using a collocation solution36 for the spatial
derivative in a three-pellet rigorous model. This requires
fewer computational points and hence a lesser number
of equations to be solved than the finite difference
version of approach i. Also, it does not have the
shortcomings of approach ii, but does require an enor-
mous amount of extra computational effort in solution
of the catalyst level equations, particularly since both
the multicomponent formulation and the collocation
solution involve matrices (for diffusivity ([â][B]-1[Γ]) and

Table 5. Energy Flux Equations for Gas-Liquid,
Liquid-Solid, and Gas-Solid Interfaces

Gas-Liquid Interface
EG ) hG

• (TG - TGL
I ) + ∑i)1

n Ni
GL Hi

G(TG)

EL ) hL
• (TGL

I - TL) + ∑i)1
n Ni

GL Hi
L(TL)

interface equilibrium: EL ) EG ) EGL

Liquid-Solid Interface
ES ) hS

• (TLS
I - TS) + ∑i)1

n Ni
LS Hi

S(TS)

EL ) hL
• (TL - TLS

I ) + ∑i)1
n Ni

LS Hi
L(TL)

interface equilibrium: EL ) ES ) ELS

Gas-Solid Interface
EG ) hG

• (TG - TGS
I ) + ∑i)1

n Ni
GS Hi

G(TG)

ES ) hS
• (TGS

I - TS) + ∑i)1
n Ni

GS Hi
S(TS)

interface equilibrium: EG ) ES ) EGS

overall gas phase enthalpy per unit mass (HG):
HG ) ∑CiGHh iG/FG,
Hh iG ) molar enthalpy of each species in the gas phase

overall liquid phase enthalpy per unit mass (HL):
HL ) ∑CiLHh iL/FL,
Hh iL ) molar enthalpy of each species in the liquid phase

overall enthalpy of the catalyst per unit volume (HCP):
HCP ) (1 - εP)CCP(TCP - Tref) + εP∑CiCPHh iCP,
Hh iCP ) molar enthalpy of each species in the catalyst pellet

∂CiCP

∂t
+

∂NiCP

∂(zc)
) νiR [nc] (16)

ctCP

xi
nt+1 - xi

nt

dt
- ∑

j)1a,1b
Ni

LSaj
LS - ∑

j)1a,1b
Ni

GS aj
GS -

ν1RApp
nt+1 - ν1Rbulk

nt+1 ) 0 [nc] (17)
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spatial second derivatives [Bcol], respectively). The set
of equations are much more complex in this case as
formulated in Table 7, but the expressions are more
rigorous than given in the three pellet apparent rate
approach. Although the code for this approach was
developed, the results presented and discussed here are
based only on approach ii due to computational limita-
tions of approach iii.

Solution Strategy for Reactor and Pellet Scale
Equations. Several approaches that have been sug-
gested in the literature for numerical solution of hyper-
bolic partial differential equations were considered as
alternatives. The traditional and elegant moving bound-
ary approach37 was found to be unsuitable for the
present problem due to the different phases moving at
different velocities (i.e., a stationary solid phase, a
pulsing liquid phase, and a constant velocity gas phase).
Another popular approach considered was the use of
orthogonal collocation on finite elements (OCFEM),36,38

which is known to work very well for nonsteep concen-
tration and temperature profiles. Unfortunately this
was not the case in the present problem. The use of
multicomponent transport equations added a large set
of simultaneous nonlinear algebraic equations for the
interphase fluxes, temperatures, and concentrations and
prevented the use of an ordinary differential equation
(ODE) solver (such as LSODE39 and DDASSL with
method of lines,40 PDECOL41). Matrix solution of the
interphase transport could not be handled by other
packages such as gPROMS42 which can solve integral,
partial differential, and algebraic equations (IPDAE
solver). The approach that was finally successful in
solving the present set of equations was to solve the bulk

species and energy equations by marching in space
using a semiimplicit predictor-corrector approach. The
values obtained from the predictor step for all concen-
trations and temperatures were used as guessed values
for a fully implicit corrector step that simultaneously
solves for mass and energy flux source terms to the
above-mentioned set of equations. These source terms
involve evaluation of interphase mass and energy fluxes,
interface concentrations, and temperatures by solution
of nonlinear equations at the interface via a globally
convergent multivariable Newton solver with a line
search algorithm incorporated into it.43 This algorithm
uses the direction of the variable correction toward the
desired root obtained from Newton’s method and finds
the optimal step to be taken at each iteration by a line
search algorithm over the specified search domain. It
also allows a check for local and global solution by a
function minimization algorithm, which is part of the
set of solver routines.

For the purpose of spatial discretization, all the
concentrations, temperatures, and other scalar variables
are defined at the cell centers of a staggered grid which
is employed here for convenience in solution of pressure
and velocities in the flow solver discussed in the next
subsection. It is convenient in many cases to nondimen-
sionalize the equations using the characteristic values
of each variable to obtain the familiar dimensionless
groups. Dimensionless quantities were not used here
due to unavailability of characteristic parameters, which
would be valid for the spatial and temporal variation.
However, for improved convergence of the Newton
routines, local nondimensionalization was employed
based on variables at previous time and spatial location.
The Newton solver required a user supplied analytical
Jacobian for computational efficiency. However, in this
case, the analytical Jacobian evaluation proved insuf-
ficient due to the absence of explicit terms containing
the (nc)th variable (in the flux equations in Tables 3
and 4 and eq 17). Hence a numerical Jacobian evaluated
by a finite difference approximation was used.

The fluid dynamic such as phase holdups and veloci-
ties is solved at each time step for the entire reactor
before the rest of the solution is attempted for the next
time instant. The flow simulation involves a semiim-
plicit solution for the velocity and hence limits the time
step taken in the reaction-transport solver. This is
partly compensated by the use of multiple substeps in
the flow solver as discussed in the flow solution strategy
presented next.

Solution of Continuity and Momentum Balance
Equations. The approach used to solve the continuity
and momentum equations is based on the semiimplicit
MAC (marker and cell) method.44-46 It is implicit in
pressure and exchange terms, and, explicit in all other
terms such as gravity, drag, and convection. A staggered

Table 6. Reaction-Diffusion Equation Set for a Single Pellet Model

Table 7. Catalyst Level Reaction-Diffusion Equations
for the Three Pellet Modela

a ic and isp are species indices, ncol is the number of collocation
points, and nt is the time level.
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grid is used for scalars, pressure, and phase holdups,
which are evaluated at the midpoint of the computa-
tional cell, whereas vectors such as velocity, drag, etc.
are evaluated at the cell faces themselves following the
approach used in typical computational fluid dynamic
(CFD) formulations.46,47 An assumption made here is
that both the phases are incompressible.

The solution algorithm consists of three main steps.
The calculations at each of these steps are as described
below, and detailed equations are presented in Appendix
B.

Step 1: The momentum equation is evaluated explic-
itly (at the nth time instant) using velocity, holdup, and
pressure at that instant to obtain an estimate of the
velocities at the next ((n + 1)th) time instant. The
velocities obtained at this step do not satisfy continuity
and are considered as intermediate calculation vari-
ables.

Step 2. The intermediate velocities are used to evalu-
ate the pressure correction for the next time instant by
solution of the Poisson equation for pressure.

Step 3. The evaluation of the phase velocities and
holdups at the new time instant is based on the newly
evaluated pressure, which ensures that continuity is
satisfied. Repeating the calculation with time step
halving ensures the accuracy and stability of the solu-
tion.

Results and Discussion

Although the development of the model presented
above is generic in nature, some of the assumptions
made are specific to the application of periodic liquid
flow modulation for which the model is created, and the
results of such simulations are presented here. Typical
liquid flow modulation involves cycling of the liquid flow
in the form of square waves with a given amplitude and
frequency and with an average flow rate which corre-
sponds to the flow rate value at steady state to which
the reactor performance is compared. Liquid flow may
be modulated between a high and a low value, with the
low value being zero in many cases. Total cycle time is
thus a sum of the high (referred to as PEAK or ON)
flow and the low (referred to as BASE or OFF) flow time
period of the cycle, and the high (PEAK or ON) fraction
is referred to as the cycle split. The results presented
here were obtained for the case of the hydrogenation
reaction of R-methylstyrene to cumene on a palladium
catalyst. It is noteworthy that modeling this particular
reaction systems does not need the complexity of the
multicomponent transport presented in the model.
However, this reaction system is used because it has
been studied extensively at steady state under gas
reactant limited (low pressure, high liquid reactant
concentration) and liquid reactant limited (high pres-
sure, low liquid reactant concentration) conditions.33

However, since most of the reported experimental data
pertain to the gas reactant limited conditions, the
unsteady state simulations presented here are restricted
to those sets of conditions reported in Khadilkar et al.48

Furthermore, simulation of performance enhancement
under liquid limited conditions requires a detailed
representation of the wetting and flow distribution
phenomena in multiple reactor dimensions which is not
in the scope of the present one-dimensional representa-
tion. The results presented and discussed next are
sequenced so as to demonstrate the capability of flow
simulation, reactor and catalyst scale species concentra-

tion simulation, and finally full cycle simulation to
produce results for comparison with steady state opera-
tion as a function of typical flow modulation parameters.
Experimental data corroborating the simulated results
qualitatively are available in Khadilkar11 and Khadilkar
et al.48 and the published literature (Table 1) and hence
are not reproduced here graphically for sake of brevity.
However, the key qualitative trends that illustrate the
effect of flow modulation parameters are discussed.

Flow Simulation under Transient Conditions. In
order to demonstrate the solution of momentum and
continuity equations, a “cold flow” liquid velocity and
holdup simulation during flow modulation is first
considered. The periodically varying flow was simulated
(reactor dimensions etc. given in Table 8) for a total cycle
time of 80 s and liquid ON time of 15 s. Liquid velocity
and liquid holdup for the duration of the total cycle are
shown in Figures 2 and 3. The liquid flow rate used is
42 mL/min (mass velocity of 1.4 kg/(m2 s)) during liquid
ON time and 2 mL/min (mass velocity of 0.067 kg/(m2

s)) during the rest of the cycle with a constant gas flow
rate of 400 cm3/min (0.0192 kg/(m2 s)). These test results
illustrate a typical flow modulation cycle. In reaction
transport simulations, the code is executed first to reach
steady state at the mean liquid flow rate and then the
flow modulation is initiated. This changes the profiles
shown in Figures 2 and 3 by making them start at some
intermediate values corresponding to the mean flow
instead of the near zero values shown. The reactor inlet
velocity and holdup profile (corresponding to the liquid
feed pulse) is seen to be sharp with significant spreading
as the liquid pulse travels down the reactor. Upwind
finite differences in space are used to capture the steep
profiles at the feed without wiggles, which leads to some
dissipation of the profile at the trailing edge of the pulse
due to the elliptical nature of the pressure equation (see
Appendix B). Dissipation error due to upwinding is
typically proportional to (µ/F)Re∆z/2 ()UiL(∆z)/2)45 and
is orders of magnitude smaller than the actual variables
as long as at least 100 spatial discretization points are
used. This dissipation is comparable to physical spread-
ing (referred to as pseudoturbulent or viscous dissipa-
tion) of the flow in a trickle bed which is of the order of
UiLdp.52 Thus, the numerical dissipation inadvertently
obtained from the numerical scheme is of the same order
of magnitude and can be accepted as representing the
physical dissipation so long as ∆z e 2dp.

Reaction-Transport Simulation of Flow Modu-
lation. The model equations proposed for solution of
bulk species and energy transport along with the
multicomponent interphase transport were tested for
the R-methylstyrene hydrogenation reaction system. For
this system, experimental results were available and
indicate performance enhancement under gas reactant
limited conditions (listed in Table 1). This reaction
system consists of four components, reactants R-meth-
ylstyrene and hydrogen, product cumene, and solvent
n-hexane. The reactor and catalyst specifications used
in the simulation are given in Table 8. Even for a four
component system, the number of equations to be solved
at each time and axial location can be quite large. For
example, for the three pellet apparent rate approach
(approach ii discussed earlier), a set of 92 to 116
equations needs to be solved, depending upon the
wetting conditions (fully externally wetted pellets, 92
equations; fully dry pellets, 116 equations). These
equations originate from the implicit finite difference

Ind. Eng. Chem. Res., Vol. 44, No. 16, 2005 6361



approximation of the partial differential equations and
the nonlinear algebraic equations resulting from the
Stefan-Maxwell equations for the gas-liquid, liquid-
solid, and gas-solid transport. These are then solved
by the multivariable globally convergent Newton method
discussed earlier.

Typical simulation runs of liquid flow modulation are
carried out in two stages. The first stage involves
simulation of the reaction to steady state at the mean
flow rate to obtain the performance under steady state
conditions. This is followed by simulation of one or more
cycle periods with liquid flow ON and OFF (for ON-
OFF flow modulation) or with liquid high and low flow
(for BASE-PEAK flow modulation). During the first
part of the simulation, the inlet velocity and holdup are
specified along with the feed concentrations and tem-
peratures. The velocity and holdup are then computed
for the entire spatial domain at the next time instant
as discussed earlier. The reaction transport equations
are then solved at each axial location for that time

instant. Figure 4 depicts the development of reactant
(R-methylstyrene) concentration profiles at different
axial locations with time for a gas limited reaction case
(CR-MS,feed ) 1484 mol/m3 at an operating pressure of 1
atm). Figure 5 shows the corresponding development
of product (cumene) profiles in the reactor. It should be
noted that the R-methylstyrene concentration profiles
reach pseudo steady state values relatively early as
compared to the cumene concentration profiles shown
in Figure 5. The hydrogen concentration in the liquid
phase shows a very interesting behavior as presented
in Figure 6. The hydrogen concentration builds to
saturation at the reactor exit where no R-methylstyrene
is present at the beginning of the cycle. At the reactor
inlet, it is consumed faster than can be transferred from
the gas phase and results in much lower concentration.
As liquid reactant (R-methylstyrene) reaches each point
in the reactor, the hydrogen concentration drops to its
steady state values. Since this simulation is done at
conditions of a gas limited reaction, the hydrogen

Table 8. Reactor Dimensions, Operating Conditions and Parameter Estimation

Reactor Properties
total length 59 cm active catalyst length 26 cm
diameter 2.2 cm

Operating Conditions
superficial liquid mass velocity 0.05-2.5 kg/m2s operating pressure 30-200 psig (3-15 atm)
superficial gas mass velocity 3.3 × 10-3-15 × 10-3 kg/m2s feed concentration 2.5-30% (200-2400 mol/m3)

Catalyst Properties
active metal 0.5% Pd feed temp 20-25 °C
catalyst support alumina cycle time, τ (total period) 5-500 s
packing shape sphere cycle split, σ (ON flow fraction) 0.1-0.6
packing dimensions 3.1 mm max. allowed temp rise 25 °C
bed porosity εB 0.4 catalyst area (SX) 3 × 10-5 m2

catalyst diameter 1.58 × 10-3 m catalyst volume (VP) 9.9 × 10-9 m3

catalyst bulk density 1200 kg/m3

viscosity (liquid) 0.3 × 10-3 Pa.s viscosity (gas) 0.008 × 10-3 Pa.s
density (liquid) 700 kg/m3 density (gas) 1 kg/m3

Parameter Estimation Correlations and References
reaction rate form

rate ) kvs (CAMS)RCH2/(1 + K1C2AMS + K2CCumene)â Khadilkar11

for low-pressure gas limited case R ) â ) K1) K2 ) 0
thermal properties

(∆Hf)G, (∆Hf)L, CpG, CpL Reid et al.49

liquid phase infinite dilution diffusivity

Dij
0 ) (7.4 × 10-12)

(φjMj)
1/2T

µjVi
0.6

Wilke and Chang50

gas phase infinite dilution diffusivity

Dij
0 ) (1.013 × 10-2)

((Mj + Mj)/MiMj)
1/2T1.75

P(Vi
1/3 + Vi

1/3)2

Reid et al.49

correction of diffusivity for concentration
using the Vignes correlation
Dij ) (Dij

0)(1-xi)(Dji
0)(xi) Krishna29

the film thickness (l) for gas and liquid phase
(Sherwood correlation)
dP/l ) 0.023 Re0.83 Sc0.44 Taylor and Krishna28

heat transfer coefficients for gas and liquid
phase Nusselt number
hRdP/kR ) Pr1/3(2.14 Re1/2 + 0.99) Kern51

Chilton-Colburn analogy
hR ) ctRCPRkR

mt(Pr/Sc)-2/3 Kern51

interfacial areas for interphase transport
(gas-liquid, liquid-solid, and gas-solid)
aGL ) (3.9 × 10-4)(1 - εL/εB)(1/dP)ReL

0.4(dP/DR)-2 El-Hisnawi et al.34

aLS ) (1 - εB)(VP/SX)ηCE
aGS ) (1 - εB)(VP/SX)(1 - ηCE)
catalyst wetting efficiency
ηce ) 1.617 ReL

0.146 GaL
-0.0711 El-Hisnawi et al.34

ηCE ) 1.104 ReL
0.33[1 + [∆P/Z/FLg]

GaL
]1/9 Al-Dahhan and Dudukovic35
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concentrations drop below saturation concentration (14
mol/m3) as the liquid reactant reaches each downstream
location in the reactor. This behavior of the reactant
concentration is observed during the ON part of each
cycle or during a pseudotransient operation simulation
to steady state. In full cycle simulations, the reactant
flow would be modulated after the initial ON part and
the catalyst would see the effects of both parts of the
cycle as discussed next.

Periodic Flow Modulation: Full Cycle Reaction
Transport Simulation. Several test case simulations
were conducted with flow modulation to demonstrate

the effect of unsteady state operation on species con-
centration and hence the performance of the trickle bed.
Results of one such test case are presented here to show
the effects of flow modulation on reactant and product
concentrations over one cycle period. The liquid reactant
(R-methylstyrene) feed concentration is 1484 mol/m3,
and mass velocity is 0.21 kg/(m2 s) (corresponding to an
interstitial liquid velocity of 0.009 m/s and feed holdup
of 0.03211). The gas superficial velocity used was 0.038
m/s at 1 atm operating pressure. The total cycle period
(τ) chosen for this case is 60 s with a liquid ON time of
20 s (or a cycle split (σ) of 0.33).

Figure 7 shows supply of R-methylstyrene to a previ-
ously dry pellet during the liquid ON part of the cycle
(0-20 s). This is followed by consumption of the R-me-
thylstyrene by enhanced supply of hydrogen during the
liquid OFF part of the cycle (20-60 s). The figure also
shows that high R-methylstyrene concentrations are
possible at downstream locations during some part of
the cycle under unsteady state conditions, which would
not be possible in steady state operation. Production
rates of cumene are shown in Figure 8 during the same
cycle in the same previously dry pellet at different axial
locations. During the ON part of the cycle (0-20 s),
cumene production is small due to lower gaseous
reactant supply to the pellet, which is followed by high
production rates corresponding to enhanced supply of
hydrogen to the pellet during the OFF cycle. This also
demonstrates the lessening of the gaseous reactant
limitation due to periodic liquid flow modulation.

Figure 2. Transient liquid holdup profiles at different axial
locations during periodic flow modulation.

Figure 3. Transient liquid velocity profiles at different axial
locations during periodic flow modulation.

Figure 4. R-Methylstyrene concentration profile development
with time (shown in seconds in the legend table).

Figure 5. Axial profiles of cumene concentration at different
times (shown in the legend table in seconds).

Figure 6. Transient hydrogen concentration profiles at different
axial locations.
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The supply of hydrogen to the catalyst pellet is not
easy to illustrate due to its complete consumption as
the limiting reactant. Hence, this is shown in Figure 9
for a pellet in which reaction rates are deliberately set
to be very low. The hydrogen concentration profile at
the beginning of the cycle shows a low concentration
(∼3.5 mol/m3) in the pellet. This is followed by signifi-
cantly higher supply of hydrogen during the OFF part
of the cycle, enhancing the reaction rate further, which
is reflected in the higher cumene concentration (as
shown in Figure 8). Bulk cumene concentration profiles
also corroborate the enhanced rate as for the same set
of conditions. Cumene concentrations should however
not be directly used in comparison with the steady state
profiles since the holdup and velocity changes need to
be accounted for in the unsteady state performance
evaluation. Proper comparison requires the evaluation
of flow averaged conversion or of time averaged reaction
rate at each point in the reactor, which can then be used
to obtain an overall rate (for the cycle) in the entire

reactor. The latter approach is used in comparison of
simulated reaction rates with steady state reaction
rates.

Effects of Cycling Parameters on Performance.
The above test case simulations demonstrate the capa-
bility of the model to effectively capture the transient
behavior in terms of flow variables (velocity and holdup)
and reaction and transport of limiting and nonlimiting
species. The model is now used to compare the reactor
performance under unsteady state conditions to that
under steady state. Three key parameters associated
with periodic flow modulation operation are flow am-
plitude (inverse space-time), total cycle time, and cycle
split (fraction of the cycle with liquid flow ON). The
effect of these on reactor performance determines the
optimum operating conditions for unsteady state opera-
tion. Since we are primarily interested in performance
enhancement over steady state, the reaction rate con-
stant is set arbitrarily and only an estimate of enhance-
ment is compared in all the simulations presented here.
Figure 10 shows the effect of flow modulation amplitude
(in terms of nominal space-time corresponding to mean
liquid mass velocity) on the performance enhancement
under gas limited conditions at 30 psig operating
pressure and feed concentration of 1484 mol/m3. This
figure shows higher enhancement at higher space-time,
which is in agreement with experimental observa-
tions.6,10,48 The reduction in catalyst external wetting
at higher space-time (lower mean liquid mass velocity)
allows enhanced supply of the gaseous reactant and
results in the reduction of gaseous reactant limitation
and correspondingly higher enhancement over steady

Figure 7. Intracatalyst R-methylstyrene concentration profiles
during flow modulation for a previously externally dry pellet at
different axial locations.

Figure 8. Intracatalyst cumene concentration profiles during
periodic flow modulation.

Figure 9. Intracatalyst hydrogen concentration for a negligible
reaction test case.

Figure 10. Effect of mean liquid flow (space time) on simulated
unsteady state performance (for experimental data see Khadilkar
et al.48).
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state performance. The exact quantitative comparison
between these simulations and the experimentally
observed enhancement was not pursued here due to the
uncertainty in the exact prediction of several factors
such as catalyst wetting, dynamics of transport coef-
ficients, thermal effects, assumptions in the apparent
rate model, and hydrodynamic parameters evaluated
under dynamic conditions.

Figure 11 shows the total cycle period dependence of
the simulated rate under gas limited operating condi-
tions (P ) 30 psig, R-methylstyrene concentration )
1484 mol/m3, cycle split ) 0.5). The rate enhancement
(which is about 100%) is seen to decrease slightly with
increase in cycle time, indicating that the extent of
liquid reactant starvation close to externally dry pellet
areas increases with the increase in total cycle time as
was observed in experimental studies.5,48 The other
extreme that was observed in experiments, at which
gaseous reactant starvation causes a decrease in per-
formance, is not seen here for the range of cycle times
simulated. As discussed above, the exact point at which
the maximum enhancement and shift to gaseous reac-
tant starvation can be observed depends on the accuracy
of the prediction of the dynamic variation of transport
parameters. At much lower cycle times, such a decrease
in enhancement can be expected due to frequent supply
of liquid reactants and inadequate time for gaseous
reactant supply for complete consumption of the ac-
cumulated liquid reactant resulting in enhanced gas
limitation. Hence, a complete enhancement feasibility
envelope observed experimentally7,48 is not captured in
the range of the cycle times simulated.

The influence of cycle split (fraction of the cycle with
liquid ON) was simulated by setting the same mean flow
and varying the liquid ON time to obtain cycle splits of
0.5, 0.33, and 0.2. The simulated unsteady state per-
formance shows the expected trend in performance
enhancement, i.e., increase in enhancement with a
decrease in cycle split (Figure 12). This was also
observed experimentally5,6,48 and explained on the basis
of enhanced gaseous reactant access to the catalyst
during the liquid OFF time. The extent of enhancement
observed is not quantitatively comparable to the ex-
perimental enhancement due to factors discussed ear-
lier. The simulation is, however, able to capture the
broad trends in the experimentally observed data.
Further refinements in the estimation of transport
parameters should be able to improve the match with
the experimentally observed enhancement quantita-
tively. It must be noted that only a 1-D model is used

here for demonstration of the key phenomena observed
experimentally. Accurate prediction of the flow distribu-
tion by 2-D and 3-D models using fluid dynamic codes
should allow better match with the experimental data.
This is also the reason why liquid limited operation was
not simulated by this model, since liquid limited condi-
tions require finer resolution of the external partial
wetting than obtained by a three-pellet representation.
A 2-D representation of flow11,53,54 is warranted for such
predominantly wetting driven enhancement under liq-
uid limited conditions.

Summary and Conclusions

A reactor and pellet scale flow-transport-reaction
model using multicomponent Stefan-Maxwell formula-
tion was developed to simulate unsteady state operation
in trickle bed reactors. This model eliminates several
simplifications and shortcomings of previous models and
was demonstrated to be particularly suitable for simu-
lating dynamic variation of phase holdups and veloci-
ties, as well as simulating the transport of all reacting
and nonreacting species and resulting interaction be-
tween flow, reaction, and transport. The developed
model was tested successfully on simulation of periodic
liquid flow modulation (under gas reactant limited
conditions) to demonstrate its capability in describing
the dynamic access of gaseous and liquid reactants and
performance enhancement under these conditions. Re-
actor performance enhancement was shown to increase
with decrease in mean liquid flow, total cycle period,
and cycle split. The simulated results are in qualitative
agreement with those reported in the literature. Exten-
sion of the model to a multidimensional computational
fluid dynamics (CFD) based model is required for better
match with experimental results reported in the litera-
ture.

Notation

a ) interfacial area per unit volume of reactor
[B] ) mass transfer coefficient matrix
C ) concentration
D ) diffusivity
dt ) reactor diameter
dp ) catalyst pellet diameter
E ) energy transfer flux
Fd ) liquid-solid drag
g ) gravitational acceleration
H ) enthalpy
h ) heat transfer coefficient

Figure 11. Effect of total cycle time on simulated unsteady state
performance (for experimental data see Khadilkar et al.48).

Figure 12. Effect of cycle split on simulated unsteady state
performance (for experimental data see Khadilkar et al.48).
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k ) mass transfer coefficient
K ) equilibrium constant
K ) interphase momentum transfer coefficient
l ) film thickness
L ) length
M ) molecular weight of species i
nc ) number of components
N ) flux at the interface
p ) pressure
q ) heat flux
R ) reaction rate
T ) temperature
uI ) interstitial (actual) velocity
x ) mole fraction in the liquid phase
y ) mole fraction in the gas phase
z ) axial coordinate
zc ) intrapellet spatial coordinate

Greek Symbols

R ) intermediate velocity correction coefficient
â ) intermediate velocity correction coefficient
[â] ) bootstrap matrix in Maxwell-Stefan formulation
[Γ] ) activity correlation matrix
ε ) phase holdup
ν ) stoichiometric coefficient of component
F ) density
ηCE ) contacting efficiency
λx ) latent heat
[Λ] ) latent heat matrix
[Φ] ) flux correction matrix
ω ) pressure equation coefficient
σ ) cycle split
τ ) cycle period

Subscripts and Superscripts

A ) ambient
A,B,C ) components
B ) bed voidage
C ) catalyst
G ) gas phase
I ) interface
i,j,k ) species number
L ) liquid phase
S ) solid phase
t ) total
V ) vapor
W ) wet

Appendix A. Derivation of Multicomponent
Transport Matrices: Key Equations

This appendix illustrates the equations needed for the
solution of simultaneous mass and energy transfer
fluxes at the gas-liquid interface listed in Table 3. An
analogous procedure can be followed to formulate equa-
tions for the gas-solid and liquid solid interfaces as
listed in Table 4.

For a system with nc components, the number of
unknowns is 2(nc) mole fractions at the interface (xi

I

and yi
I), nc molar fluxes (incorporating Ni

L ) Ni
V ) Ni

VL),
and an interface temperature (TI). Since thermal energy
balance at the interface is also considered, it acts as a
bootstrap to relate the total flux to the absolute quanti-
ties without needing any further assumptions (such as
of inert flux being zero or stoichiometric fluxes of
reacting species etc.). Thus the total number of variables
is 3(nc) + 1. The number of equations that relate these
variables is as follows.

(a) nc - 1 rate equations for the liquid phase given
by

where

and

where

(b) nc - 1 rate equations for the vapor(gas) phase
given by

where

(c) nc equilibrium relations:

(d) Interfacial energy balance:

(e) Two more equations are necessary to complete the
set and are given by the mole fraction sum for both gas
and liquid compositions at the interface.

The “Bootstrap” Matrix for Interphase Trans-
port. Note that eqs A1 and A5 are written for only nc
- 1 components since they are based on relative fluxes
(eqs A2 and A6) and hence are governed by the Gibbs-
Duhem restriction, which allows definition of only nc -
1 equations for an nc component system. The extra
condition required for the complete definition of the set
of equations is commonly referred to as the “bootstrap”
condition. The entire set of transport equations includ-
ing the bootstrap condition can then be formulated in
terms of a bootstrap matrix [â] which can be incorpo-
rated in the flux evaluation. For the gas side of the gas-
liquid transport, the bootstrap condition is based on the
interphase energy transfer flux at the gas-liquid in-

Ni
L ) Ji

L - xi∑
k)1
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terface:

where

The bootstrap matrix for the liquid phase of the gas-
liquid transport is also based on the energy flux term
and given by

where

Mass Transfer Coefficient: Matrix Form. The
expressions for the mass transfer fluxes can be written
in terms of the mass transfer coefficients (kij), which are
estimated from the binary diffusivities (Dij estimated
using correlations in Table 8) as shown below.

(a) For the gas side of the gas-liquid interface, the
low flux mass transfer coefficient matrix can be calcu-
lated as

where

Here [ki,j] ) Di,j/l where the diffusivity coefficients are
calculated from kinetic theory and the film thickness,
l, is calculated from Sherwood number correlations
listed in Table 8.

The nonideality coefficient matrix, [Γ], consisting of
the elements d(ln γi)/dxi is considered to be the identity
matrix for the gas side.

(b) The liquid side gas-liquid mass transfer coef-
ficient matrix is calculated similarly as

where

Here [ki,j] ) Di,j/l where the diffusivity coefficients are
calculated from infinite dilution theory using mole
fraction weighting factors as shown in Table 8. The

nonideality coefficient matrix, [Γ], for liquid phase is
determined from the activity coefficient models such as
Wilson’s, Van-Laar’s, UNIFAC, etc., as given by Taylor
and Krishna.28

High Flux Correction. The mass transfer coef-
ficients determined above are valid at very low flux
limits and need to be corrected for high fluxes, which is
particularly important for the gas side mass transfer
coefficients as the on period for liquid during periodic
operation is reached. This high flux correction can be
determined as below.

Determine the flux corrector matrix [Φ] based on the
first pass calculated fluxes evaluated from low flux
transport coefficients.

Correct the low flux mass transfer coefficient matrix by
the following equation:

where exp([Φ]) is evaluated by a Pade approximation30

as

Similarly, the heat transfer coefficient determined
using a low flux correlation (as listed in Table 8) is also
corrected by calculating the flux correction factor Φ and
then using it to correct the low flux heat transfer
coefficient as

Appendix B. Solution of Momentum and
Continuity Equations

This appendix describes a three-step procedure for
solving the momentum and continuity equations of the
model. The procedure below assumes that velocity,
holdup, and pressure are known at all axial locations
at the current time instant.

Step 1. Evaluation of Intermediate Calculated
Phase Velocity. The momentum equation is evaluated
explicitly (at the nth time instant) to obtain an estimate
of the velocities at the next ((n + 1)th) time instant.
Since these velocities will not satisfy continuity, they
are considered only as intermediate values for further
calculations. The phase holdups and pressure used here
are also the nth level values to be updated subsequently.
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Similarly, we write implicit equations for the phase
velocities at the next time instant with all the terms
evaluated implicitly. Subtracting the above eqs B1 and
B2 from the implicit equations, we get a relationship
between the intermediate values and the new actual
velocity values (at the (n + 1)th time step) as follows.

Step 2. Evaluation of the Pressure over the
Domain. In order to calculate the pressure at the next
time step, we eliminate the velocities of the gas and
liquid at the next time instant (n + 1). This is done by
substituting the above eqs B3 and B4 into the continuity
equations (eqs 6 and 7 in manuscript) (and eliminating
the time derivatives by addition) to obtain the Poisson
equation for pressure as shown below.

This is done differently for the following two cases:
(a) Constant Density (Volume Fraction Addi-

tion) Method. This is done in two stages. First the
right-hand side of eqs B3 and B4 is simplified to
separate the nonprimary intermediate variables (uIG

/

in the equation for the liquid and uIL
/ in equation for

the gas), and to get

where

and

Substituting these in the continuity equation of the
appropriate phase and eliminating the (n + 1)th level
velocities of the gas and liquid yields

where

This is the familiar Poisson equation for pressure,
written here in terms of the pressure difference in time
(δp ) pn+1 - pn). This equation has to be solved for the
entire spatial domain and can be arranged in the form
of a tridiagonal matrix when assembled for all spatial
locations. The boundary conditions for pressure used are
that the pressure gradients in time (δp) just outside the
inlet and the exit are zero based on the physics of the
problem. It must be noted here that the pressure values
are evaluated at the center of the grid over which the
velocity is calculated. The tridiagonal system of equa-
tions is then solved efficiently by the Thomas algo-
rithm.43

(b) Variable Density Correction (Rigorous Al-
gorithm). Here eqs B3 and B4 are substituted in their
respective continuity equations by premultiplying them
with the corresponding density and phase holdups.
Equation B12 is then obtained by elimination of the
time derivatives of holdup (which get eliminated on
summation of the continuity equations) as

where

and

Here the derivatives of density may be neglected for
simplicity.

The choice of the method to be used depends typically
on the extent of interphase mass transfer fluxes as a
result of evaporation, condensation, etc. When interfa-
cial mass transfer fluxes are small (<10-3 mol/(m2 s)),
the first method is used. For cases where the transferred
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flux can affect the density of the phases (particularly
the gas phase), the second method is more appropriate
and is recommended. If, however, the extent of inter-
facial transport and phase change is very large, a
compressible version based on a combined phase equa-
tion of state is recommended.

Step 3. Update and Holdup Evaluation. The
pressure obtained from the solution of the above set of
eqs B10 or B12 is used to update the velocities (using
eqs B5 and B6 for the (n + 1)th time instant). These
velocities are in turn used to update holdup at the next
instant using the continuity equations as

This procedure for pressure calculation and velocity
correction is continued until velocities and pressures
converge to a set tolerance. Adaptive time halving is
used to ensure accuracy and stability of the flow solution
(required due to the explicit part of the procedure).
Liquid holdup and liquid and gas velocity profiles over
the entire reactor length are calculated at a full time
step and two-half time steps and compared to check for
convergence.
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