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This result  shows  that  the ARMA spectrum  may  be  found in IEEE Trans. Acoust.,  Speech, Signal Processing, vol.  ASSP-24, 
terms of the AR parameters (a l } ; ,  and  the  residual  covariance pp.  226-238, June 1976. 
( y l } ; - l ,  without ever solving for the MA coefficients. Thus, a [5 ]  w. Gersch,  “Identification  and  generation of arbitrary  covariance 
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Sei., Univ.  Hawaii,  Honolulu, 1969, pp.  783-786. 
VII. CONCLUDING REMARKS [6] W. Gersch,  “Estimation  of the autoregressive  parameters of a mixed  autoregressive  moving-average  time  series,’’ IEEE Trans. 

sis, then  the  covarianse { R k }  gn-’ is replaced  everywhere by  [7] R. K. Mehra,  “On-line  identification of linear  dynamic  systems 
estimated  variables { R k } i n - l .  Gersch [61 has  shown  that with  applications to Kalman  filtering,” ZEEE Trans. Automat. 
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This  defect  may  not  be  critical  from  the  point  of  view  of  spec- 
trum analysis. If a stable  filter  is  desired,  unstable  poles  of 
H ( z )  may  be  reflected  inside  the  unit circle. A more  substan- A Microcomputer-Based  Data Acquisition System 
tial  defect  is  that  the  estimated  residual  sequence ( r k }  may with Hardware Capabilities to Calculate a  Fast 
not be a true covariance  sequence.  This  means that the nu- 
merator  of ( 2 0 )  may  be  negative  for  some f. Thus,  care  must 
be taken  when  using ( 2 0 )  to ensure  that a negative  spectrum R. A. KOBYLINSKI, p. D. STIGALL, AND R. E. ZIEMER 
is not  estimated.  This  consideration is but a subset of the 
more  general  problem  of  order  determination in AR and 
ARMA spectrum  estimation. A thorough study  of  order  deter- Abstmct-me fast Fourier  transform (FFT) has in recent yeus be- 
mination  in ARMA ( n ,  - 1) spectrum analysis  is  required come an important tool to the engineer.  There me a number of dgo- 
before  such  analysis  becomes a well-developed  tool.  None- rithms calculate the FFT. One  such  algorithm is the coole,,- 
theless, we feel  that ARMA ( n ,  n - 1) spectrum  analysis  is the 
natural  approach  when  dealing  with  data  that  arise  as  sampled 
data  from a rational  continuous-time  process. The calculations October lo, 1978. 

analysis. 

literature  dealing  with ARMA time series. Science,  University of Missouri, Rolla, MO 65401. 

Fourier Transform 
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are not markedly  more  complicated  than for AR(n) spectrum R.  A. Kobyhski and R. E. ZiemeI  we  with the Department of Elec- 
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Tukey  FFT algorithm (radix-2)  which  lends  itself rather easily to a 
combination  software and  hardware implementation. With a micro- 
computer as the  controller  of a data acquisition module and  hardware 
which  computes the butterfly associated with the FFT algorithm, the 
FFT can be calculated efficiently. 

I. INTRODUCTION 
This  paper  describes  a  microcomputer-based  system  with 

capabilities  for  data  acquisition  and  calculation of the  Cooley- 
Tukey  FFT  algorithm [ 11.  The  system is composed of a 
Southwest  Technical  Products  Corporation  (SWTPC) 6800 
computer  system [2],  an  Analogic  MP6812-D  Data  Acquisi- 
tion Module [3],  and  dedicated  hardware  to  calculate  the 
butterfly  associated  with  the  Cooley-Tukey  FFT.  In  the 
remainder of this  paper  the  terms  “data  acquisition  module” 
and  “dedicated  hardware”  are  interchanged  frequently  with 
the  terms  “A/D  converter”  and  “FFT  hardware,”  respectively. 
The basic  operation of the  system is  as follows. 

1) Analog data  are  input  to  the  A/D  converter. 
2)  The  A/D  converter  digitizes  the  analog  input  data. 
3) The digitized data  generated  in  step 2) are  stored  in  the 

4) The digitized data  generated  in  step 2) are  used  as  the in- 

5 )  The  FFT  hardware  performs  the  butterfly  computation 

6) Step 5 )  is repeated  for  different  sets of input  data  until 

The  above  sequence of events is controlled  by  the  microcom- 

memory  or  the  microcomputer. 

put to the  FFT  hardware. 

with  the  results  stored  in  the  microcomputer. 

the  FFT is calculated. 

puter  through  software. 

11. SYSTEM  HARDWARE  DESCRIPTION 

The  system  used t o  generate  the  FFT  algorithm is shown in 
block  diagram  form  in  Fig.  1.  Analog  data  are  input to the 
A/D  converter  where  they  are  digitized  and  stored  in  the 
memory of the  microprocessor  system.  These  digitized  data 
are  later  input  to  the  FFT  hardware  which  calculates  the 
butterfly  associated  with  the  Cooley-Tukey FFT algorithm. 
The  output of the  FFT  hardware is then  stored  in  memory, 
and  the  processor  continues  until  the  algorithm is completed. 
Referring to  Fig. 1 ,  the  system  hardware  can  be  divided  into 
main  sections.  One is the  peripheral  interface  adapter  (PIA)- 
A/D  converter  and  the  other is the  PIA-FFT  hardware.  These 
sections  are  both  controlled  by  the SWTPC 6800 Computer 
System.  A  block  diagram of the  PIA-FFT  hardware is shown 
in  Fig. 2. 

111. SYSTEM  SOFTWARE  DESCRIPTION 

The  system  software is composed of two main  sections.  One 
section is the  software  program  SINAD  which  controls  the 
PIA-A/D  converter  interface.  The  second  section is the  soft- 
ware  program FFT which  controls  the  PIA-FFT  hardware 
interfaces  and  calculates  the  Cooley-Tukey FFT algorithm. 

Upon  execution of microcomputer  program  FFT, N trans- 
formed  data  points  are  stored  in  the  same  memory  locations 
that  the  input  data  occupied.  Calculation  times  for  the  FFT 
are  shown  in  Table  I.  The  theoretical  best  case  and  worst  case 
is due to the  fact  that  program  flow is dependent  upon  input 
data. A particular  set of input  data  might  result  in  a  faster 
execution  time  than  another  set  of  data. 

IV.  CONCLUSION 

This  paper  has  described a microcomputer-based  system  with 
capabilities  for  data  acquisition  and  calculation of the  Cooley- 
Tukey  FFT  algorithm.  The  system  has  demonstrated  the 
feasibility of employing  microcomputer-based  data  acquisition 
system  for  applications  involving  harmonic  analysis.  The  micro- 
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Fig. 1. Block diagram of microcomputer system. 

.Analog 
input 

12bx12b 

Fig. 2. Block diagram of PIA-FFT  hardware. 

TABLE I 
CALCULATION  TIMES FOR MICROCOMPUTER PROGRAM FFT (12 BITS) 

TMEORETICAL 
3EST CASE (ms) OBSER‘JED (ms) CASE (ms) ‘rHEORETICAL 

4 1 0 . 0 3 4 9 6  1 0 . 1 2 4 9 7  1 0 . 1 9 5 1 4 6  

8 2 7 . 6 8 7 6 4  2 7 . 9 4 6 8 1  2 8 . 1 6 8 1 9 3  

1 6   7 0 . 9 0 4 3 8  7 1 . 5 3 5 2 6  7 2 . 1 8 5 8 6  

3 2   1 7 4 . 6 3 7 9  1 7 5 . 0 6 0 9  1 7 7 . 8 4 1 6  

6 4   4 2 6 . 8 0 3 4  4 3 0 . 2 6 9 8  4 3 4 . 4 9 2 3  

1 2 8   1 1 0 4 . 8 5 8  1 1 0 5 . 6 9 6  1 1 2 2 . 7 9 9  

computer  approach  leads to several  benefits,  including  porta- 
bility, field data  analysis,  and  a  significant  savings  in  cost. 
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