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Abstract
In this paper, we first propose and analyze a steady state Dual-Porosity-Navier–Stokesmodel,
which describes bothDual-Porosity flow and free flow (governed byNavier–Stokes equation)
coupled through four interface conditions, including the Beavers–Joseph interface condition.
Then we propose a domain decomposition method for efficiently solving such a large com-
plex system. Robin boundary conditions are used to decouple the Dual-Porosity equations
from the Navier–Stokes equations in the coupled system. Based on the two decoupled sub-
problems, a parallel Robin-Robin domain decomposition method is constructed and then
discretized by finite elements. We analyze the convergence of the domain decomposition
method with the finite element discretization and investigate the effect of Robin parameters
on the convergence, which also provide instructions for how to choose the Robin parameters
in practice. Three cases of Robin parameters are studied, including a difficult case which was
not fully addressed in the literature, and the optimal geometric convergence rate is obtained.
Numerical experiments are presented to verify the theoretical conclusions, illustrate how the
theory can provide instructions on choosing Robin parameters, and show the features of the
proposed model and domain decomposition method.

Keywords Dual-Porosity-Navier–Stokes flow · Interface conditions · Domain
decomposition method · Finite elements

1 Introduction

The investigation of fluid flows within a complicated porous medium coupled with con-
duit system is of significance in many applications, such as groundwater flow system
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[1], petroleum extraction [2], industrial filtration [3], etc. It is not an easy job to build
a mathematically and physically reasonable model for the coupled flow problem in such
coupled system, especially for the problems with complicated porous media including multi-
porosity and multi-permeability properties. During the past decades a number of related
fluid dynamical models were built by scientists and engineers, including Stokes–Darcy
model, Navier–Stokes–Darcy model, Stokes–Darcy-transport model, Dual-Porosity-Stokes
model, two-phase Stokes–Darcy models, stochastic Stokes–Darcy model, and so on [4–18].
Meanwhile, there are many numerical methods developed to solve these Stokes–Darcy type
systems, which basically include two classes of strategy: the coupled numerical methods
[19–22] and the decoupled numerical methods [23–29].

The widely used Darcy model is usually an averaged single porosity/permeability model
for the fluid flow in the porous media region. However, it has the limitations to describe com-
plicated geometrical structures of the porous media, especially naturally fractured porous
media which contain the multi-porosity/permeability regions [30]. The hydraulically frac-
tured reservoirs, such as shale gas reservioirs, usually have multiscaled pore spaces with
different fractures properties, including matrix pores, natural fractures, and vugs. The first
multi-porosity model was proposed by Barenblatt for the naturally fractured reservoir where
the micro-fracture and matrix systems are formulated by individual but overlapping con-
tinua [31]. Based on Barenblatt’s model, Warren developed a homogeneous orthotropic
Dual-Porosity model in 1963 [32], which was utilized for many applications, such as the
geothermal system, hydrogeology, petroleum industry, tight/shale oil/gas reservoirs, and so
on. In [33], the authors consider the flow inmacro-fractures and vugs and define a kind of triple
porosity model for fractured horizontal wells by three sequentially coupled Darcy models.
There are other Darcy-type models for describing multi-porosity/permeability media, such
as multi-continuummodels [34], multiple interacting continua (MINC) models [35], discrete
fracture-matrix models [36], mixed-dimensional models [37], mixed-dimensional porome-
chanical models [38], and so on. However, all these porous media models do not consider
the free flow in large conduits, and the wellbore is simplified as the source and sink terms
on the right hand side of Darcy equations. On the other hand, the existing Stokes–Darcy or
Navier–Stokes–Darcy models do not consider multi-porosity when they couple the porous
media flow with the free flow in channels. In practice, there are many real world applications
which involve with the coupling between the multi-porosity flow and the free flow in large
conduits. For example, the shale oil reservoir simulation with multi-stage fractured horizon-
tal wellbore obviously involve the multi-porosity flow in the shale reservoir and the channel
flow in the horizontal wellbore [39].

Therefore, a coupled time-dependent Dual-Porosity-Stokes model with the Beavers-
Joseph (BJ) interface condition [40] was recently proposed in [41], where the Dual-Porosity
model instead of the single-porosity Darcy model is utilized to govern the flow in the porous
media and couples with the Stokes equation via four multi-physical interface conditions.
Among these interface conditions, the BJ condition takes into account the coupling between
the fracture flow velocity and the free flow velocity along the tangent of interface, which
brings an indefinite term to the equation system and requires the BJ constant α to be small
enough for the wellposedness of the steady-state model, see [42, 43] for more details about
the restriction of α. In [41], the traditional coupled finite element method is utilized to
solve and illustrate the new Dual-Porosity-Stokes model. But for such a sophisticated multi-
physics model, more efficient decoupled numerical methods are in great needs. Among
the existing decoupled algorithms, the domain decomposition methods are very natural to
be considered for decoupling the Dual-Porosity-Stokes and Dual-Porosity-Navier–Stokes
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models, since the problem domain naturally consists of two different subdomains, see [44–
48] and references therein for various domain decomposition works on the Stokes–Darcy
model and Navier–Stokes–Darcy model. For the time-dependent Dual-Porosity-Navier–
Stokes model, a non-iterative Robin-type decoupled finite element method was studied
[49]. For the steady-state Dual-Porosity-Stokes model with the simplified Beavers–Joseph-
Saffman (BJS) interface condition [50, 51], the optimized Schwarz method was studied in
[52].

However, the convergence analysis of the iterative Robin–Robin domain decomposition
methods for steady-state problems in [47, 52, 53] was carried out at the continuous level
without considering the finite element discretization. And they did not discuss all the cases,
due to a major difficulty for one case, which is important for the realistic parameters as illus-
trated in [53]. Recently, in [54], this difficult case was analyzed at the discrete level for the
steady-state Stokes–Darcy model with the BJ condition, and an almost optimal geometric
convergence rate was derived. In the analysis of [54], two inverse inequalities were used to
reach complicated and vague Robin parameter restrictions, and the mesh size needs to be
larger than the permeability and viscosity. In this paper, we will utilize a different inverse
inequality and further improve the analysis directly at the discrete level with the finite ele-
ment discretization for the more difficult Dual-Porosity-Navier–Stokes model with the BJ
condition. Hence we will be able to remove the restriction on the mesh size, reach the optimal
geometric convergence rate, and obtain more precise Robin parameter restrictions, which can
provide easier instructions on choosing the important Robin parameters. These are the major
contributions of this paper for the convergence analysis part, in addition to the other major
contributions in the wellposedness of the steady-state Dual-Porosity-Navier–Stokes model
with the BJ condition as well as the corresponding algorithm development and validation.

More specifically, we will first analyze the wellposedness of the steady-state Dual-
Porosity-Navier–Stokes model with the BJ condition, based on an elegant framework of
variational analysis for the Navier–Stokes–Darcy model with the simplified BJS condition
in [12]. Then based on two Robin type transmission conditions, we propose the itera-
tive Robin-type domain decomposition method for decoupling Dual-Porosity equations and
Navier-Stokes equations. From the investigations about the effect of Robin parameters on the
convergence in [26, 52, 53], we know that the Robin-type algorithm is very sensitive to small
model parameters and the robustness of the algorithm is significantly affected by the Robin
parameters (γc and γd , see Sect. 3.1 for the detailed definition) under small permeability and
viscosity. Therefore, we will analyze the convergence of the proposed method with finite
element discretization for all three cases of Robin parameters including γc < γd , γc = γd
and γc > γd , and obtain the optimal geometric convergence rate for the cases γc < γd
and γc > γd . For the most difficult case γc > γd , we present a more accurate and simpler
approach than the approach provided in [54] to obtain the optimal geometric convergence
rate instead of the almost optimal geometric convergence rate. Specifically, we first prove the
inverse inequality for the dual porosity model which is more difficult than the Darcy model.
With the help of Young’s inequality, we can obtain a more accurate estimate than the estimate
for the Darcy model in [26, 54], and can get rid of the lower bound constraints of the mesh
size required in [54]. Secondly, by choosing appropriate scaling parameter, we can get rid of
the inverse inequality of the Stokes equation that must be used in the proof in [54], so that the
unnecessary complexity in the analysis is greatly simplified. More importantly, the optimal
geometric convergence rate is obtained due to the two aspects above.

The analysis result provides a general guideline of choice on the Robin parameters to
obtain the convergence and geometric convergence rate. The numerical experiments will be
provided to illustrate and validate the convergence and applicability of the proposed method.

123



   67 Page 4 of 45 Journal of Scientific Computing            (2023) 95:67 

Fig. 1 A sketch of the dual porous media domain �d , the free-flow domain �c , and the interface �cd . Define
the boundaries �d = ∂�d/�cd and �c = ∂�c/�cd

In the first experiment, the convergence of all the cases are verified by a mathematical
example with known analytic solutions. And the realistic parameters are also considered.
In the second and third experiments, we use a more realistic case with more complicated
geometries to validate the proposed model and method.

The rest of paper is organized as follows. In Sect. 2, we introduce theDual-Prosity-Navier–
Stokes system and analyze its wellposedness. In Sect. 3, we propose and analyze the Robin
type domain decomposition method in three subsections. In Sect. 4, numerical experiments
are provided. In Sect. 5, we draw the conclusions.

2 Steady Dual-Porosity-Navier–Stokes Model

2.1 Mathematical Model andWeak Formulation

We consider the coupled Dual-Porosity-Navier–Stokes system on a bounded domain � =
�d ∪ �c ⊂ R

d, (d = 2, 3), see Fig. 1.
In the porous media region �d , the flow is governed by the Dual-Porosity system [32]

−∇ ·
(
km
μ

∇ pm

)
= −Q, (2.1)

−∇ ·
(
k f

μ
∇ p f

)
= Q + qp. (2.2)

Here Q = σkm
μ

(
pm − p f

)
is a mass exchange term between matrix and micro-fractures

porosity, σ is a shape factor associated with the cut rocks and orthogonal fractures, pm (p f )
is the pressure in matrix (micro-fracture), km (k f ) is the intrinsic permeability in matrix
(micro-fracture), μ is the dynamic viscosity, and qp is the sink/source term.
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In the fluid region �c, the fluid flow is assumed to satisfy the Navier–Stokes system
[55–57]

(u · ∇)u − ∇ · T (u, p) = f, (2.3)

∇ · u = 0, (2.4)

where u is the fluid velocity, p is the kinematic pressure, f is the external body force,
T (u, p) = 2νD (u)− 1

ρ
pI is the stress tensor,D (u) = 1/2

(∇u + (∇u)T
)
is the deformation

tensor, I is the identitymatrix, ν is the kinematic viscosity of the fluid andρ is the fluid density,
ν = μ

ρ
.

Let �cd = �d ∩�c denote the interface between the fluid and dual porous media regions.
On the interface �cd , we consider the following four interface conditions [41]:

−km
μ

∇ pm · (−ncd) = 0, (2.5)

−k f

μ
∇ p f · ncd = u · ncd , (2.6)

−nTcdT (u, p) ncd + 1

2
u · u = 1

ρ
p f , (2.7)

−Pτ (T (u, p) ncd) = αν
√
d√

trace
(∏) Pτ

(
u + k f

μ
∇ p f

)
, (2.8)

where ncd denotes the unit outer normal to the fluid region �c on the interface �cd , α is a
constant parameter,

∏
is the intrinsic permeability of fracture media and equal to

∏ = k f I,
d is the spatial dimension, and Pτ denotes the projection onto the local tangent plane on �cd ,
i.e.,

Pτu =
d−1∑
j=1

(u · τ j )τ j ,

with τ j ( j = 1, ...,d− 1) being the unit tangential vector on the local tangent planes of �cd .
The first interface condition (2.5) is a no-exchange condition which means no flux could go
across the interface from matrix system directly to the conduits. We refer readers to [41] for
more justification of this assumption of theDual-Porositymodel [32]. The interface condition
(2.6) stands for the conservation of mass between the micro-fractures and the conduits. The
condition (2.7) describes the balance of the forces in the normal direction. The last condition
(2.8) is referred to as the Beavers–Joseph interface condition [40].

For simplicity, we assume that the matrix pressure pm , the fracture pressure p f and
the fluid velocity u satisfy homogeneous Dirichlet boundary condition except on �cd , i.e.,
pm = 0 and p f = 0 on the boundary �d and u = 0 on the boundary �c.

We define the functional spaces

�0 := {ψ ∈ H1 (�d) : ψ = 0 on �d}, V0 := {v ∈ H1 (�c)
d : v = 0 on �c},

Vdiv := {v ∈ V0 : ∇ · v = 0}, M := L2 (�c) , X0 := �0 × �0 × V0, Y0

:= �0 × �0 × Vdiv,

and the corresponding norms
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‖ψ‖1 := ‖ψ‖H1(�d ) , ∀ψ ∈ �0, (2.9)

‖v‖1 :=
(

d∑
i=1

‖vi‖2H1(�c)

)1/2
, ∀v = {vi }di=1 ∈ V0, (2.10)

‖q‖0 := ‖q‖L2(�c)
, ∀q ∈ M, (2.11)

∥∥−→v ∥∥X0
:=
(
‖ψm‖21 + ∥∥ψ f

∥∥2
1 + ‖v‖21

)1/2
, ∀−→v = (ψm, ψ f , v) ∈ X0, (2.12)

∥∥−→v ∥∥L2 :=
(
‖ψm‖2L2(�d )

+ ∥∥ψ f
∥∥2
L2(�d )

+ ‖v‖2L2(�c)

)1/2
, ∀−→v = (ψm, ψ f , v) ∈ X0,

(2.13)

∥∥−→v ∥∥Y0
:=
(
km
ρμ

‖∇ψm‖2L2(�d )
+ k f

ρμ

∥∥∇ψ f
∥∥2
L2(�d )

+ 2ν ‖D (v)‖2L2(�c)

)1/2
,

∀−→v = (ψm, ψ f , v) ∈ Y0. (2.14)

We also need the trace space defined asH
1
2
00 (�cd) := V0|�cd , which is a non-closed subspace

of H
1
2 (�cd) and has a continuous zero extension to H

1
2 (∂�c), see [42, 43].

For the domain D (D = �c or �d ), (·, ·)D denotes the L2 inner product on the domain
D, and 〈·, ·〉 denotes the L2 inner product on the interface �cd or the duality pairing between(
H

1
2
00 (�cd)

)′
and H

1
2
00 (�cd). With these notations, the weak formulation of the coupled

steady-state Dual-Porosity-Navier–Stokes problem is given as follows: find
(−→u , p

) ∈ X0 ×
M , such that

c
(−→u ,

−→u ,
−→v )+ a

(−→u ,
−→v )+ b

(−→v , p
) = 

(−→v ) , ∀ −→v ∈ X0, (2.15)

b
(−→u , q

) = 0, ∀ q ∈ M . (2.16)

The trilinear form is defined as

c
(−→w ,

−→u ,
−→v ) = ((w · ∇)u, v)�c

− 1

2
〈w · u, v · ncd〉 , (2.17)

for arbitrary −→u = (pm, p f ,u
)
, −→v = (ψm, ψ f , v

)
and −→w = (φm, φ f ,w

)
in X0. Based on

(3.3) in [47], we have

c
(−→v ,

−→v ,
−→v ) = 0. (2.18)

The bilinear forms and linear form are defined respectively as,

a
(−→u ,

−→v ) =η

(
km
μ

∇ pm,∇ψm

)
�d

+ η

(
k f

μ
∇ p f ,∇ψ f

)
�d

+ 2ν (D (u) ,D (v))�c

+ η

(
σkm
μ

(
pm − p f

)
, ψm

)
�d

+ η

(
σkm
μ

(
p f − pm

)
, ψ f

)
�d

+
〈
1

ρ
p f , v · ncd

〉
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− η
〈
u · ncd , ψ f

〉+ αν
√
d√

trace
(∏)
〈
Pτ

(
u + k f

μ
∇ p f

)
, Pτv

〉
, (2.19)

b
(−→v , p

) = − 1

ρ
(∇ · v, p)�c

, (2.20)


(−→v ) = (f, v)�c

+ η
(
qp, ψ f

)
�d

, (2.21)

for arbitrary −→u = (
pm, p f ,u

)
and −→v = (

ψm, ψ f , v
)

in X0. The integral〈
Pτ

(
k f
μ

∇ψ f

)
, Pτv

〉
on�cd is understood to be the value of the functional Pτ

(
k f
μ

∇ψ f

)
|�cd

∈
(
H

1
2
00 (�cd)

)′
applied to v|�cd ∈ H

1
2
00 (�cd), which is well defined when k f I is isotropic,

see [43] and the references cited therein. We remark that for simplicity the scaling factor η

multiplied to the Dual-Porosity equations is set to 1/ρ in the later proof.

2.2 Well-Posedness of theModel

To prepare for the analysis, we recall the following Poincaré inequality, Korn’s inequality,
trace inequality, and Sobolev inequalities: there exist constantsCp ,Ck ,Ct ,Cs , Dt , Et , which
only depend on the domain �c, and C̃ p , C̃t , C̃τ , D̃t , which only depend on the domain �d ,
such that for all ψ ∈ �0 and v ∈ V0,

‖v‖L2(�c)
≤ Cp ‖∇v‖L2(�c)

,

‖ψ‖L2(�d ) ≤ C̃ p ‖∇ψ‖L2(�d ) ,

(2.22)

‖∇v‖L2(�c)
≤ Ck ‖D (v)‖L2(�c)

,

(2.23)

‖v‖1/2,�cd
≤ Ct ‖∇v‖L2(�c)

,

‖ψ‖1/2,�cd
≤ C̃t ‖∇ψ‖L2(�d ) , ‖∇τψ‖−1/2,�cd

≤ C̃τ ‖∇ψ‖L2(�d ) , (2.24)

‖v‖L2(�cd ) ≤ Dt ‖∇v‖L2(�c)
, ‖ψ‖L2(�cd ) ≤ D̃t ‖∇ψ‖L2(�d ) , (2.25)

‖v‖L4(�cd ) ≤ Et ‖∇v‖L2(�c)
, ‖v‖L4(�c)

≤ Cs ‖∇v‖L2(�c)
, (2.26)

where ∇τψ stands for the tangential derivative of ψ and is defined in the dual space of
H1/2

00 (�cd), see [42] and the references therein for more details.

Lemma 2.1 The bilinear functional b (·, ·) is continuous on X0 × M and satisfies the inf-sup
condition, that is, there exists a constant β > 0 such that

inf
0 �=q∈M sup

0 �=−→v ∈X0

|b (−→v , q
) |

‖q‖M
∥∥−→v ∥∥X0

≥ β. (2.27)

By the similar arguments in [41], we can obtain the following lemma.

Lemma 2.2 Assume that f ∈ L2 (�c)
d, qp ∈ L2 (�d). Then the solution

(−→u , p
) ∈ X0 × M

of (2.1)-(2.8) is equivalent to the solution of the weak problem (2.15)-(2.16).

Next, we follow the framework in [12] for the Navier–Stokes–Darcy model to obtain the
existence of the weak solution of (2.15)-(2.16). By restricting the test functions v in (2.15)-
(2.16) on the divergence-free subspace Vdiv , we have the following variational equations:
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find −→u ∈ Y0, such that

c
(−→u ,

−→u ,
−→v )+ a

(−→u ,
−→v ) = 

(−→v ) , ∀ −→v ∈ Y0. (2.28)

Based on Lemma 2.1, the reduced problem (2.28) and the problem (2.15)-(2.16) are equiva-
lent, therefore it suffices to prove the existence and uniqueness of a weak solution of problem
(2.28).

The following theorems concern the existence and uniqueness of solution to the problem
(2.28). Since the proof is pretty standard [12], we omit it here due to the page limitation.

Theorem 2.3 Let α be small enough so that αC̃τCtCk ≤ 1, andR be the following constant

R =
(
2C2

pC
2
k

ν
‖f‖2L2(�c)

+ 2νC̃2
p

k f

∥∥qp∥∥2L2(�d )

) 1
2

(2.29)

which only depends on the viscosity, micro-fracture permeability, domain and sink/source
term. Then there exists a solution to the problem (2.28) satisfying

km
ρμ

‖∇ψm‖2L2(�d )
+ k f

ρμ

∥∥∇ψ f
∥∥2
L2(�d )

+ 2ν ‖D (v)‖2L2(�c)
≤ R2. (2.30)

Theorem 2.4 Under the assumption of Theorem 2.3, and the data satisfying

ν3 > 2

(
C2
s C

3
k + 1

2
Dt E

2
t C

3
k

)2
R2, (2.31)

the problem (2.28) has a unique weak solution.

3 Robin–Robin Domain DecompositionMethod

In this section, we follow the idea in [47], which was for the Navier–Stokes–Darcy model,
to propose the domain decomposition approach for decoupling the Dual-Porosity-Navier–
Stokes system with Beavers–Joseph interface condition. Instead of the convergence analysis
based on the continuous formulation, which was discussed only for two cases in [47], in this
section we will carry out the convergence analysis based on the finite element discretization
formulation for all the three cases.

3.1 Domain Decomposition with Robin Boundary Conditions

Based on the idea in [47], we consider the following Robin conditions to decouple the Dual-
Porosity model and Navier-Stokes equation: for given constants γd > 0 and γc > 0, and
given functions ηd , ηc and

−→η cτ defined on �cd ,

γd
k f

μ
∇ p̂ f · (−ncd) + 1

ρ
p̂ f = ηd on �cd , (3.1)

ncd · (T (̂u, p̂) · ncd) − 1

2
û · û + γcû · ncd = ηc on �cd , (3.2)

−Pτ (T (̂u, p̂) · ncd) − αν
√
d√

trace
(∏) Pτ û = −→η cτ on �cd , (3.3)
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together with (2.5). Then the weak formulation for the decoupled Dual-Porosity-Navier–
Stokes system reads: for ηd , ηc,

−→η cτ ∈ L2 (�cd), find
(
p̂m, p̂ f , û, p̂

) ∈ X0 × M , such
that (

km
μ

∇ p̂m ,∇ψm

)
�d

+
(
k f

μ
∇ p̂ f ,∇ψ f

)
�d

+
(

σkm
μ

(
p̂m − p̂ f

)
, ψm

)
�d

+
(

σkm
μ

(
p̂ f − p̂m

)
, ψ f

)
�d

+ ((̂u · ∇) û, v)�c
− 1

2
〈̂u · û, v · ncd 〉 + 2ν (D (̂u) ,D (v))�c

− (∇ · v, p̂)�c
+ (∇ · û, q)�c

+
〈
p̂ f

γdρ
,ψ f

〉
+ γc 〈̂u · ncd , v · ncd 〉 + αν

√
d√

trace
(∏) 〈Pτ û, Pτv〉

= (qp, ψ f
)
�d

+ (f, v)�c
+
〈
ηd

γd
, ψ f

〉
+ 〈ηc, v · ncd 〉

− 〈−→η cτ , Pτv
〉
, ∀ (ψm , ψ f , v, q

) ∈ X0 × M . (3.4)

Next we show that, for appropriate choices of γc, γd , ηc, ηd , and
−→η cτ , the solution of

coupled Dual-Porosity-Navier–Stokes system (2.15)-(2.16) are equivalent to the solution of
decoupled system (3.4).

Lemma 3.1 Under the assumptions of Theorem 2.3 and Theorem 2.4, let
(
pm, p f ,u, p

)
be the solution of the coupled Dual-Porosity-Navier–Stokes system (2.15)–(2.16) and let(
p̂m, p̂ f , û, p̂

)
be the solution of the decoupled Dual-Porosity and Navier–Stokes system

(3.4) with Robin boundary conditions (3.1)–(3.3) at the interface. Then,
(
p̂m, p̂ f , û, p̂

) =(
pm, p f ,u, p

)
if and only if γc, γd , ηc,

−→η cτ , and ηd satisfy the following compatibility
conditions:

ηd = γd û · ncd + 1

ρ
p̂ f , (3.5)

ηc = γcû · ncd − 1

ρ
p̂ f , (3.6)

−→η cτ = αν
√
d√

trace
(∏) Pτ

(
k f

μ
∇ p̂ f

)
. (3.7)

Proof For the necessity, we pick ψm = ψ f = 0 and v such that Pτv = 0 in (2.15) and (3.4),
then by subtracting (3.4) from (2.15), we get〈

ηc − γcu f · ncd + 1

ρ
p f , v · ncd

〉
= 0,∀ v ∈ V0 with Pτv = 0

which implies (3.6). The necessity of (3.5) and (3.7) can be derived in a similar fashion.
As for the sufficiency, by substituting the compatibility conditions (3.5)–(3.7) into (3.4),

we can easily see that
(
p̂m, p̂ f , û, p̂

)
solves the coupledDual-Porosity-Navier–Stokes system

(2.15)–(2.16). Since the solution to the Dual-Porosity-Navier–Stokes system is unique under
the assumptions in Theorems 2.3 and 2.4, we have

(
p̂m, p̂ f , û, p̂

) = (pm, p f ,u, p
)
. ��

For convenience, we define the following bilinear forms for the two independent systems
respectively.

am (pm, ψm) =
(
km
μ

∇ pm,∇ψm

)
�d

, a f
(
p f , ψ f

) =
(
k f

μ
∇ p f ,∇ψ f

)
�d

, (3.8)
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ac (u, v) = 2ν (D (u) ,D (v))�c
, bc (v, p) = − 1

ρ
(∇ · v, p)�c

. (3.9)

Then we propose the parallel Robin–Robin domain decomposition algorithm for the Dual-
Porosity-Navier–Stokes system.

Algorithm 3.1 (parallel DDM):

1. Initial values of η0d , η
0
c and

−→η 0
cτ are guessed.

2. For k = 0, 1, 2, . . ., independently solve the Navier–Stokes equation and Dual-Porosity

equation with Robin boundary conditions. More precisely,
(
pkm, pkf

)
∈ �0 × �0 is

computed from

am
(
pkm, ψm

)
+ a f

(
pkf , ψ f

)
+
(

σkm
μ

(
pkm − pkf

)
, ψm

)
�d

+
(

σkm
μ

(
pkf − pkm

)
, ψ f

)
�d

+
〈
pkf
γdρ

,ψ f

〉
= (qp, ψ f

)
�d

+
〈

ηkd

γd
, ψ f

〉

∀ ψm, ψ f ∈ �0, (3.10)

and uk ∈ V0 and pk ∈ M are computed from

c
(
uk,uk, v

)
+ ac
(
uk, v
)

+ bc
(
v, pk

)

+γc

〈
uk · ncd , v · ncd

〉
+ αν

√
d√

trace
(∏)
〈
Pτuk, Pτv

〉

=
〈
ηkc , v · ncd

〉
+ (f, v)�c

−
〈−→η k

cτ , Pτv
〉

∀ v ∈ V0, (3.11)

bc
(
uk, q
)

= 0 ∀ q ∈ M . (3.12)

3. ηk+1
d , ηk+1

c and −→η k+1
cτ are updated in the following manner:

ηk+1
c = aηkd + b

ρ
pkf , (3.13)

ηk+1
d = cηkc + duk · ncd , (3.14)

−→η k+1
cτ = αν

√
d√

trace
(∏) Pτ

(
k f

μ
∇ pkf

)
, (3.15)

where the coefficients a, b, c, d are chosen as follows:

a = γc

γd
, b = −1 − a, c = −1, d = γc + γd . (3.16)

The relations in (3.16) are necessary to ensure the convergence of the scheme. Suppose that
above algorithm is convergent, and ηkc , η

k
d , p

k
m , p

k
f and uk converge to η∗

c , η
∗
d , p

∗
m , p

∗
f and

u∗, respectively. Then, by (3.13)-(3.14) and Lemma 3.1, it can be easily seen that η∗
c , η

∗
d , p

∗
m ,

p∗
f and u∗ satisfy the consistency equations (3.5)-(3.6),
For the comparison purpose, we also present a serial scheme as follows.
Algorithm 3.2 (serial DDM):

1. Initial values of η0d , η
0
c and

−→η 0
cτ are guessed.
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2. Firstly, for k = 0, 1, 2, . . ., solve the Dual-Porosity model with Robin boundary

conditions to find
(
pkm, pkf

)
∈ �0 × �0 satisfying (3.10).

3. ηk+1
c and −→η k+1

cτ can be updated by (3.13) and (3.15).
4. Then, for k = 0, 1, 2, . . ., solve the Navier–Stokes equation with Robin boundary

conditions to find uk ∈ V0 and pk ∈ M satisfying (3.11)-(3.12).
5. ηk+1

d is updated in the following manner:

ηk+1
d = cηk+1

c + duk · ncd , (3.17)

where the coefficients a, b, c, d are defined in (3.16).

In the following we consider finite element discretization of the Robin-Robin domain
decomposition method. Let Tc,h and Td,h be the partitions of �c and �d respectively, and
they are compatible on the interface �cd . Upon the partitions, the conforming finite element
spaces �0

h , V
0
h , and Mh are defined by

�0
h := {ψh ∈ C0 (�d

) | ψh |K ∈ P2 (K ) ∀K ∈ Td,h, ψh |�d = 0}, (3.18)

V0
h := {vh ∈ (C0 (�c

))d | vh |K ∈ (P2 (K ))d ∀K ∈ Tc,h, vh |�c = 0}, (3.19)

Mh := {qh ∈ C0 (�c
) | qh |K ∈ P1 (K ) ∀K ∈ Tc,h}, (3.20)

whereP2(K ) andP1(K ) denote the space of quadratic and linear finite elements respectively.
Thus, X0

h = �0
h × �0

h ×V0
h is the subspace of X0. Furthermore, we define the finite element

space on the interface �cd ,

�h := {ηh ∈ C0 (�cd) | ηh |e ∈ P2 (e) ∀e ∈ Ih, ηh |∂�cd = 0}, (3.21)

where Ih is the induced partition by Tc,h and Td,h on �cd . It is easy to see that �h is the trace
space in the sense that

�d,h := �0
h |�cd = �h, (3.22)

�c,h := V0
h |�cd · ncd = �h . (3.23)

We recall the standard conforming finite element method for the coupled Dual-Porosity-
Navier–Stokes system (2.15)-(2.16): find −→u h = (pm,h, p f ,h,uh

) ∈ X0
h and ph ∈ Mh , such

that

c
(−→u h,

−→u h,
−→v h
)+ a

(−→u h,
−→v h
)+ b

(−→v h, ph
) = 

(−→v h
)
, ∀ −→v h ∈ X0

h, (3.24)

b
(−→u h, qh

) = 0, ∀ qh ∈ Mh . (3.25)

Remark 3.2 The well-posedness and convergence analysis of (3.24)-(3.25) can be obtained
by combing the corresponding analysis techniques for the steady-stateDual-Porosity-Navier–
Stokes model [49, 58] and the Navier–Stokes–Darcy model [47, 59, 60]. In this work, we
focus on the decoupled domain decomposition schemes instead of the above coupled scheme.

The decoupled Dual-Porosity-Navier–Stokes system with the Robin-Robin domain
decomposition conditions (3.1)-(3.3) can be discretized by the finite element approxima-

tion: for given ηkd,h, η
k
c,h,

−→η k
cτ,h ∈ �h , find

(
pkm,h, p

k
f ,h,u

k
h, p

k
h

)
∈ �0

h × �0
h × V0

h × Mh

such that
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c
(
ukh,u

k
h, v
)

+ ac
(
ukh, v
)

+ bc
(
v, pkh

)
+ am

(
pkm,h, ψm

)

+a f

(
pkf ,h, ψ f

)
+
(

σkm
μ

(
pkm,h − pkf ,h

)
, ψm

)
�d

+
(

σkm
μ

(
pkf ,h − pkm,h

)
, ψ f

)
�d

+ γc

〈
ukh · ncd , v · ncd

〉

+
〈
pkf ,h
γdρ

,ψ f

〉
+ αν

√
d√

trace
(∏)
〈
Pτukh, Pτv

〉

=
(
fk, v
)

�c
+
〈
ηkc,h, v · ncd

〉
+
〈

ηkd,h

γd
, ψ f

〉
−
〈−→η k

cτ,h, Pτv
〉

∀ ψm, ψ f ∈ �0
h , v ∈ V0

h, (3.26)

bc
(
ukh, q

)
= 0 ∀ q ∈ Mh . (3.27)

3.2 Convergence of the Robin–Robin Domain DecompositionMethod

In this section, we follow the elegant energy method proposed in to demonstrate the con-
vergence of the parallel Robin–Robin domain decomposition method with finite element
discretization. Three cases of Robin parameters γc and γd are discussed and the analy-
sis result provides a general guideline of choice on the relevant parameters to obtain the
convergence and geometric convergence rate.

Let
(
pm,h, p f ,h,uh, ph

)
denote the corresponding finite element solution of the Dual-

Porosity-Navier–Stokes system (3.24)-(3.25), and
(
pkm,h, p

k
f ,h,u

k
h, p

k
h

)
denote the solution

of the decoupled system (3.26)-(3.27) with ηkd,h , ηkc,h ,
−→η k

cτ,h satisfying the discrete
counterpart of compatibility conditions (3.13)-(3.15). Next, we define the error functions

εkd,h = ηd,h − ηkd,h εkc,h = ηc,h − ηkc,h
−→ε k

cτ,h = −→η cτ,h − −→η k
cτ,h

ekm,h = pm,h − pkm,h ekf ,h = p f ,h − pkf ,h eku,h = uh − ukh ekp,h = ph − pkh .

Thus, the error functions satisfy the following error equations:

am
(
ekm,h, ψm

)
+ a f

(
ekf ,h, ψ f

)
+
(

σkm
μ

(
ekm,h − ekf ,h

)
, ψm − ψ f

)
�d

+
〈
ekf ,h
γdρ

,ψ f

〉
=
〈

εkd,h

γd
, ψ f

〉
∀ ψm, ψ f ∈ �0

h , (3.28)

c (uh,uh, v) − c
(
ukh,u

k
h, v
)

+ ac
(
eku,h, v

)
+ bc
(
v, ekp,h

)
+ γc

〈
eku,h · ncd , v · ncd

〉

+ αν
√
d√

trace
(∏)
〈
Pτ eku,h, Pτv

〉
=
〈
εkc,h, v · ncd

〉
−
〈−→ε k

cτ,h, Pτv
〉

∀ v ∈ V0
h,

(3.29)

bc
(
eku,h, q

)
= 0 ∀ q ∈ Mh, (3.30)
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and, along the interface �cd ,

εk+1
c,h = aεkd,h + b

ρ
ekf ,h, (3.31)

εk+1
d,h = cεkc,h + deku,h · ncd , (3.32)

−→ε k+1
cτ,h = αν

√
d√

trace
(∏) Pτ

(
k f

μ
∇ekf ,h

)
. (3.33)

Lemma 3.3 The error functions satisfy

∥∥∥εk+1
c,h

∥∥∥2
L2(�cd )

=
(

γc

γd

)2 ∥∥∥εkd,h

∥∥∥2
L2(�cd )

+ 1

ρ2

(
1 −
(

γc

γd

)2)∥∥∥ekf ,h
∥∥∥2
L2(�cd )

− 2γc
ρ

(
1 + γc

γd

)(
am
(
ekm,h, e

k
m,h

)

+ a f

(
ekf ,h, e

k
f ,h

)
+
(

σkm
μ

(
ekm,h − ekf ,h

)
, ekm,h − ekf ,h

)
�d

)
, (3.34)

∥∥∥εk+1
d,h

∥∥∥2
L2(�cd )

=
∥∥∥εkc,h
∥∥∥2
L2(�cd )

+ (γ 2
d − γ 2

c

) ∥∥∥eku,h · ncd
∥∥∥2
L2(�cd )

− 2 (γc + γd)
(
c
(
eku,h,uh, e

k
u,h

)
+ c
(
uh, eku,h, e

k
u,h

))

− 2 (γc + γd) ac
(
eku,h, e

k
u,h

)
− 2 (γc + γd)

αν
√
d√

trace
(∏)
〈
Pτ

(
eku,h + k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉
. (3.35)

Proof Equation (3.31) leads to

∥∥∥εk+1
c,h

∥∥∥2
L2(�cd )

= a2
∥∥∥εkd,h

∥∥∥2
L2(�cd )

+ b2
∥∥∥∥ 1ρ ekf ,h

∥∥∥∥
2

L2(�cd )

+ 2ab

〈
εkd,h,

1

ρ
ekf ,h

〉
. (3.36)

Setting ψm = 1
ρ
ekm,h and ψ f = 1

ρ
ekf ,h in (3.28), we have

〈
εkd,h,

1

ρ
ekf ,h

〉
= γd

ρ

(
am
(
ekm,h, e

k
m,h

)
+ a f

(
ekf ,h, e

k
f ,h

)

+
(

σkm
μ

(
ekm,h − ekf ,h

)
, ekm,h − ekf ,h

)
�d

)

+ 1

ρ2

〈
ekf ,h, e

k
f ,h

〉
. (3.37)

Substituting (3.37) into (3.36), we have

∥∥∥εk+1
c,h

∥∥∥2
L2(�cd )

= a2
∥∥∥εkd,h

∥∥∥2
L2(�cd )

+
(
b2 + 2ab

)
ρ2

∥∥∥ekf ,h
∥∥∥
L2(�cd )

+ 2abγd
ρ

(
am
(
ekm,h, e

k
m,h

)
+ a f

(
ekf ,h, e

k
f ,h

)
+
(

σkm
μ

(
ekm,h − ekf ,h

)
, ekm,h − ekf ,h

)
�d

)
.

(3.38)
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With a and b defined in (3.16) the error function (3.34) is obtained.
The error function (3.35) can be similarly obtained. ��
We are now ready to demonstrate the convergence of Robin–Robin domain decomposition

method. The convergence analysis for γc < γd , γc = γd and γc > γd will be treated
separately.

3.2.1 Case 1: �c < �d

Theorem 3.4 Under the assumptions of Theorem 2.3 and Theorem 2.4, if γc and γd satisfy

0 < γd − γc ≤ ν

D2
t C

2
k

and 0 <
1

γc
− 1

γd
≤ 1

D̃2
t

ν
k f

, (3.39)

then the domain decomposition solution (pkm,h, p
k
f ,h, u

k
h , p

k
h) converges to the finite element

solution of the coupled system (pm,h, p f ,h, uh, ph). Specifically, if γc and γd further satisfy

0 < γd − γc ≤ ν

D2
t C

2
k

and
1

γc
− 1

γd
≤ 1

D̃2
t

ν
k f

+ γd
, (3.40)

then the algorithm has geometric convergence rate
√

γc
γd
.

Remark 3.5 It is noticeable that for very small viscosity ν and permeability k f in practise,
the upper bounds of the constraints in (3.39) will be very close to 0. Hence γc and γd need to
be very close to each other in order to satisfy (3.39). Therefore, if ν and k f are very small,
then it is very difficult for the choice of γc < γd to reach convergence. In fact, even though
the convergence is reached with extraordinary effort, the convergence will be very slow with

a rate
√

γc
γd

close to 1 in such situation. We will need the Case 3 (γc > γd ) in Subsection

3.2.3 to deal with this difficulty. On the other hand, when viscosity ν and permeability k f

are not small and γd is not too big, it is much easier for the choice of γc < γd to satisfy the
constraints (3.39) and (3.40), hence guarantee the convergence and geometric convergence
rate. These observations provide theoretical instructions for selecting γc and γd and will be
numerically demonstrated in Sect. 4.

Proof Multiplying (3.35) by γc
γd

and adding it to (3.34), we obtain

γc

γd

∥∥∥εk+1
d,h

∥∥∥2
L2(�cd )

+
∥∥∥εk+1

c,h

∥∥∥2
L2(�cd )

=
(

γc

γd

)2 ∥∥∥εkd,h

∥∥∥2
L2(�cd )

+ γc

γd

∥∥∥εkc,h
∥∥∥2
L2(�cd )

+ γc

γd

(
γ 2
d − γ 2

c

) ∥∥∥eku,h · ncd
∥∥∥2
L2(�cd )

+ 1

ρ2

(
1 −
(

γc

γd

)2)∥∥∥ekf ,h
∥∥∥2
L2(�cd )

−2
γc

γd
(γc + γd)

(
c
(
eku,h,uh, e

k
u,h

)
+ c
(
uh, eku,h, e

k
u,h

)
+ ac
(
eku,h, e

k
u,h

))

−2
γc

γd
(γc + γd)

1

ρ

(
am
(
ekm,h, e

k
m,h

)
+ a f

(
ekf ,h, e

k
f ,h

)
+ σkm

μ

∥∥∥ekm,h − ekf ,h

∥∥∥2
L2(�d )

)

−2
γc

γd
(γc + γd)

αν
√
d√

trace
(∏)
〈
Pτ

(
eku,h + k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉
. (3.41)
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For the trilinear form in the right hand side of (3.41), we have

c
(
eku,h,uh, e

k
u,h

)
+ c
(
uh, eku,h, e

k
u,h

)

=
((

eku,h · ∇
)
uh, eku,h

)
�c

+
(
(uh · ∇) eku,h, e

k
u,h

)
�c

−
〈
uh · eku,h, e

k
u,h · ncd

〉
. (3.42)

Using Hölder, Korn, Sobolev and trace inequalities, the three terms in the last line in (3.42)
are bounded as follows,∣∣∣∣

((
eku,h · ∇

)
uh, eku,h

)
�c

∣∣∣∣ ≤
∥∥∥eku,h

∥∥∥2
L4(�c)

‖∇uh‖L2(�c)

≤ C2
s C

3
k

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

‖D(uh)‖L2(�c)
, (3.43)

∣∣∣∣
(
(uh · ∇) eku,h, e

k
u,h

)
�c

∣∣∣∣ ≤ ‖uh‖L4(�c)

∥∥∥∇eku,h

∥∥∥
L2(�c)

∥∥∥eku,h

∥∥∥
L4(�c)

≤ C2
s C

3
k

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

‖D(uh)‖L2(�c)
, (3.44)

∣∣∣〈uh · eku,h, e
k
u,h · ncd

〉∣∣∣ ≤ ∥∥∥eku,h

∥∥∥
L2(�cd )

‖uh‖L4(�cd )

∥∥∥eku,h

∥∥∥
L4(�cd )

≤ Dt E
2
t C

3
k

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

‖D(uh)‖L2(�c)
. (3.45)

By the constraint (2.30) in Theorem 2.3, we know that the discrete solution uh is uniformly
bounded by

‖D (uh)‖L2(�c)
≤ 1√

2ν
R. (3.46)

Then, substituting (3.46) into (3.43)-(3.45), we obtain∣∣∣c (eku,h,uh, e
k
u,h

)
+ c
(
uh, eku,h, e

k
u,h

)∣∣∣
≤ (2C2

s C
3
k + Dt E

2
t C

3
k )

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

‖D(uh)‖L2(�c)

≤ 1√
2ν

R(2C2
s + Dt E

2
t )C

3
k

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

≤ ν

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

, (3.47)

where the last inequality in (3.47) holds due to the assumption (2.31) in Theorem 2.4.
For the BJ condition in the right hand side of (3.41), usingHölder, trace, Korn andYoung’s

inequalities, we have∣∣∣∣∣∣
αν

√
d√

trace
(∏)
〈
Pτ

(
k f

μ
∇ekf ,h

)
, Pτ eku,h

〉∣∣∣∣∣∣
=
∣∣∣∣∣
α
√
k f

ρ

〈
Pτ

(
∇ekf ,h

)
, Pτ eku,h

〉∣∣∣∣∣
≤ α
√
k f

ρ

∥∥∥∇τ e
k
f ,h

∥∥∥−1/2,�cd

∥∥∥Pτ eku,h

∥∥∥
1/2,�cd
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≤ 1

2
αC̃τCtCk2

√
k f

ρ

∥∥∥∇ekf ,h

∥∥∥
L2(�d )

∥∥∥D (eku,h

)∥∥∥
L2(�c)

≤ 1

2
αC̃τCtCk

(
ε

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

+ k f

ρ2ε

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

)

≤ ν

2

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

+ k f

2ρμ

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

. (3.48)

In the last inequality in (3.48), we use ε = ν in the Young’s inequality, the relationship
ρν = μ, and the assumption αC̃τCtCk ≤ 1 in Theorem 2.3.

By the trace inequality (2.25) and the Korn inequality (2.23), we have

∥∥∥eku,h · ncd
∥∥∥2
L2(�cd )

≤ D2
t C

2
k

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

, (3.49)

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

≤ D̃2
t

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

. (3.50)

Summing (3.41) over k from k = 1 to N , combining (3.47), (3.48), (3.49) and (3.50),
then we deduce

γc

γd

∥∥∥εN+1
d,h

∥∥∥2
L2(�cd )

+
N∑

k=2

(
γc

γd
−
(

γc

γd

)2)∥∥∥εkd,h

∥∥∥2
L2(�cd )

+
∥∥∥εN+1

c,h

∥∥∥2
L2(�cd )

+
N∑

k=2

(
1 − γc

γd

)∥∥∥εkc,h
∥∥∥2
L2(�cd )

=
(

γc

γd

)2 ∥∥∥ε1d,h

∥∥∥2
L2(�cd )

+ γc

γd

∥∥∥ε1c,h
∥∥∥2
L2(�cd )

+ γc

γd

(
γ 2
d − γ 2

c

) N∑
k=1

∥∥∥eku,h · ncd
∥∥∥2
L2(�cd )

+ 1

ρ2

(
1 −
(

γc

γd

)2) N∑
k=1

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

− 2
γc

γd
(γc + γd )

N∑
k=1

(
c
(
eku,h , uh , eku,h

)
+ c
(
uh , eku,h , eku,h

)
+ ac

(
eku,h , eku,h

)

+ 1

ρ
am
(
ekm,h , ekm,h

)
+ 1

ρ
a f

(
ekf ,h , ekf ,h

)

+ 1

ρ

(
σkm
μ

(
ekm,h − ekf ,h

)
, ekm,h − ekf ,h

)
�d

+ αν
√
d√

trace
(∏)

〈
Pτ

(
eku,h + k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉 )

≤
(

γc

γd

)2 ∥∥∥ε1d,h

∥∥∥2
L2(�cd )

+ γc

γd

∥∥∥ε1c,h
∥∥∥2
L2(�cd )

+ γc

γd

(
γ 2
d − γ 2

c

)
D2
t C

2
k

N∑
k=1

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

+ 1

ρ2

(
1 −
(

γc

γd

)2)
D̃2
t

N∑
k=1

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )
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− 2
γc

γd
(γc + γd )

N∑
k=1

(
− ν

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

+ 2ν
∥∥∥D(eku,h)

∥∥∥2
L2(�c)

+ km
ρμ

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k f
ρμ

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

+ σkm
ρμ

∥∥∥ekm,h − ekf ,h

∥∥∥2
L2(�d )

+ αν
√
d√

trace
(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

− ν

2

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

− k f
2ρμ

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

)

≤
(

γc

γd

)2 ∥∥∥ε1d,h

∥∥∥2
L2(�cd )

+ γc

γd

∥∥∥ε1c,h
∥∥∥2
L2(�cd )

− 2
γc

γd
(γc + γd )

km
ρμ

N∑
k=1

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

− γc

γd
(γc + γd )

k f
ρμ

(∥∥∥∇eNf ,h

∥∥∥2
L2(�d )

−
∥∥∥∇e0f ,h

∥∥∥2
L2(�d )

)

+
(

γc

γd

(
γ 2
d − γ 2

c

)
D2
t C

2
k − γc

γd
(γc + γd ) ν

) N∑
k=1

∥∥∥D(eu,h)k
∥∥∥2
L2(�c)

+
(

1

ρ2

(
1 −
(

γc

γd

)2)
D̃2
t − γc

γd
(γc + γd )

k f
ρμ

) N∑
k=1

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

(3.51)

Suppose γc and γd are chosen such that

γc

γd

(
γ 2
d − γ 2

c

)
D2
t C

2
k − γc

γd
(γc + γd) ν ≤ 0,

1

ρ2

(
1 −
(

γc

γd

)2)
D̃2
t − γc

γd
(γc + γd)

k f

ρμ
≤ 0,

which are equivalent to

γd − γc ≤ ν

D2
t C

2
k

, (3.52)

1

γc
− 1

γd
≤ 1

D̃2
t

ν
k f

. (3.53)

Then, from (3.51)-(3.53), we derive

γc

γd

∥∥∥εN+1
d,h

∥∥∥2
L2(�cd )

+
N∑

k=2

(
γc

γd
−
(

γc

γd

)2)∥∥∥εkd,h

∥∥∥2
L2(�cd )

+
∥∥∥εN+1

c,h

∥∥∥2
L2(�cd )

+
N∑

k=2

(
1 − γc

γd

)∥∥∥εkc,h
∥∥∥2
L2(�cd )
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+ 2
γc

γd
(γc + γd)

km
ρμ

N∑
k=1

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ γc

γd
(γc + γd)

k f

ρμ

∥∥∥∇eNf ,h

∥∥∥2
L2(�d )

+
(

γc

γd
(γc + γd) ν − γc

γd

(
γ 2
d − γ 2

c

)
D2
t C

2
k

) N∑
k=1

∥∥∥D(eku,h)

∥∥∥2
L2(�c)

+
(

γc

γd
(γc + γd)

k f

ρμ
− 1

ρ2

(
1 −
(

γc

γd

)2)
D̃2
t

)
N∑

k=1

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

≤
(

γc

γd

)2 ∥∥ε1d,h

∥∥2
L2(�cd )

+ γc

γd

∥∥ε1c,h∥∥2L2(�cd )
+ γc

γd
(γc + γd)

k f

ρμ

∥∥∥∇e0f ,h

∥∥∥2
L2(�d )

(3.54)

which implies
∥∥∥εkd,h

∥∥∥2
L2(�cd )

,
∥∥∥εkc,h
∥∥∥2
L2(�cd )

,
∥∥∥eku,h

∥∥∥
1
,
∥∥∥ekm,h

∥∥∥
1
and
∥∥∥ekf ,h

∥∥∥
1
tend to zero as

k −→ ∞.
Next we derive a geometric convergence rate for Case 1. Plugging (3.34) into (3.35), using

trace and Korn inequalities, and combining (3.47) and (3.48), we have

∥∥∥εk+1
d,h

∥∥∥2
L2(�cd )

=
(

γc

γd

)2 ∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

+ 1

ρ2

(
1 −
(

γc

γd

)2)∥∥∥ek−1
f ,h

∥∥∥2
L2(�cd )

+ (γ 2
d − γ 2

c

) ∥∥∥eku,h · ncd
∥∥∥2
L2(�cd )

− 2γc
ρ

(
1 + γc

γd

)(
am
(
ek−1
m,h , ek−1

m,h

)
+ a f

(
ek−1
f ,h , ek−1

f ,h

)

+
(

σkm
μ

(
ek−1
m,h − ek−1

f ,h

)
, ek−1

m,h − ek−1
f ,h

)
�d

)

− 2 (γc + γd )
(
c
(
eku,h,uh, e

k
u,h

)
+ c
(
uh, eku,h, e

k
u,h

))

− 2 (γc + γd ) ac
(
eku,h, e

k
u,h

)

− 2 (γc + γd )
αν

√
d√

trace
(∏)

〈
Pτ

(
eku,h + k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉

=
(

γc

γd

)2 ∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

+ 1

ρ2

(
1 −
(

γc

γd

)2)∥∥∥ek−1
f ,h

∥∥∥2
L2(�cd )

+ (γ 2
d − γ 2

c

) ∥∥∥eku,h · ncd
∥∥∥2
L2(�cd )

− 2γc
ρ

(
1 + γc

γd

)(
km
μ

‖∇ek−1
m,h ‖2L2(�d )

+ k f

μ
‖∇ek−1

f ,h ‖2L2(�d )

+σkm
μ

∥∥∥ek−1
m,h − ek−1

f ,h

∥∥∥2
L2(�d )

)

− 2 (γc + γd )

(
c
(
eku,h,uh, e

k
u,h

)
+ c
(
uh, eku,h, e

k
u,h

)
2ν
∥∥∥D(eku,h)

∥∥∥2
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)
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− 2 (γc + γd )
αν

√
d√

trace
(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

− 2 (γc + γd )
αν

√
d√

trace
(∏)

〈
Pτ

(
k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉

≤
(

γc

γd

)2 ∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

+ 1

ρ2

(
1 −
(

γc

γd

)2)
D̃2
t

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�cd )

+ (γ 2
d − γ 2

c

)
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t C

2
k

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

− 2γc
ρ

(
1 + γc

γd
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μ

‖∇ek−1
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+ k f

μ
‖∇ek−1
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μ

∥∥∥ek−1
m,h − ek−1

f ,h

∥∥∥2
L2(�d )

)

− 2 (γc + γd )

(
−ν‖D(eku,h)‖2L2(�c)

+ 2ν
∥∥∥D(eku,h)

∥∥∥2
L2(�c)

)

− 2 (γc + γd )
αν

√
d√

trace
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∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

+ 2 (γc + γd )
ν

2

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

+ 2 (γc + γd )
k f

2ρμ

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

≤
(

γc

γd

)2 ∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

− 2γc
ρ

(
1 + γc

γd

)(
km
μ

‖∇ek−1
m,h ‖2L2(�d )

+ σkm
μ

∥∥∥ek−1
m,h − ek−1

f ,h

∥∥∥2
L2(�d )

)

+ 1

ρ2

(
1 −
(

γc

γd

)2)
D̃2
t

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�cd )

− (γc + γd )
k f

ρμ

(
2γc
γd

− 1

)∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

+ (γ 2
d − γ 2

c

)
D2
t C

2
k

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

− (γc + γd ) ν‖D(eku,h)‖2L2(�c)

− 2 (γc + γd )
αν

√
d√

trace
(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

(3.55)

Suppose γc and γd are chosen such that

(
γ 2
d − γ 2

c

)
D2
t C

2
k − (γc + γd) ν ≤ 0,

1

ρ2

(
1 −
(

γc

γd

)2)
D̃2
t − (γc + γd)

k f

ρμ

(
2γc
γd

− 1

)
≤ 0,

which are equivalent to

γd − γc ≤ ν

D2
t C

2
k

, (3.56)

1

γc
− 1

γd
≤ 1

D̃2
t

ν
k f

+ γd
. (3.57)

Noting that the constraints (3.56) and (3.52) are the same, but the upper bound of constraint
(3.57) is smaller than that of constraint (3.53).
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Then, from (3.55)-(3.57), we obtain

∥∥∥εk+1
d,h

∥∥∥2
L2(�cd )

≤
(

γc

γd

)2 ∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

,

which implies the geometric convergence rate
√

γc
γd

for εkd,h .

Setting ψm = ekm,h and ψ f = ekf ,h in (3.28), we have

km
μ

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k f

μ

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

+ σkm
μ

∥∥∥ekm,h − ekf ,h

∥∥∥2
L2(�d )

+ 1

ργd

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

= 1

γd

〈
εkd,h, e

k
f ,h

〉
. (3.58)

Using Hölder’s and Young’s inequalities, we estimate the right hand side of (3.58) as follows,

1

γd

〈
εkd,h, e

k
f ,h

〉
≤ 1

γd

∥∥∥εkd,h

∥∥∥
L2(�cd )

∥∥∥ekf ,h
∥∥∥
L2(�cd )

≤ 1

2γd

(
ε

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

+ 1

ε

∥∥∥εkd,h

∥∥∥2
L2(�cd )

)

≤ 1

ργd

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

+ ρ

4γd

∥∥∥εkd,h

∥∥∥2
L2(�cd )

(3.59)

where ε = 2
ρ
in the Young’s inequality. From (3.58) and (3.59), it is easily seen that

km
ρμ

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k f

ρμ

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

+ σkm
ρμ

∥∥∥ekm,h − ekf ,h

∥∥∥2
L2(�d )

≤ 1

4γd

∥∥∥εkd,h

∥∥∥2
L2(�cd )

(3.60)

which implies the convergence rate for
∥∥∥ekm,h

∥∥∥
1
and
∥∥∥ekf ,h

∥∥∥
1
is at least

√
γc
γd
. From (3.31)

and the convergence of ekf ,h and εkd,h , we can obtain the geometric convergence rate for εkc,h .
Through (3.29)-(3.30) and (3.32) -(3.33), we can similarly obtain the geometric convergence
rate for the rest variables. ��

3.2.2 Case 2: �c = �d

In the case γd = γc = γ , by Lemma 3.3, we have∥∥∥εk+1
c,h

∥∥∥2
L2(�cd )

=
∥∥∥εkd,h

∥∥∥2
L2(�cd )

− 4γ

ρ

(
am
(
ekm,h, e

k
m,h

)
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(
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k
f ,h

)
+
(

σkm
μ

(
ekm,h − ekf ,h

)
, ekm,h − ekf ,h

)
�d

)
. (3.61)

∥∥∥εk+1
d,h

∥∥∥2
L2(�cd )

=
∥∥∥εkc,h
∥∥∥2
L2(�cd )

− 4γ
(
c
(
eku,h,uh, e

k
u,h

)
+ c
(
uh, eku,h, e

k
u,h

)
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eku,h, e

k
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d√

trace
(∏)
〈
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(
eku,h + k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉
, (3.62)

Theorem 3.6 Under the assumptions of Theorem 2.3 and Theorem 2.4, if γc = γd = γ ,
then the domain decomposition solution (pkm,h, p

k
f ,h, u

k
h , p

k
h) converges to the finite element

solution of the coupled system.

Proof Adding (3.61) and (3.62) and summing over k from 1 to N , we derive
∥∥∥εN+1

d,h

∥∥∥2
L2(�cd )

+
∥∥∥εN+1

c,h

∥∥∥2
L2(�cd )
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= ∥∥ε1d,h

∥∥2
L2(�cd )
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)
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By (3.47) and (3.48), we have
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)
, ekm,h − ekf ,h

)
�d

+ αν
√
d√

trace
(∏)
〈
Pτ

(
eku,h + k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉

≥ 2ν
∥∥∥D (eku,h

)∥∥∥2
L2(�c)

+ km
ρμ

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k f

ρμ

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

+σkm
ρμ

∥∥∥∇ekm,h − ∇ekf ,h

∥∥∥2
L2(�d )

+ αν
√

d√
trace

(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

− ν

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

−ν

2

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

− k f

2ρμ

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

≥ ν

2

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

+ km
ρμ

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k f

2ρμ

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

+σkm
ρμ

∥∥∥∇ekm,h − ∇ekf ,h

∥∥∥2
L2(�d )

+ αν
√

d√
trace

(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

+ k f

2ρμ

(∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

−
∥∥∥∇ek−1

f ,h

∥∥∥2
L2(�d )

)
. (3.64)

Considering (3.64) into (3.63), we deduce

∥∥∥εN+1
d,h

∥∥∥2
L2(�cd )

+
∥∥∥εN+1

c,h

∥∥∥2
L2(�cd )

= ∥∥ε1d,h

∥∥2
L2(�cd )

+ ∥∥ε1c,h∥∥2L2(�cd )
− 4γ

N∑
k=1

(
c
(
eku,h,uh, e

k
u,h

)
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+ c
(
uh, eku,h, e

k
u,h

)
+ ac
(
eku,h, e

k
u,h

)
+ 1

ρ
am
(
ekm,h, e

k
m,h

)

+ 1

ρ
a f

(
ekf ,h, e

k
f ,h

)
+ 1

ρ

(
σkm
μ

(
ekm,h − ekf ,h

)
, ekm,h − ekf ,h

)
�d

+ αν
√
d√

trace
(∏)
〈
Pτ

(
eku,h + k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉 )

≤ ∥∥ε1d,h

∥∥2
L2(�cd )

+ ∥∥ε1c,h∥∥2L2(�cd )
− 4γ

N∑
k=1

(
ν

2

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

+ km
ρμ

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k f

2ρμ

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

)

− 4γ
N∑

k=1

⎛
⎝σkm

ρμ

∥∥∥∇ekm,h − ∇ekf ,h

∥∥∥2
L2(�d )

+ αν
√

d√
trace

(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

⎞
⎠

− 2γ
k f

ρμ

(∥∥∥∇eNf ,h

∥∥∥2
L2(�d )

−
∥∥∥∇e0f ,h

∥∥∥2
L2(�d )

)
. (3.65)

Moving the negative terms on the right hand side of (3.65) to the left hand side, then we get

∥∥∥εN+1
d,h

∥∥∥2
L2(�cd )

+
∥∥∥εN+1

c,h

∥∥∥2
L2(�cd )

+ 4γ
N∑

k=1

(
ν

2

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

+ km
ρμ

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k f

2ρμ

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

)

+ 2γ
k f

ρμ

∥∥∥∇eNf ,h

∥∥∥2
L2(�d )

+ 4γ
N∑

k=1

(
σkm
ρμ

∥∥∥∇ekm,h − ∇ekf ,h

∥∥∥2
L2(�d )

+ αν
√

d√
trace

(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

⎞
⎠

≤ ∥∥ε0d,h

∥∥2
L2(�cd )

+ ∥∥ε0c,h∥∥2L2(�cd )
+ 2γ

k f

ρμ

∥∥∥∇e0f ,h

∥∥∥2
L2(�d )

(3.66)

which implies eku,h tends to zero in
(
H1 (�c)

)d
, and ekm,h and ekf ,h tend to zero in H1 (�d),

respectively. The convergence of ekm,h and e
k
f ,h together with the error equation (3.28) implies

the convergence of εkd,h in H− 1
2 (�cd). Combining the convergence of εkd,h and ekf ,h and

the error equation (3.31), we deduce the convergence of εkc,h in H− 1
2 (�cd). Combining the

convergence of ekf ,h and the error equation on the interface (3.33), we deduce the convergence

of −→ε k
cτ,h in H− 1

2 (�cd). The convergence of the pressure then follows from error equation
(3.29) and the discrete counterpart of the inf-sup condition (2.27). Hence we have proved the
theorem. ��

In order to obtain an explicit convergence rate for the case γc = γd and the case γc > γd
in next subsection, we introduce the inverse inequality for the Dual-Porosity model in the
lemma below.One of the key ingredients in the following estimation is an extension technique
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which was used in [26] for the Stokes–Darcy model. An alternate extension technique is the
discrete harmonic extension used in [54] and can provide equivalent results. Here we will use
the extension technique in [26] and prove the inverse inequality for the Dual-Porosity model
where two coupled Darcy equations need to be handled properly. Particularly, we obtain a
more precise result with the help of Young’s inequality than that in [26, 54], and get rid of
the lower bound constraints of the mesh size required in [54].

Based on the inverse inequality for finite element spaces, see Lemma 4.5.3 in [61],
we reduce the quasi-uniform assumption on the entire partition to a local quasi-uniform
assumption only for the elements near the interface �cd :

Lemma 3.7 (Local inverse inequality) Let �0
h ⊂ H1(�d) be the finite element space with

shape regular and local quasi-uniform triangulation Td,h. Then, we have

‖∇ψh‖L2(K ) ≤ CI h
−1 ‖ψh‖L2(K ) ∀ψh ∈ �0

h , (3.67)

for all K ∈ Td,h along the interface �cd and Ch ≤diam K ≤ h.

Lemma 3.8 Under the assumption of Lemma 3.7, then we have

∥∥∥εkd,h

∥∥∥2
L2(�cd )

≤ 4γ 2
d C

2
I h

−1

(
k2m
μ2

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k2f
μ2

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

)

+ 2

ρ2

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

. (3.68)

Remark 3.9 This inverse inequality is critical to the analysis of convergence rate for the cases
γc = γd and γc > γd below. By several techniques different from those of [54], we obtain
a more precise estimate and get rid of the lower bound constraints of mesh size in Lemma
2.3 of [54]. Moreover, we use the local inverse inequality on the elements along the interface
(see Lemma 3.7) instead of the inverse inequality on the boundary in Lemma 2.2 of [54], and
avoid using any inverse inequality for the Stokes equation, in order to simplify the analysis
of the case γc > γd .

Proof First, we introduce the zero extension operator Ed,h from �h to �0
h as follows,

Ed,hε
k
d,h (N ) =

{
εkd,h (N ) if N ∈ Nd,h |�cd ,

0 if N ∈ Nd,h \ Nd,h |�cd ,
(3.69)

whereNd,h denotes the set of nodes for global basis functions on the finite element triangu-
lation on �d . We directly recall the following conclusion (see Lemma 5.4 in [26] for more
details):∥∥∥Ed,hε

k
d,h

∥∥∥2
L2(�d )

≈ hd
∑

N∈Nd,h

(
Ed,hε

k
d,h (N )

)2 ≈ hd
∑

N∈Nd,h |�cd

(
εkd,h (N )

)2 ≈ h
∥∥∥εkd,h

∥∥∥2
L2(�cd )

.

(3.70)

Setting ψm = ψ f = Ed,hε
k
d,h in (3.28)

am
(
ekm,h, Ed,hε

k
d,h

)
+ a f

(
ekf ,h, Ed,hε

k
d,h

)
+
〈
ekf ,h
γdρ

, εkd,h

〉
=
〈

εkd,h

γd
, εkd,h

〉
, (3.71)

and using the Cauchy-Schwarz inequality and Young’s inequality, we get

∥∥∥εkd,h

∥∥∥2
L2(�cd )

= γdam
(
ekm,h, Ed,hε

k
d,h

)
+ γda f

(
ekf ,h, Ed,hε

k
d,h

)
+
〈
ekf ,h
ρ

, εkd,h

〉

123



   67 Page 24 of 45 Journal of Scientific Computing            (2023) 95:67 

≤ γd
km
μ

∥∥∥∇ekm,h

∥∥∥
L2(�d )

∥∥∥∇Ed,hε
k
d,h

∥∥∥
L2(�d )

+γd
k f

μ

∥∥∥∇ekf ,h

∥∥∥
L2(�d )

∥∥∥∇Ed,hε
k
d,h

∥∥∥
L2(�d )

+ 1

ρ

∥∥∥ekf ,h
∥∥∥
L2(�cd )

∥∥∥εkd,h

∥∥∥
L2(�cd )

≤ 1

2
γd

km
μ

(
ε1

∥∥∥∇Ed,hε
k
d,h

∥∥∥2
L2(�d )

+ 1

ε1

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

)

+1

2
γd

k f

μ

(
ε2

∥∥∥∇Ed,hε
k
d,h

∥∥∥2
L2(�d )

+ 1

ε2

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

)

+ 1

2ρ

(
ε3

∥∥∥εkd,h

∥∥∥2
L2(�cd )

+ 1

ε3

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

)
. (3.72)

Let Fd,h be the subset of the partition Td,h containing only elements along the interface
�cd . Since Ed,hε

k
d,h |K vanishes for the element K not close to the interface �cd , then we have

∥∥∥Ed,hε
k
d,h

∥∥∥2
L2(�d )

=
∑

K∈Fd,h

∥∥∥Ed,hε
k
d,h

∥∥∥2
L2(K )

, (3.73)

∥∥∥∇Ed,hε
k
d,h

∥∥∥2
L2(�d )

=
∑

K∈Fd,h

∥∥∥∇Ed,hε
k
d,h

∥∥∥2
L2(K )

. (3.74)

From (3.73), (3.74) and Lemma 3.7, we deduce∥∥∥∇Ed,hε
k
d,h

∥∥∥
L2(�d )

≤ CI h
−1
∥∥∥Ed,hε

k
d,h

∥∥∥
L2(�d )

. (3.75)

Substituting (3.75) into (3.72), and considering (3.70), then we obtain

∥∥∥εkd,h

∥∥∥2
L2(�cd )

≤ 1

2
γd

km
μ

(
ε1C

2
I h

−1
∥∥∥εkd,h

∥∥∥2
L2(�cd )

+ 1

ε1

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

)

+1

2
γd

k f

μ

(
ε2C

2
I h

−1
∥∥∥εkd,h

∥∥∥2
L2(�cd )

+ 1

ε2

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

)

+ 1

2ρ

(
ε3

∥∥∥εkd,h

∥∥∥2
L2(�cd )

+ 1

ε3

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

)
. (3.76)

Merging the same terms, we have
(
1 − γd

2μ

C2
I

h

(
kmε1 + k f ε2

)− ε3

2ρ

)∥∥∥εkd,h

∥∥∥2
L2(�cd )

≤ 1

2
γd

km
μ

1

ε1

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ 1

2
γd

k f

μ

1

ε2

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

+ 1

2ρ

1

ε3

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

, (3.77)

and setting ε1 = 1
4γd

μ
km

h
C2
I
, ε2 = 1

4γd
μ
k f

h
C2
I
and ε3 = ρ

2 , we have

1

2

∥∥∥εkd,h

∥∥∥2
L2(�cd )

≤ 2γ 2
d
C2
I

h

k2m
μ2

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ 2γ 2
d
C2
I

h

k2f
μ2

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )
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+ 1

ρ2

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

. (3.78)

Hence we have
∥∥∥εkd,h

∥∥∥2
L2(�cd )

≤ 4γ 2
d C

2
I h

−1

(
k2m
μ2

∥∥∥∇ekm,h

∥∥∥2
L2(�d )

+ k2f
μ2

∥∥∥∇ekf ,h

∥∥∥2
L2(�d )

)

+ 2

ρ2

∥∥∥ekf ,h
∥∥∥2
L2(�cd )

(3.79)

which proves the lemma. ��
Theorem 3.10 Under the assumptions of Theorem 2.3 and Theorem 2.4, if γc = γd = γ

and γ ≥ max
{
km
4ν ,

k f
ν

}
, then the domain decomposition algorithm has convergence rate

proportional to 1 − O(h).

Proof Substituting (3.47), (3.48) and (3.61) into (3.62), we obtain∥∥∥εk+1
d,h

∥∥∥2
L2(�cd )

=
∥∥∥εk−1

d,h

∥∥∥2
L2(�cd )

− 4γ

ρ

(
am
(
ek−1
m,h , ek−1

m,h

)
+ a f

(
ek−1
f ,h , ek−1

f ,h

)

+
(

σkm
μ

(
ek−1
m,h − ek−1

f ,h

)
, ek−1

m,h − ek−1
f ,h

)
�d

)

− 4γ
(
c
(
eku,h,uh, e

k
u,h

)
+ c
(
uh, eku,h, e

k
u,h

)
+ ac
(
eku,h, e

k
u,h

)

+ αν
√
d√

trace
(∏)
〈
Pτ

(
eku,h + k f

μ
∇ek−1

f ,h

)
, Pτ eku,h

〉⎞
⎠

≤
∥∥∥εk−1

d,h

∥∥∥2
L2(�cd )

− 4γ

ρ

(
km
μ

‖∇ek−1
m,h ‖2L2(�d )

+k f

μ
‖∇ek−1

f ,h ‖2L2(�d )
+ σkm

μ

∥∥∥ek−1
m,h − ek−1

f ,h

∥∥∥2
L2(�d )

)

− 4γ

(
−ν

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

+ 2ν
∥∥∥D (eku,h

)∥∥∥2
L2(�c)

)

− 4γ
αν

√
d√

trace
(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

− 4γ

(
−ν

2

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

− k f

2ρμ

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

)

≤
∥∥∥εk−1

d,h

∥∥∥2
L2(�cd )

− 4γ

ρ

km
μ

‖∇ek−1
m,h ‖2L2(�d )

− 2γ

ρ

k f

μ
‖∇ek−1

f ,h ‖2L2(�d )

− 2γ ν

∥∥∥D (eku,h

)∥∥∥2
L2(�c)

− 4γ

ρ

σkm
μ

∥∥∥ek−1
m,h − ek−1

f ,h

∥∥∥2
L2(�d )

− 4γ
αν

√
d√

trace
(∏)
∥∥∥Pτ eku,h

∥∥∥2
L2(�cd )

. (3.80)

By the inverse inequality (3.68), we have
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h

4γ 2C2
I

∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

≤ k2m
μ2

∥∥∥∇ek−1
m,h

∥∥∥2
L2(�d )

+ k2f
μ2

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

+ h

2ρ2γ 2C2
I

∥∥∥ek−1
f ,h

∥∥∥2
L2(�cd )

. (3.81)

For the last term in above inequality, using the trace inequality (2.25), we deduce

h

2ρ2γ 2C2
I

∥∥∥ek−1
f ,h

∥∥∥2
L2(�cd )

≤ hD̃2
t

2ρ2γ 2C2
I

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

≤ k2f
μ2

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

(3.82)

where the last inequality holds if the mesh size is small enough such that h ≤ 2C2
I

D̃2
t

k2f
ν2

γ 2.

Combining (3.81) and (3.82), we have

h

4γ 2C2
I

∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

≤ k2m
μ2

∥∥∥∇ek−1
m,h

∥∥∥2
L2(�d )

+ 2
k2f
μ2

∥∥∥∇ek−1
f ,h

∥∥∥2
L2(�d )

≤ 4γ

ρ

km
μ

‖∇ek−1
m,h ‖2L2(�d )

+ 2γ

ρ

k f

μ
‖∇ek−1

f ,h ‖2L2(�d )
(3.83)

where the last inequality uses the assumption γ ≥ max
{
km
4ν ,

k f
ν

}
. The restriction γ ≥

max
{
km
4ν ,

k f
ν

}
is actually γ ≥ k f

ν
, since the matrix permeability km is much smaller than the

micro-fracture permeability k f in the Dual-Porosity model.
Finally, substituting (3.83) into (3.80) and dropping the last three terms in the right hand

side of (3.80), then we obtain∥∥∥εk+1
d,h

∥∥∥2
L2(�cd )

≤
∥∥∥εk−1

d,h

∥∥∥2
L2(�cd )

− 4γ
km
ρμ

‖∇ek−1
m,h ‖2L2(�d )

− 2γ
k f

ρμ
‖∇ek−1

f ,h ‖2L2(�d )

≤
(
1 − h

4γ 2C2
I

)∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

(3.84)

which implies that the rate of convergence depends on the mesh size h and is proportional
to 1 − O(h) for small h. The same convergence rate can be obtained for the rest variables
through arguments at the end of proof in Theorem 3.4. ��

3.2.3 Case 3: �c > �d

In this subsectionwe consider the case γc > γd . In [26], this case was analyzed for the steady-
stateStokes–DarcymodelwithBJSJ interface condition,which ismucheasier than the steady-
state Dual-porosity-Navier–Stokes model with BJ interface condition in this paper, and they
derived a convergence rate of 1-O(h) provided that γc and γd are close enough. Recently, in
[54], this case was also analyzed for the steady-state Stokes–Darcy model with BJ interface
condition and an almost optimal geometric convergence rate was derived. For the analysis
in this recent work, the techniques of the discrete harmonic extension and discrete Stokes
extension were used to obtain two important inverse inequalities one for Darcy model and the
other for the Stokes equation, and the mesh size h was required to be bigger than the viscosity
and hydraulic conductivity. In our analysis below, simpler and more precise constrains are
presented to obtain the optimal geometric convergence rate. Hence the theoretical analysis
results in this section are more practically useful for providing instructions to select γc and
γd , see the remark below and the numerical experiments in Sect. 4. Specifically, the inverse
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inequality (3.68) for the Dual-Porosity model is enough in the analysis by properly selecting
the scaling parameter, and no particular lower bound constraints are required for the mesh
size h.

Theorem 3.11 Under the assumptions of Theorem 2.3 and Theorem 2.4, if γc and γd satisfy

0 <

(
γc

γd
− 1
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≤ 1, (3.85)
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)
≤ 1, (3.86)

then the domain decomposition solution (pkm,h, p
k
f ,h, u

k
h , p

k
h) converges to the finite element

solution of the coupled system (pm,h, p f ,h, uh, ph). Specifically, if γc and γd further satisfy
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γ 2
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γ 2
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)
≤ γ 2

c

γ 2
c + γ 2

d

, (3.88)

then the algorithm has geometric convergence rate
√

γd
γc
.

Remark 3.12 In Remark 3.5, we noted that, for low permeability the conditions (3.39) and
(3.40) are hard to be satisfied unless γc is close to γd . However, Theorem 3.11 indicates
that for low permeability the conditions (3.85) and (3.86) are easier to be satisfied with
properly selected γc > γd . It is also noted that the constraints of Robin parameters in
Theorem 3.11 depend on both the model parameters (permeability and viscosity) and the
mesh size. From the analysis of Theorem 3.11 and the numerical experiments, we have the
following general observations about how to properly choose Robin parameters in the case
of small permeability and viscosity. If the permeability is much smaller than ν, then γc > γd
should be considered and γd should be accordingly increased to counteract the effect of small
permeability. If the value of ν is very small, the value of γd should be accordingly reduced
to counteract the effect of small ν, while the choice of γc > γd or γc < γd depends on the
the permeability value. There is another possible way to decide the Robin parameters, that is
the optimized Schwarz method discussed in [44, 48, 52]. It works well for the Stokes–Darcy
model and Dual-Porosity-Stokes models, but more refined future works are needed for the
Navier–Stokes–Darcy and Dual-Porosity-Navier–Stokes models.

Proof Multiplying (3.35) by δ and adding it to (3.34), we obtain

δ
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Summing (3.89) over k from k = 1 to N , using trace and Korn inequalities, and combining
(3.47) and (3.48), then we deduce
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Setting δ = 1 in above inequality, moving the term
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Assuming that
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which is equivalent to
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Then, from (3.91), (3.92) and (3.93), we have
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which implies the convergence of eku,h , e
k
m,h and ekf ,h .

Next we derive a geometric convergence rate for Case 3. Plugging (3.34) into (3.35), using
the inverse inequality (3.68) and trace inequality, and combining (3.47) and (3.48), we have
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Then we have
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0 <

(
γc

γd
− 1

)(
2
C2
I

h

km
ν

γd − γ 2
c

γ 2
c + γ 2

d

)
≤ γ 2

c

γ 2
c + γ 2

d

,

0 <

(
γc

γd
− 1

)(
4
C2
I

h

k f

ν
γd + D̃2

t
ν

k f

1

γd
− 2

γ 2
c

γ 2
c + γ 2

d

)
≤ γ 2

c

γ 2
c + γ 2

d

.

Then, considering (3.97) and (3.98) into (3.96), we obtain

∥∥∥εk+1
d,h

∥∥∥2
L2(�cd )

≤
(

γd

γc

)2 ∥∥∥εk−1
d,h

∥∥∥2
L2(�cd )

which implies the geometric convergence rate
√

γd
γc

for εkd,h . The geometric convergence rate

can be similarly obtained for the rest variables through same arguments at the end of proof
in Theorem 3.4. ��

Next, we deduce the possible range of Robin parameters which satisfy the restrictions
(3.85)-(3.86) to ensure the convergence in the above theorem. From the first restriction
(3.85), we can see that

γd ∈
[
1

2

h

C2
I

ν

km
,+∞

)
and γc ∈

⎛
⎝γd ,

2
C2
I
h

km
ν

γd

2
C2
I
h

km
ν

γd − 1
γd

⎤
⎦ . (3.99)

If γd is close to 1
2

h
C2
I

ν
km

, then γc will have a very wide range extended to (γd ,+∞). In this

situation, the range of the second restriction (3.86) is more decisive. It is easy to see that

4
C2
I
h

k f
ν

γd + D̃2
t

ν
k f

1
γd

− 2 has an extreme point on the positive semi-axis

γd = √
h

D̃t

2CI

ν

k f
(3.100)

which also lies in the range of γd by (3.99) as h ≤ k2m
k2f
C2
I D̃

2
t , and the corresponding minimum

value is

min
γd>0

{
4
C2
I

h

k f

ν
γd + D̃2

t
ν

k f

1

γd
− 2

}
= 4

CI D̃t√
h

− 2 (3.101)
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which is positive for h < 4C2
I D̃

2
t . Substituting the minimum value (3.101) into (3.86), we

deduce

γc

γd
− 1 ≤ 1

4
C2
I
h

k f
ν

γd + D̃2
t

ν
k f

1
γd

− 2
≤ 1

4CI D̃t√
h

− 2
. (3.102)

Meanwhile, substituting the extreme point (3.100) into the term 2
C2
I
h

km
ν

γd − 1 in (3.85), we
have

γc

γd
− 1 ≤ 1

2
C2
I
h

km
ν

γd − 1
≤

√
h

km
k f
CI D̃t − √

h
. (3.103)

Then, for γd > 0, the range of γc is restricted by

γd ≤ γc ≤ min

⎧⎨
⎩

4CI D̃t − √
h

4CI D̃t − 2
√
h

,

km
k f
CI D̃t

km
k f
CI D̃t − √

h

⎫⎬
⎭ γd . (3.104)

Since km ≤ k f in the Dual-Porosity model, the upper bound coefficient in (3.104) is actually

min

⎧⎨
⎩

4CI D̃t − √
h

4CI D̃t − 2
√
h

,

km
k f
CI D̃t

km
k f
CI D̃t − √

h

⎫⎬
⎭ = 4CI D̃t − √

h

4CI D̃t − 2
√
h

(3.105)

for h <
(
4 − km

k f

)2
C2
I D̃

2
t . Finally, the range of Robin parameters decided by (3.85)-(3.86)

is

γd ∈
[
1

2

h

C2
I

ν

km
,+∞

)
and γc ∈

(
γd ,

4CI D̃t − √
h

4CI D̃t − 2
√
h

γd

]
(3.106)

where h ≤ k2m
k2f
C2
I D̃

2
t .

4 Numerical Examples

In this section, we will present three numerical experiments to verify the theoretical
conclusions and demonstrate the features of the proposed model and method.

4.1 Convergence Tests

First we consider the model problem (2.1)-(2.8) on � = [0, 1] × [−0.25, 0.75] where
the Dual-Porosity domain is �d = [0, 1] × [0, 0.75] and the conduit domain is �c =
[0, 1] × [−0.25, 0]. The interface between these two domains is �cd = (0, 1) × {0}. The
following exact solutions are used:

pm = (y2 − y3
)
cos(x), p f = (ey + e−y − 2

)
sin(x), (x, y) ∈ �d , (4.1)

u =
⎛
⎝

k f
μ

( 1
π
sin(2π y) − 2y

)
cos(x)

k f
μ

(
1

π2 sin
2(π y) − y2

)
sin(x)

⎞
⎠ , p = 0, (x, y) ∈ �c. (4.2)
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Then the source terms and Dirichlet boundary conditions of the model are chosen such
that the above functions are the exact solutions of the model. We use a uniform grid with
grid size h = 1/64. The Taylor-Hood elements are used for the Navier–Stokes system and
the quadratic finite elements are used for the Dual-Porosity system. The initial values of
the iteration are randomly set between 0 and 1. The stopping criteria for the iteration is
‖ukh − uk−1

h ‖L2(�c)
≤ 10−9 and the maximum iteration number is set to 20.

In this example, we present three tests with different model parameters to test the effect of
Robin parameters on the convergence of domain decomposition method. In addition to the
three cases γc = γd , γc < γd , and γc > γd discussed in this paper, we also compare them
with the optimized parameters which are just directly borrowed from the optimized Schwarz
method for the steady-state Dual-Porosity-Stokesmodel with BJS condition (seemore details
in [52]). As mentioned in Remark 3.12, these parameters are not necessarily optimal for the
Dual-porosity-Navier–Stokesmodel, andmore refined futureworks are needed for thismodel,
since this paper does not focus on the optimized Schwarz method.

We first investigate the performance of the proposed method for

test A km = 10−3, k f = 10−1, μ = 1, ν = 1, ρ = 1, σ = 0.5, α = 1.

In this case, the values of permeability k f and viscosity ν are not small. According to
Theorem 3.4 the choice of γc < γd should be suitable and their constraints (3.39) and (3.40)
are independent of mesh size. In this test, we consider two step sizes h = 1/32, 1/64. γc
is set to 15 and γd is chosen to be one value in the set {5, 15, 30, 45} for the comparison
purpose. In this comparison, we also add the optimized Robin parameters from [52]: γd =
201.0619, γc = 9.3302 for h = 1/32 and γd = 402.1239, γc = 9.3302 for h = 1/64, which
are computed through an optimal formula in [52] (see (3.48) in Theorem 3.5 of [52]). At
each domain decomposition iteration step, the errors are computed between the finite element
solution of the domain decomposition method and the coupled finite element solution. The
L2-norm convergence for the parallel scheme (Algorithm 3.1) with h = 1/32 is shown in
Fig. 2. The figure for h = 1/64 is very similar, hence omitted here due to the page limitation.
To compare the parallel scheme and the serial scheme (Algorithm 3.2), we correspondingly
present the L2-norm convergence of the serial scheme with h = 1/32 in Fig. 3. In this case,
the serial scheme shows a little better convergence than the parallel scheme although they
have similar convergence rate.

From these numerical results, we can see that the domain decomposition iterations are
convergent to the conforming finite element solution as γc ≤ γd . The optimized Robin
parameters borrowed from [52] also work well for the Dual-Porosity-Navier–Stokes model
in this case. In Fig. 4, we present the contour of the logarithm of error ratio ‖e20h ‖0/‖e1h‖0
computed by the parallel scheme with (γc, γd) ∈ [0, 1000] × [0, 1000]. From the contour
in Fig. 4, we see that for the relatively larger permeability and viscosity used in this case,
γc < γd does show better convergence, which is in accordance with the analysis in Theorem
3.4.

In Table 1, we also list the numerical results of γd = 45, γc = 15 at selected iteration
steps to clearly compare the error and rate with different mesh sizes h = 1/32, 1/64. All
the listed convergence rates are smaller than the corresponding theoretical geometric rate(√

15
45

)4
≈ 0.11. Hence we observe that the geometric convergence rate is independent of

mesh size as long as the convergence is guaranteed.
In order to test the robustness of the proposed method for small permeability, we consider

test B km = 10−8, k f = 10−6, μ = 10−2, ν = 10−2, ρ = 1, σ = 0.5, α = 1.
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Fig. 2 Test A: L2-norm errors of parallel DDM iterations with h = 1/32

Table 1 Test A: convergence error and rate of parallel DDM with γc = 15 and γd = 45

k ||ekm,h ||1 Rate ||ekf ,h ||1 Rate ||eku,h ||1 Rate ||ekp,h ||1 Rate

Parallel DDM with h = 1/64

8 1.5977e−5 – 4.9443e−4 – 2.3190e−5 – 8.5296e−3 –

12 1.0474e−6 0.0656 3.2414e−5 0.0656 1.5188e−6 0.0655 5.5927e−4 0.0656

16 6.8611e−8 0.0655 2.1233e−6 0.0655 9.9482e−8 0.0655 3.6637e−5 0.0655

20 4.4936e−9 0.0655 1.3907e−7 0.0655 6.5211e−9 0.0656 2.3998e−6 0.0655

Parallel DDM with h = 1/32

8 1.5899e−5 – 4.9203e−4 – 2.3011e−5 – 8.5041e−3 –

12 1.0416e−6 0.0655 3.2235e−5 0.0655 1.5061e−6 0.0654 5.5734e−4 0.0655

16 6.8189e−8 0.0655 2.1103e−6 0.0655 9.8514e−8 0.0654 3.6486e−5 0.0655

20 4.4623e−9 0.0654 1.3810e−7 0.0654 6.4448e−9 0.0654 2.3876e−6 0.0654
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Fig. 3 Test A: L2-norm errors of serial DDM iterations with h = 1/32

In this case, the value of permeability is much smaller than the previous case. According to
Theorem 3.11, we consider γc > γd . To compare the parallel and serial schemes, the L2-
norm convergence with h = 1/32 are shown for them in Fig. 5. The parameter pair (γd , γc)

is set to (10, 15), (50, 75), (100, 150), and (20, 450), respectively. Among these pair values,
(20, 450) is very close to one of the local optimal parameters of the parallel scheme which
can be observed in the contour of log

(‖e20h ‖0
)
with h = 1/32 in Figs. 6.

From these numerical results, we can see the potential of the case γc > γd for handling low
permeability. By increasing the value of (γd , γc) from (10, 15) to (100, 150), the convergence
of the parallel DDM is improved with the relatively bigger parameter (100, 150). This is
consistent with the discussion in Remark 3.12 that a relatively large γd is more suitable in
the case of small permeability. From the comparison between the parallel and serial schemes,
it can be seen that the serial scheme does not necessarily have better convergence than the
parallel scheme, and their local optimal parameters are quite different.

In Table 2 , we list the numerical results of γd = 100, γc = 150 at selected iteration
steps to compare the convergence error and rate of the parallel scheme under different mesh
sizes h = 1/32, 1/64. All the listed convergence rates are smaller than or close to the corre-

sponding theoretical geometric rate

(√
100
150

)4
≈ 0.44. Hence we observe that the geometric
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Fig. 4 Test A: contour of log
(
‖e20h ‖0/‖e1h‖0

)
of parallel DDM with (γc, γd ) ∈ [0, 1000] × [0, 1000]

Table 2 Test B: convergence error and rate of parallel DDM with γc = 150 and γd = 100

k ||ekm,h ||1 rate ||ekf ,h ||1 rate ||eku,h ||1 rate ||ekp,h ||1 rate

Parallel DDM with h = 1/64

8 2.7133e−4 – 8.6401e−3 – 2.9091e−5 – 7.8258e−3 –

12 1.2180e−4 0.4489 3.8757e−3 0.4486 1.3122e−5 0.4511 3.4869e−3 0.4456

16 5.3510e−5 0.4393 1.7021e−3 0.4392 5.7994e−6 0.4420 1.5237e−3 0.4370

20 2.3071e−5 0.4312 7.3378e−4 0.4311 2.5209e−6 0.4347 6.5402e−4 0.4292

Parallel DDM with h = 1/32

8 3.3616e−5 – 1.0866e−3 – 1.4904e−5 – 1.2930e−3 –

12 4.7847e−6 0.1423 1.5728e−4 0.1447 2.1549e−6 0.1446 1.8400e−4 0.1423

16 4.8739e−7 0.1019 1.7579e−5 0.1118 3.0823e−7 0.1430 1.8745e−5 0.1019

20 2.6241e−8 0.0538 2.0536e−6 0.1168 9.5615e−8 0.3102 1.0500e−6 0.0560
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Fig. 5 Test B: L2-norm errors of DDM iterations with h = 1/32

Fig. 6 Test B: contour of log
(
‖e20h ‖0

)
for parallel DDM to seek local optimal Robin parameters
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Fig. 7 Test C: L2-norm errors of parallel and serial DDM iterations with h = 1/32

convergence rate is independent of mesh size as long as the convergence is guaranteed. How-
ever, according to Remark 3.12, the constraints (3.85)-(3.88) in Theorem 3.11 depend on
both the model parameters and the mesh size. Thus the range of suitable Robin parameters
and the local optimal parameter values will change with different mesh sizes.

In the third case, we test the small viscosity ν = 10−6.

test C km = 10−6, k f = 10−4, μ = 10−3, ν = 10−6, ρ = 103, σ = 1, α = 1.

The pairs of (γd , γc) used in this case are set to (1, 0.3), (0.1, 0.03), (0.001, 0.003). The
mesh size is h = 1/32. The L2-norm convergence for the parallel and serial schemes are given
in Fig. 7. One can see that the convergence of the parallel DDM is gradually improved by
reducing the value of Robin parameters. This is in accordance with the discussion in Remark
3.12 that a relatively small γd is more suitable for small ν. Meanwhile, the convergence of
the serial DDM is not improved for the same group of parameters. This also indicates that
the serial scheme does not necessarily have better convergence than the parallel scheme.

4.2 Cross-FlowMembrane Filtration Problem

In this example, we test the cross-flowmembrane filtration problem [44, 52]. The contiguous
domains are set to �c = [0, 0.015] × [0.0025, 0.0075] and �d = [0.0035, 0.0105] ×
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Fig. 8 Contour of log
(
‖e10h ‖0/‖e1h‖0

)
with (γc, γd ) ∈ [0, 1000] × [0, 1000]

[0, 0.0025], and the interface is �cd = [0.0035, 0.0105] × 0.0025. The boundary conditions
are set as follows:

u = (16000y2 − 160y + 0.3, 0)T on �in
c = {0} × (0.0025, 0.0075), (4.3)

T(u, p)ncd = 0 on �out
c = {0.015} × (0.00625, 0.0075), (4.4)

u = 0 on ∂�c \ (�in
c ∪ �out

c ∪ �cd), (4.5)

pm = p f = 0 on �b
d = (0.0035, 0.0105) × {0} , (4.6)

−km
μ

∇ pm · (−ncd) = 0 on ∂�c \ (�b
d ∪ �cd), (4.7)

−k f

μ
∇ p f · (−ncd) = 0 on ∂�c \ (�b

d ∪ �cd). (4.8)

We use the following parameters in the simulation, km = 10−9, k f = 10−7, μ = 10−2,
ρ = 1, ν = 10−2, σ = 0.5, α = 0.1. In Fig. 8, we present the contour of log

(‖e10h ‖0/‖e1h‖0
)

with (γc, γd) ∈ [0, 1000]×[0, 1000]. From the numerical results, it can be seen that γc < γd
performs better than γc = γd and γc > γd . In Fig. 9 , we draw the velocities in conduit
obtained by the domain decomposition method with two sets of Robin parameters that are
opposite to each other, and compare with the velocity obtained by the coupled finite element
(CFE) solution. Among the selected parameters, the velocity of the domain decomposition
method with γc = 100 < γd = 300 is much closer to the velocity of the coupled finite
element solution than that of the domain decomposition method with γc = 300 > γd = 100.
The numerical results in Fig. 9 are compatible with the observations in Fig. 8.

4.3 Multistage Fractured HorizontalWellbore

In this example, we simulate the flow around a five-stage fractured horizontal wellbore with
cased hole completion, see [49] for the details of setup of geometries and interfac/boundary
conditions. The simulation domain is the rectangle [0, 10]×[0, 6] and the horizontal wellbore
is simplified as a smaller rectangle [2.75, 7.25] × [2.8, 3.2] embedded in this domain. The
inhomogeneous Dirichlet boundary conditions are imposed on the outer boundaries of �d ,
such that p f h = 100 and pmh = 10. The smallest spatial step size is about h ≈ 0.079. The
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Fig. 9 Comparison of velocities between CFE and DDM

Fig. 10 Velocities of DDM with γc = 100 and γd = 200

model parameters including rock and fluid properties used in the simulation are: permeability
km = 10−5, k f = 10−2, viscosity μ = 0.1, ν = 0.1, fluid density ρ = 1, and other
parameters σ = 0.1, α = 1.

The velocities solved by the domain decomposition method with γc = 100 and γd =
200 are draw in Fig. 10 . The fluid in the matrix doesn’t communicate with conduits but
feeds the micro-fractures. The five-stage hydraulic fractures form attractions and the fluid in
the micro-fractures can flow into the hydraulic fractures. The vertical wellbore is assumed
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to be connected to the right end of horizontal wellbore, so the fluid in conduits does not
communicate with the porous media but directly flows out of the horizontal well into the
assumed vertical wellbore. With cased hole completion, the horizontal wellbore is only fed
by the hydraulic fractures but does not directly communicate with the dual-porosity media
flows. These results are physically valid and consistent with the investigation in [49].

5 Conclusions

In this article, we developed a parallel Robin–Robin domain decomposition method to
numerically solve the Dual-Porosity-Navier–Stokes model with the Beavers–Joseph inter-
face condition. This model describes the confined flow in porous media by the Dual-Porosity
equations and the free flow in conduits by Navier-Stokes equation. And then the two
flows are coupled through four physically valid interface conditions. The resulting cou-
pled Dual-Porosity-Navier–Stokes model has higher fidelity than either the Dual-Porosity or
Navier–Stokes systems on their own. However, coupling the two constituent models leads
to a very complex system. Then the Robin–Robin domain decomposition method is con-
structed based on the interface conditions of Dual-Porosity-Navier–Stokes model. In both
the theoretical analysis and the numerical experiments, we found that the Robin parameters
depend on and are sensitive to the physical data. Both the analysis and numerical experiments
demonstrate thatwith proper Robin parameters the domain decomposition solutions converge
to the solution of the coupled system. The effect of Robin boundary on the convergence is
investigated by considering different values of γc and γd in the examples.
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