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ABSTRACT 

The transient electromagnetic disturbance (TED), such as lightning electromagnetic pulse 
(LEMP), high altitude electromagnetic pulse (HEMP), and high power microwave (HPM) 
may couple into the power system through various conductors, such as power lines, 
communication cables, and other transmission line structures. The coupling responses may 
cause failure or even damage to the equipment connected with the lines. Existing studies have 
focused on the deterministic computational modeling of field-to-transmission line coupling 
under TED. However, the actual coupling response may vary in a wide range due to the 
inability to accurately obtain the parameters of TEDs, lines, and environments in the 
simulation; For TED events with low probability, deterministic simulation based on certain 
parameters cannot predict the possible variation and distribution of the responses, and it is 
hard to provide reasonable evaluations for the TED impact. To address the above problems, 
this dissertation takes HEMP as an example, stochastic models are developed for the 
generation and propagation of HEMP and field-to-transmission line coupling responses, 
respectively. The uncertainty quantification of the responses under HEMP is carried out by a 
proposed hierarchical stochastic model. Based on the uncertainty quantification results of the 
responses, a distribution-free vulnerability assessment method is proposed for the equipment 
connected with the transmission lines.  
 
To study the impact of uncertainties in the source of HEMP and the environment, an accurate 
and efficient iterative self-consistent simulation scheme is developed for the simulation of 
HEMP generation and propagation. Since the full simulation of HEMP has no analytical 
expression, a physical-based stochastic surrogate model is derived from the simplified model 
of Compton electron motion. The proposed model can address the accuracy problem of 
constructing non-intrusive surrogate models, which is caused by the spatial distribution of the 
HEMP electric field amplitude and polarization angle is nonsmooth. The time-consuming can 
be reduced significantly from days to hours for the uncertainty quantification of the HEMP 
electric field on the ground.  
 
In order to simulate the coupling responses, which may vary in a large range due to the 
uncertainty of TED, the field-to-lines coupling with nonlinear loads are modeled based on the 
analog behavior modeling, including a macromodel of transmission line with frequency-
dependent characteristics and an equation-based dynamic nonlinear model of MOA. These 
two models can be easily combined together in the simulation. When the uncertainty variables 
are assumed as mutually independent variables, a stochastic models of transmission line 
coupling responses are intrusively constructed by expanding the telegraph equations through 
the polynomial chaos expansion method (PCE). When the inputs variables are no longer 
mutual independence. To address the problem of transferring arbitrary correlated 
multidimensional variables in the hierarchical stochastic models, we proposed a PCE method 
based on the kernel density estimation (KDE), that the orthogonal polynomial basic functions 



 

 

can be constructed for the arbitrary correlated variables. The proposed KDE-PCE has the 
advantage of high efficiency and fast convergence speed. The coupling responses under 
uncertain HEMP environment can be quantified based on the proposed hierarchical stochastic 
model. 
 
To evaluate the equipment connected with the transmission lines considering the uncertain 
coupling responses, a distribution-free vulnerability evaluation method is proposed, according 
to the framework of the quantification of margins and uncertainties (QMU) method. Since the 
effect tests usually result in few data, in order to overcome the effects caused by sampling 
variability and estimation errors, two non-parametric estimation/regression methods are 
proposed to estimate the quantiles and the tolerance bounds for the equipment strength. 
Without being constrained by the preset probability distribution, reasonable vulnerability 
assessment conclusions can be provided with certain confidence levels. 
 
In this dissertation, the uncertainty quantification of the transmission line coupling responses 
under the TED has been systematically studied, the method proposed in the dissertation can 
be expended to carry out studies about the impact of other types of TEDs, and provide 
references for the protection design of the power system. 

 
KEY WORDS: Transient electromagnetic disturbance; Uncertainty quantification; Stochastic 
model; Vulnerability assessment 
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SYMBOL ANNOTATION 

eB  The geomagnetic field vector 

c The velocity of light 

CF The QMU metric 

d  The distance 

RMSD  The root-mean-square deviation 

e  The charge of the electron 

, ,r θ φe e e  The unit vector in directions φ, θ, r 

, ,x y ze e e  The unit vector in directions x, y, z 

( )e ξ  The monic polynomial of multivariate (when the symbol appears 
with a subscript, the subscript indicates the number of the 
polynomial) 

E( )X  The expectation of variable or event X 

γE  The energy of prompt gamma photon 

eE  The invariant mass of the electron 

E, B The matrix of electric field and magnetic field vector 

t r,E E  The matrix of transverse and component of the electric field in the 
spherical coordinate system 

v h,E E  The vertical and horizontal components of the electric field vector
inc inc,E H  Incident fields vector 
ref ref,E H  Reflected fields vector reflected by the ground 

maxE  The peak value of the electric field 

φ θ r, ,E E E  φ, θ, r components of the electric field  

x y z, ,E E E  , ,x y z components of the electric field  

v h,E E  The amplitude of the vertical and horizontal components of the 
electric field 

Cf  The temporal profile of the prompt gamma rays 

( )F x  The probability that the threshold   is less than x 
(C) (D),X XF F  The cumulated probability density of the stress and strength of the 

equipment 

H(X) The information entropy of variable or event X. 

x y z, ,H H H  , ,x y z components of the electric field at distance n r  and time 
jΔt in the Cartesian coordinate system 

J  The Compton current vector 



 

 

φ θ r, ,J J J  , ,r   components of Compton current  

1k  The attachment coefficient between electron and molecular 

2k  The electron-positive ion recombination coefficient 

3k  The ion-ion recombination coefficient 

,E E E,k    Time coefficient in the analytic description of HEMP 

()K   The kernel function 

l  The length of the transmission line. 

CPl  The length of the pulse injection coupler 

em  The mass of the electron 

M, U The margin between stress and strength and its uncertainty 

se ,n n
 The density of secondary electrons and positive ion 

( ), ( )p x p x  The probability density distribution and the estimation of the 
probability density distribution 

( )P X  The probability of variable or event X 

Q  QMU metric: QMU calculator 

1 ,p pQ Q  The lower and upper p quantile 

1 , ,,p pQ Q   The tolerance bound for lower and upper p quantile 

0r  The classical radius of the electron 

ER  The radius of the Earth 

v hR R，  Reflection coefficients for vertical and horizontal fields 

R The failure probability 

S The generation rate of the secondary electrons 
T ,i is s  Sobol’s first sensitivity indices and total sensitivity indices 

t Time 

,wT  The full width at half maximum of the prompt gamma rays 

r FWHM, T T  The 10%-90% rise time and the full width at half maximum of 
HEMP 

TR QMU metric: tolerance ratio 

eU  The swarm characteristic energy of the secondary electrons 

pv  The velocity of Compton electron 

sv  The velocity of the secondary electrons 

mv  The momentum exchange collision frequency of the secondary 
electrons 

wv  The energy exchange collision frequency of the secondary 
electrons 
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V,I  The matrix of total voltages and current vectors along the 
transmission lines 

S SV ,I  The matrix of distributed voltage and current source vectors along 
the transmission lines caused by the incident field 

,w w  The matrix of weights calculated by the probability density 
distribution and its estimation 

iW  The weight of Compton electrons 

,x x  Sample of univariate ξ (or vector of multivariate ξ), (when the 
symbol appears with superscript and subscript, the subscript 
indicates the number of the variable, and the superscript refers to 
the source of the variable(s)) 

,Z Y  The per-unit-length impedance and admittance matrices of 
transmission lines 

C C,Z Y  The characteristic impedance and admittance matrix 

,,   The polarization angle, elevation angle, and azimuth angle of the 
electromagnetic fields incident to ground 

  The angle between the observation point and geomagnetic South 

0 r,   The dielectric of vacuum and relative dielectric constant 

  The obliquity factor for the multiple scattering effect of Compton 
electrons 

b  The geomagnetic inclination 

0 r,   The permeability of vacuum and relative permeability  

e  The mobility of the secondary electrons 

,i j ξ  The central moment of the i-th and the j-th monic polynomial of 
variable(s) ξ 

, ξ  Single uncertainty variable and vector of multiple variables (when 
the symbol appears with superscript and subscript, the subscript 
indicates the number of the variable, and the superscript refers to 
the source of the variable(s)) 

C C,   The scattering angle of Compton scattering gamma photon and 
Compton scattering electron 

)( ), (  ξ  The univariate basis functions and the multivariate basis functions 
for polynomial chaos expression (when the symbol appears with 
superscript and subscript, the subscript indicates the number of the 
basis function) 

( )m
i

ia
   The a-th univariate basis function for the i-th variable in the m-th 

multivariate basis functions 

g  The conductivity of the ground 

KN  The Compton scattering cross-section 



 

 

  Time in the retarded time system 

Φ The chain parameter matrix 

TL CP,Φ Φ  The chain parameter matrix of transmission lines, pulse injection 
coupler system 

FC ST,Φ Φ  The chain parameter matrix of the magnetic core and stray 
parameters of the coupler 
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1   Introduction 

1.1 Background and Significance 

Transient electromagnetic disturbances (TEDs), such as high altitude electromagnetic 
pulse (HEMP), lightning electromagnetic pulse (LEMP), power system switcher switching, 
geomagnetic disturbance (GMD), and high power microwaves (HPM) are potential threats to 
modern power grids and other infrastructure[1]-[6]. TEDs have the common feature that 
electromagnetic energy builds up quickly to a high level, therefore, they may couple to 
transmission line (TL) structures, such as long-distance transmission power lines and 
distribution power lines, communication cables in the power systems, power lines, and 
communication cables in the substations connected with the secondary equipment. Although 
most of the equipment is settled in metal cabinets, which can shield direct electromagnetic 
field radiation impact, the potential coupling paths are widely distributed and inevitably 
exposed to the transient electromagnetic field. TEDs may arouse induced voltages and currents 
along the lines and inject them to the equipment. Electrical and electronic equipment in the 
modern power system is increasingly intelligent and susceptible to the impact of external 
transient electromagnetic interference. The coupling responses may cause serious effects or 
even damage to the conductors and electronics and electrical equipment connected to the 
lines[7]-[13]. It is important to pay more attention to the response of the TLs injected into the 
equipment port caused by TED. 

Most of the abovementioned TEDs have the common features of very fast rise time, wide 
spectrum coverage, high amplitude of field density, and wide geometrical coverage and may 
cause significant coupling responses. For instance, transient electromagnetic fields generated 
around by the lightning strike usually have coverage with a radius of kilometers[14]. Under the 
excitation of LEMP, there may be induced voltage of tens or even hundreds of kilovolts on the 
overhead power lines, which may cause flashover and even damage to electric equipment 
connected with the power lines such as insulators, power transformers, and electric reactors. 
Lightning may also couple into the lines and cables in the substation, and cause failure or even 
damage to the terminated secondary electronic equipment such as the supervisory control and 
data acquisition (SCADA) system, and instrumentation and control (I&C) system. HEMP 
generated by the high altitude burst usually has geometrical coverage with a radius of 
thousands of kilometers. The early-time HEMP has a rise time of less than tens of nanoseconds 
and an electric field amplitude of tens of kilovolts per meter. The medium-time HEMP has a 
similar frequency spectrum to LEMP. In the experiment in the 1960s, it was found that HEMP 
can couple into overhead power lines, and the induced voltages and currents may result in a 
series of faults in the power systems, such as flashover and breakdown of insulators on the 
line and short-circuit faults, reduction of the insulation of the transformer or even damage[15]. 
There is a significant effect on the secondary equipment as well. Within the wide radiation 
range of HEMP, a large number of abovementioned faults may occur in a short time, which 



 

 

will cause a stability crisis for the power system, and eventually lead to a large-scale cascade 
failure of the power system. In summary, TED may directly affect the normal distribution of 
electricity, cause irreversible damage to the power system, and may have a long recovery 
period. 

Most of the TEDs are high-impact events with low probabilities for the power systems. 
Although the occurrence frequency is usually low, once it happened, it may cause serious 
impacts on the power system. In order to predict and defend the risk reasonably, in addition to 
accurate simulation of the coupling responses in the power system excited by the TED, it is 
also necessary to quantify the potential coupling responses based on the probability study with 
the consideration of the uncertainty in the parameters of TED, lines, and environment. The 
probability research of lightning and LEMP is relatively mature. By conventional 
measurement, lightning towers measurement, and rocket-triggered lightning experiment, etc., 
the lightning activities in specific areas are collected. The probability distribution of lightning 
current amplitude, and ground lightning density are summarized[196]-[199]. Existing studies 
agree that the probability of lightning current amplitude follows a certain statistical 
distribution law. Several empirical formulas of the probability of lightning current amplitude 
were recommended in standards[16][17]. The impact of the LEMP can be quantified according 
to the probability distribution of lightning, such as the lightning-induced voltage flashover 
rate[18][19]. And the statistical results can be used to guide the design of protection in the power 
system, such as the arrangement of overhead ground wire and lightning arrester.  

Different from LEMP, HEMP is a kind of TED that rarely happens, but its illumination 
range is larger and the threat level is higher than that of lightning. The existing lightning 
protection facilities (lightning arresters) have been proved to have higher residual voltage and 
worse protection performance under nanosecond impulse[145][146], and they may be insufficient 
to completely prevent the induced overvoltage of HEMP. To evaluate a local system to TED, 
a common method is to define a "bounding case" to represent the worst case of the TED. The 
conservative bounding electrometric environment can qualitatively identify the threat to the 
lines and electrical and electronic systems. However, the conservative assessment may cause 
the overestimation of the potential effects for wide-area distributed systems and leads to 
unnecessary over-protection. A stochastic simulation framework based on Monte Carlo (MC) 
method was proposed to analyze the induced coupling on the lines and port of equipment when 
the power system is excited by HEMP[24]. 

In addition, the geometrical coverage radius of the HEMP may be larger than several 
kilometers, and the HEMP has a specific distribution pattern known as “smile face”. The 
distribution of the power system may cover a large area as well, the lines and equipment in the 
system may face different HEMP environment. If the spatial properties of the HEMP are 
ignored, it may provide unrealistic estimates for the coupling responses[20]-[21]. Therefore, the 
spatial variation inherent in HEMP should be investigated, including the details of the 
waveform of the electromagnetic field, incident angles, and polarization angles of incidence[22].  

In general, the study of TED’s impact on the power systems needs a probability-based 
study to balance the high impact and low probability and obtain reasonable evaluation results 
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for system evaluation and defense. Most of the existing probability studies are based on the 
classical MC method. The efficiency of MC limits the development of relative research. This 
dissertation will consider the potential uncertainties in the processes of TED coupling to the 
lines in the power systems, with the idea of uncertainty quantification, stochastic models are 
established for the generation of HEMP and field-to-line coupling respectively. A hierarchical 
stochastic model is established to obtain relatively comprehensive uncertainty quantification 
of the coupling responses excited by HEMP. Valuable statistical information on the coupling 
responses will be provided for the vulnerability of the equipment in the power system. The 
uncertainty quantification of the response based on the stochastic model has the potential to 
be extended to the study of other TED. 

1.2 State of the art of the research 

The uncertainty quantification of the responses on the TLs under the TED is a systematic 
study, including the deterministic modeling of the TED, the deterministic modeling of field-
to-line coupling, and the corresponding stochastic models. The physical-based deterministic 
model with high confidence is fundament. The stochastic model is for uncertainty 
quantification.  

1.2.1 Study about computational modeling for generation and propagation 
of HEMP 

The generation and propagation of early-time high-altitude electromagnetic pulse (EMP) 
have been widely studied and concluded to be a self-consistent physical process including 
photons, electrons, and electromagnetic (EM) fields[32]-[38]. The simulation depends on the 
modeling of the high-energy Compton electrons produced by prompt gamma rays and the 
modeling of the low-energy secondary electrons produced by Compton electrons. Fast-moving 
Compton recoil electrons constitute Compton current and become the source current of the 
HEMP. Secondary electrons act to attenuate the generation and propagation of HEMP. 
Meanwhile, Compton electrons and secondary electrons are affected by the produced 
electromagnetic fields.  

The physical basic of the numerical simulation of HEMP was proposed by Karzas and 
Latter[25]-[31]. A non-self-consistent simulation method based on high-frequency approximation 
(HFA) is well-developed and efficient. The simulation of electromagnetic fields is simplified 
to a set of ordinary differential equations based on Maxwell curl equation. The HFA is well-
used in follow-up studies. The main defect of their model is that the calculation of current and 
electromagnetic fields is not self-consistent, and the influence of EM fields on electron motion 
is ignored in the simulation. Considering the self-consistent effect may complicate the HEMP 
simulation. It was not considered worth the time penalty in the early days. The non-self-
consistent method will overestimate the amplitude of HEMP. 

With the development of computing technology, the self-consistent effect is appreciated 
once computer codes are available. Several HEMP codes that include the self-consistent effect 
have been developed, such as the Compton high-altitude pulse code (CHAP) developed by 



 

 

Longmire and Longley[40], the code based on an extension model of the original Karzas-Latter-
Longmire model for high-altitude electromagnetic pulse (EXEMP) developed by 
Leuthäuser[41], and the code for calculation of high-altitude electromagnetic pulse (CHEMP）
developed by Brau[39], et al. In the self-consistent simulation of HEMP, it is necessary to 
calculate not only the equations of EM fields but also the motion equation of the electron as 
well as the influence of the electromagnetic fields on the electron motion. Therefore, the self-
consistent algorithms are much more complex. 

In the following period, there were many studies about the simulation of HEMP, most of 
them are based on the HFA and focused on detailed simulation of gamma photon model, 
Compton electron motion model, secondary electron and conductivity model[114]-[122]. 

Recently, an integral algorithm based on the Jefimenko equation is also used to solve 
HEMP in the simplified case[43]-[45]. The three-dimensional effect can be considered to simulate 
HEMP in the integral algorithm. The results show that not only the current on the line of sight 
determines the EM fields, but also the current source in the space around the line of sight 
contributes to the electromagnetic pulse. The integral algorithm can be used to study the 
influence of scattering gamma as well. However, the integration method is only a simple 
integration of the current that has been calculated, it is a non-self-consistent method. 

Particle-in-cell (PIC) method was introduced for the simulation of HEMP as well, such 
as the unitedly developed PIC code (UNIPIC) and EMPulse[130]-[132]. The PIC simulation 
requires large-scale computing resources[132]. It can achieve an accurate self-consistent 
solution in the source region but have difficulty in providing the radiation field outside the 
source region in a limited time[130]. Compared with the non-self-consistent methods, the self-
consistent calculation methods are more complex and less efficient. 

With further investigation of the physical mechanism of HEMP, the simulation model 
becomes more and more detailed and complex. The difficulty in the simulation of a HEMP 
environment is that there are many parameters with uncertain values in the simulation model.  

The research and analysis of waveform characteristics and standards are very important 
for the follow-up research of the induced response on conductors. The“Bell Laboratories” 
waveform is widely used for civil HEMP assessments. The waveform represents an envelope 
of field shapes under various calculations[46]. Longmire and Leuthäuser provided nominal 
results of the HEMP with variable parameters of prompt gamma yield, to specify more relieved 
threat levels than the worst case[40][41]. Radasky has analyzed numerous calculations performed 
by Longmire. He fitted a waveform with a maximal bounding case of the results. This new 
curve represents a less severe environment than the Bell Laboratories waveform, which is 
considered to be more reasonable. The proposed waveform has been adopted as the IEC HEMP 
radiated environment[189]. Giri reviewed the evolution of the HEMP waveform standard in the 
report and discussed various definition standards and their applications[47][48].  

The HEMP radiated field has a specific spatial distribution pattern. The amplitude, pulse 
width, and angles of the EM fields may vary greatly in a wide area. To quantify the response 
in widely distributed objects such as power systems, the HEMP results with spatial variation 
should be used induced instead of a standard HEMP waveform. The smile diagram given in 
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IEC 61000-2-9 describes the amplitude distribution[187]. However, it is verified by research 
that the smile diagram would exaggerate the potential effects when the prompt gamma yield 
is low, and that the amplitude does not decay to approximately 50% of the peak field at the 
horizon as given in the standard[23]. Two alternate HEMP environment descriptions have been 
developed: one arising from a simple radiating dipole moment model[49], and the other 
resulting from curve-fitting of CHAP results[40]. Both the two alternate models consider spatial 
variation without the influence of uncertainty parameters of HEMP. 

According to the specific spatial distribution of the HEMP, the amplitude, pulse width, 
and angles of the EM fields may vary greatly in a wide area. The spatial distributed of HEMP 
has been widely reported, and several studies have taken it into account in the impact analysis 
of local systems[20]-[24]. The power system is placed in a large area, and the lines and equipment 
in the system may face different HEMP environments. If the spatial properties of the HEMP 
are ignored, it may provide unrealistic estimates for the coupling responses. Therefore, the 
spatial variation inherent in HEMP should be investigated, including the details of the 
waveform of the electromagnetic field, incident angles, and polarization angles of incidence[22]. 
However, the studies so far do not include any attempt to quantify power system performance 
in HEMP environments. 

In a recent report [23], five benchmark HEMP scenarios were used to study the 
probability behavior of the coupling responses in the power system. Only two variables of the 
HEMP (yield and height of burst) were considered. The consideration of uncertain factors that 
may cause variation in HEMP is poor. In addition, the report mentioned that the usage of the 
smile diagram in the IEC standard 61000-2-9 would exaggerate the potential effects of the 
power system, that the amplitude did not decay to approximately 50% of the peak field at the 
horizon, as given in the standard.  

In general, the self-consistent simulation of HEMP is complex, many parameters in the 
simulation are difficult to be determined, which may have potential impacts on the results of 
HEMP. Meanwhile, most of the studies on the spatial distribution of HEMP are qualitative 
studies, which is difficult to be used for the uncertainty quantification of coupling response on 
TLs in the power system. 

1.2.2 Study about computational modeling for field-to-line coupling 
The purpose of simulation and investigation of HEMP is for reasonable assessment and 

scientific protection of transient response. As a significant coupling path of signal and energy, 
the TL plays an important role in the field of power systems excited by TED. The problem of 
induced response on overhead and buried TLs have been well-developed for decades. There 
is a large number of reports on the coupling between electromagnetic fields and TLs.  

To solve the voltages and currents induced by external fields on conducting wires, exact 
solutions can be solved by using full-wave numerical methods based on Maxwell’s equations, 
such as the Finite Difference Time Domain method (FDTD) or Method of Moments (MoM[59]. 
However, due to the significant difference between the length of a typical TL and the size of 
the element for simulation, the full-wave methods require long computing times and huge 
memory. 



 

 

TL theory has been proposed to cope with the interaction between incident 
electromagnetic fields and long-distance lines, when the length of the lines is much greater 
than the wavelength of the EM signals, and the wavelength is much greater than the cross-
section of TLs. The antenna mode current is ignored at the terminal of the TLs, the 
transmission mode current and voltage can represent the transient response. Taylor derived the 
telegraph equation with a distributed source for the TLs excited by an electromagnetic field, 
where the distributed voltage and current sources are generated by the incident electric field[50]. 
Agrawal treated the field-to-line coupling as an electromagnetic scattering problem, 
introduced the concept of scattering voltage concept, and derived the time-domain telegraph 
equation in a form different from the Taylor telegraph equation with only distributed voltage 
sources[51]. Different models were also proposed by Vance, and Rachidi, Chowdhuri-
Gross[52][53][54]. Several researchers discussed and compared these different models[55][56][57]. It 
was concluded that the Taylor, Agrawal, and Rachidi models are equivalent and can provide 
the same results. The distributed sources in the Chowdhuri-Gross model and Vance model are 
incomplete, the Chowdhuri-Gross model lacks the source term generated by the incident 
magnetic field compared with the Taylor model, Vance model lacks the lumped voltage source 
term at the terminal compared with the Agrawal model. Ianoz has verified the TL model by 
experiment, that numerical results obtained by the TL model can predict the induced response 
on TLs with good agreement[55][58]. It is worth noting that the results are adaptable, even when 
the TLs used in the experiment did not satisfy strictly the assumption, that the cross-section of 
TLs should be much less than the minimum wavelength.  

Many studies modified the TL model to bring it closer to the real situation. Guerrieri, 
Rachidi, and Sunde investigate the influence of frequency-dependent imperfect 
ground[60][53][61], Li investigates the influence of sag on the overhead TLs[63], Nucci 
investigates the influence of corona[64]. For the transient response at the terminal of the TLs, 
imperfect ground and corona will enhance the induced current, and the sag will decrease the 
induced current. 

The TL method has high efficiency in solving the transient response. Although the 
assumption of h  may be too strict to be satisfied, the results are accurate as long as most 
of the spectrum of the electrical signal in the frequency domain is low than /2( )c h  , where 

1/2
g g 02/ ( / )       is determined by the electronic parameter of imperfect ground[65]. 

Considering the uncertainty of the model parameters, the further promotion of the accuracy of 
results is not the goal of this dissertation, it is more significant to reveal the essential 
mechanism and influence rules of the incident field coupling, and to quantify the uncertainty 
of induced response and obtain its statistical characteristics with the reasonable TL models. 

Frequency domain methods including frequency-domain BLT (Baum, Liu, Tesche) 
equation[69], chain parameter matrix[82], frequency-domain distributed analytical 
representation and iterative technique (DARIT)[68], time-domain methods including time 
domain BLT equation, finite-difference time-domain (FDTD) method[66], delay extraction-
based passive compact macromodeling algorithm (DEPACT)[66], macromodels combine with 
commercial circuit software[74], et al are proposed to solve the field-to-line coupling. The 
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terminal loads of the TLs in the power system are complex, including nonlinear devices, such 
as transient voltage surge suppressors including metal-oxide surge arrester (MOA) along the 
power lines and transient voltage suppressors in secondary systems, which is important and 
should be considered in the simulation of coupling response of TED.  

To calculate the coupling responses on nonlinear terminal loads, time-domain methods 
are necessary. Developing efficient macromodels for TLs is a popular strategy with the 
advantages: (1) in the analysis of TLs with complex loads integrated in the commercial circuit 
solvers, (2) in the statistical analysis of TLs with uncertain variables[66]-[75]. In this dissertation, 
the macromodel is adopted as an appropriate and valid tool to study the deterministic responses 
of TLs with terminal linear or nonlinear equipment excited by TED. 

1.2.3 Study about uncertainty quantification of the computational model 
Uncertainty quantification of computational modeling is the process of determining the 

effect of input uncertainties on the output of interest. The uncertainty can be divided into two 
kinds[78][79].  

The aleatory uncertainties, or objective uncertainties, data uncertainties, irreducible 
uncertainties, and per-measurement uncertainties, are usually introduced in the processing of 
data, such as the measurement to obtain the data or the estimation from data, etc. The 
equipment failure probability obtained by experiment is usually with aleatory uncertainties. 
When the data is sufficient, the failure probability is usually presented by the inherent 
probability distribution of the threshold. When the data size is small, the sampling variability 
and estimation errors are negligible, probability distribution and tolerance bounds with certain 
confidence levels can be used to describe the probability distribution of the threshold.  

The epistemic uncertainties, or model uncertainties, reducible uncertainties, and 
parameter uncertainties, are caused by the unknown or unsure variables in the model. There 
may be many different groups of parameters to interpret the variables, but it is hard to tell 
which is the best one or the correct one. The uncertainties in the TED-to-line coupling 
responses are epistemic uncertainties, which are caused by the uncertain parameters in 
computational modeling. If all the parameters are known without uncertainties, the responses 
can be determined by the deterministic models. It is assumed that there are no aleatory 
uncertainties in the theoretical study part. Therefore, the uncertainties of responses are 
quantified by uncertainty quantification of the computational modeling with uncertain 
variables. The statistical results are of great interest to the researcher, such as the first and 
second statistical moment (mean value and variation interval), as well as the range and 
distribution of output quantities, such as the probability density distribution (PDF) and 
cumulative probability density distribution (CDF). Although few studies are focusing on the 
uncertainty quantification of TED-to-line coupling, studies for uncertainty quantification in 
other fields can be used for reference. 

MC is one of the most traditional statistical methods and is widely used in the uncertainty 
quantification of HEMP and TL problems. MC is a non-intrusive uncertainty quantification 
method with a low convergence speed of 1/N. N refers to the number of samples. Accuracy 
statistical results usually require a large number of samples. In 2002, Ianoz first introduced the 



 

 

MC into the probability analysis of field-couple-to-line, taking the azimuth angle, polarization 
angle, and elevation angle of the incident field as random variables[83]. The probability 
distributions of the induced voltage and current amplitude were included in the IEC 
standard[187]. Subsequently, MC was commonly applied to the probability studies of the 
induced response on conductors excited by HEMP in important systematic research of the 
department of energy and electric power research institute. A stochastic simulation framework 
is proposed to analyze the failure mode when the power system is excited by HEMP[24]. MC 
method was utilized to generate HEMP sources from the IEC standard, according to the 
observer on the surface of the earth relative to the blast. The coupled voltage on the power 
lines was calculated in each Monte Carlo replication, which has been already proved to be 
unreasonable[23].  

The stochastic reduce order method (SROM) is an optimized MC method. In 2017, Fei 
introduced the SROM into the uncertainty analysis of field-couple-to-line, the samples 
obtained by MC are optimized by the subset of samples with minimum Euclidean distance 
sampling[85][86]. The probability density distribution of the original problem is represented by 
using the probability results of the optimal subset. However, for the nonlinear problem with 
large variance and poor smoothness, it has low convergence speed.  

Recently, instead of considering directly the random output of a deterministic model, the 
stochastic model is proposed, in order to consider the resultant random process of interest[87]. 
Which embeds the stochastic properties into the equations governing the physical process. The 
efficiency may be greatly improved when using the stochastic model to study the uncertainty 
properties, since it is no need for the large number of full computations. 

The polynomial chaos expansion method (PCE) has developed rapidly to build the 
stochastic model with a linear combination of orthogonal polynomials. PCE has been applied 
in the uncertainty quantification of TLs problem[88]-[100]. PCE has a small error and high 
computational efficiency for uncertainty quantification with few variables. When there are 
many uncertain parameters of both TLs and radiation fields that need to be considered at the 
same time, PCE faces the problem of “dimensional curse”. The number of polynomial chaotic 
expansion terms with multiple parameters and the number of configuration points required to 
calculate polynomial parameters increase sharply with the increase of parameter dimension. 

In order to solve the dimensional curse in uncertainty quantification with complex 
physical processes and numerous variables, there are three kinds of approaches.  

The first way is to optimize the high-dimensional PCE. Larbi introduced the least square 
regression method to replace the projection method, and the PCE can be regressed directly 
from a small number of data[98]. Zhang introduced the tensor recovery method based on 
quadrature integration. The high-dimensional complete tensor used for integration is obtained 
through tensor recovery from a very small set of data[102][103]. And other complementary 
strategies to realize the sparsity of the PCE in high dimensions are proposed, such as the norm 
hyperbolic truncation method, least angle regression, orthogonal matching pursuit, etc[178].  

The second way is to construct the nonparametric surrogate models by the non-intrusive 
uncertainty quantification method. Artificial neural network, Gaussian response surface 
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method, and support vector machine (SVM) are widely-used nonparametric surrogate model 
methods. Trinchero introduced SVM to the uncertainty quantification of multiconductor 
TLs[104].  

Table 1-1 Comparison of state-of-the-art stochastic model methods 

Method  Advantages Disadvantages Scope of problem

Spare PCE 
Intrusive/ 

Non-intrusive 
High efficiency

Process of sparsity may 
require repeated solution 

High-dimensional 
variables 

Stochastic 
collection (SC) 

Non-intrusive High efficiency 
Slow convergence for high 

dimensional variables 
High-dimensional 

variables 

Tensor recovery 
PCE  

Non-intrusive 
Very few samples 

are needed 
Difficult to execute, poor 

robustness 
High-dimensional 

variables 

Gaussian response 
surface method 

Non-intrusive High efficiency may lead to over fitting High-dimensional 
variables. 

problem with no 
analytic solution 

Support vector 
machine (SVM) 

Non-intrusive 
High efficiency, 

high convergence
Difficult to deal with 

unsmooth objection function 

Hierarchical 
stochastic model 

Intrusive/ 
Non-intrusive 

Less variables for 
each model 

Difficult to deal with arbitrary 
related variables 

High-dimensional 
variables 

The third way is to split the physical problems and therefore simplify the mathematical 
problem of uncertainty quantification. A hierarchical stochastic model can be built if the 
physical problem can be divided into several independent simulations[170][171]. The outputs of 
the former stage simulation with uncertainties are used as inputs for the next stage simulation, 
component-level (lower-level) uncertainty parameters are represented by equipment-level 
(higher-level) uncertainties with a decrease in the number of parameters. However, the 
parameters that are transferred between the multi-stage uncertainty quantification models are 
usually correlated. The uncertainty quantification with correlated inputs is so far not fully 
addressed by PCE. One possible solution to the problem is to change the correlate variables 
into independent variables by using orthogonal transformation or expansion, but cannot 
eliminate the high-order or nonlinear correlations for the variables[87][172]. Rosenblatt 
transform and Nataf’s transform are useful to transfer the correlated variables into independent 
Gaussian variables, but require the conditional PDF, which is hard to obtain[173][174]. The copula 
and vine copula method is recently developed to transfer the correlated multivariates into 
independent ones by expressing the joint probability distributions in terms of their marginal 
distributions and copulas (or vines) from data. But this method is so far limited to variables 
following parametric distribution[175][176]. In addition, when the inputs are high-dimensional 
variables, or when many parametric families of pair copulas are considered for the vine 
construction, this approach may become computationally prohibitive. 

In general, the uncertainty quantification of coupling responses caused by TED, including 
the uncertainty of the TED and lines, is a problem with complex physical processes and 
numerous variables. The studies based on MC are low efficiency, and the time-consuming of 
the MC method limits further investigation. Different stochastic models should be established 
for deterministic computational models with and without analytical expression. 



 

 

1.3 Major research content and organization of the dissertation  

The major research content of this dissertation is to study the uncertainty quantification 
of the coupling responses on the TLs under transient electromagnetic disturbances. The main 
research work includes the deterministic and stochastic models of the field and TLs excited by 
fields, a hierarchical framework linking them together considering the arbitrary distribution  
correlated uncertainty variables that are transferred between different stochastic models, 
vulnerability assessment method of equipment connected with lines based on the statistical 
results of the coupling responses and experiment data with uncertainty. The organization of 
the dissertation is shown in Figure 1-1. 
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Figure 1-1 Major research content of this dissertation 

In Chapter 2, the HEMP is studied as an example kind of TED. The deterministic model 
and stochastic model of EMP are developed. The deterministic model of the generation and 
propagation of HEMP and the stochastic model for the spatial distribution of HEMP on the 
ground is established. An iterative self-consistent simulation scheme is proposed based on the 
classical physical model, including the scattering of gamma photons and electrons, the 
behavior of electrons, and electromagnetic fields. The proposed iterative simulation scheme 
can provide efficient deterministic numerical results for HEMP in a wide area. The physical-
based stochastic surrogate model is proposed based on a simplified dipole and quadrupole 
model and can describe the spatial distribution characteristics and stochastic characteristics of 
the HEMP incident to the ground surface. The physical-based stochastic model is fitted by the 
results obtained by the deterministic simulation. 
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In Chapter 3, the deterministic model and stochastic model for the TLs excited by external 
fields are presented. The macromodel of lines with nonlinear load excited by the external field 
is represented based on the analogy behavior modeling, to provide the deterministic solution 
respectively. The dynamic nonlinear model is established to correct the behavior of MOA 
connected with lines, when the amplitude and rise time of the induced current vary in a large 
range. Stochastic models for the TLs excited by external fields are established based on the 
PCE, for the situation with random lines, the situation with random fields, and the situation 
with uncertainty for both fields, lines, and ground. The coefficient of the stochastic models is 
solved by the deterministic macromodel.  

In Chapter 4, to combine the stochastic model of HEMP and the stochastic model of field-
to-line coupling, a hierarchical stochastic model is proposed. To solve the problem of 
transferring arbitrary distribution correlated multidimensional variables in the hierarchical 
stochastic models, such as the uncertainty quantification of field-to-line coupling using the 
statistical results of the HEMP as the inputs, the proposed hierarchical stochastic model is 
based on the Kernel distribution estimation method (KDE), which can accurately estimate the 
joint probability distribution and construct orthogonal polynomial basic functions for the 
arbitrary correlated variables. The hierarchical stochastic models have the advantage of high 
efficiency and fast convergence speed, which is suitable for the uncertainty quantification of 
the problem that can be divided into several independent physical processes. The statistical 
results of the uncertainty quantification can be used for the vulnerability assessment of the 
equipment connected with the lines. 

In Chapter 5, a distribution-free quantification of margins method (QMU) is proposed for 
the equipment vulnerability assessment based on the uncertainty quantification of the coupling 
responses on the TLs, which can be regarded as stress for the equipment under TED with 
epistemic uncertainties. The strength of the equipment is obtained by the pulse current 
injection (PCI) test, which is derived to be equivalent to the coupling responses caused by the 
TED by adjustment of the parameter of the experiment platform. Two nonparametric 
estimation methods are proposed for effect data and binary state data, respectively, to estimate 
the unknown inherent probability distribution of equipment strength and the aleatory 
uncertainty introduced by the sampling variability and estimation errors from small samples 
from the test. Since both the stress and strength with uncertainties are rarely from typical 
distribution, the proposed QMU method based on a proposed quantile-based metric does not 
rely on the preset distribution type, it can provide reasonable evaluations with confidence 
levels.  

The last chapter presents the summary and future works. 公式章 (下一章) 节 1 
 

公式章 (下一章) 节 1 



 

 

2   Deterministic model and stochastic model for the TED 

The parameters and the time-domain waveform of the incident field are of great 
importance for the coupling response simulation, the potential distribution of the incident field 
parameters should be quantified. Taking HEMP as an example TED, the spatial distribution of 
HEMP is no uniform and may vary in a wide range affected by the position, height, yield of 
the source and geomagnetic field, air density and other environmental parameters. In order to 
study the reasonable variation and potential distribution of HEMP with the consideration of 
uncertain factors in the complex physical process, the efficient deterministic model for the 
generation and propagation of the HEMP and the stochastic model for the HEMP on the 
ground with spatial characteristic are developed in this chapter. 

2.1 Classical physical model for the generation and propagation of the 
HEMP 

The generation and propagation of high-altitude electromagnetic pulse have been widely 
studied and concluded to be a self-consistent process between electrons and the 
electromagnetic (EM) fields[32]-[37]. The simulation depends on the modeling of the high-
energy Compton electrons produced by prompt gamma rays and the modeling of the low-
energy secondary electrons produced by Compton electrons. Compton electrons are deflected 
in the geomagnetic field and generate electromagnetic radiation. Secondary electrons attenuate 
the generation and propagation of HEMP. Meanwhile, Compton electrons and secondary 
electrons are affected by the produced electromagnetic (EM) fields. The self-consistent effect 
mainly refers to the interactions between the Compton electrons and the EM fields. It should 
be noted that the secondary electron is also related to the EM fields in a different way[123]. The 
physical mechanism of generation and propagation of HEMP is shown in Figure 2-1. 

E1 HEMP 
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Figure 2-1 Physical mechanism of generation and propagation of early-time HEMP 
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The full computational HEMP model has been developed for several decades including 
the simulation of the Compton electrons and the secondary electrons and the solution of the 
EM fields. Here is a brief overview. 

1) Compton current made up of Compton electrons 
Compton electrons, also called primary electrons, are produced continuously by prompt 

gamma rays. The Compton current is obtained by integrating electrons 
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where fc — temporal profile of the prompt gamma rays; vp(t-t') — velocity of the Compton 
electrons generated at distance r' and time t'; η — obliquity factor; tlife — time before the 
average velocity of the Compton electrons decrease to zero; Wi — the weights of the Compton 
electrons with velocity vp, which are determined by the Compton scattering. The weights of 
the Compton electrons are calculated by the differential of the Compton cross-section along 
the scattering angle of recoil electrons, which is derived from Klein-Nishina formula: 
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 (2-2) 

where, αc=Eγ / (m0c2); r0 — classical radius of the electron; ϕC — the scattering angle of 
scattering gamma photon, which can be transferred to the scattering angle of the Compton 
electron θC: 

    C C Ccot 1 tan / 2     (2-3) 

The probability distribution of the scattering Compton electron angle and relevant 
electron energy are obtained by the differential forms of the K-N formula and shown in Figure 
2-2. The total energy of scattering photon and scattering electrons is equal to the energy of the 
incident photon. When the scattering photon energy is larger than the Compton scattering 
threshold, the Compton scattering photon energy may produce scattering electrons continually 
until the energy is less than 0.1 MeV.  

 
(a) Cross section of scattering angle of electron (b) Energy versus scattering angle of electron 

Figure 2-2 Scattering angle and energy of scattering electrons angle 

The initial velocity of scattering electrons is obtained from the gamma photon: 
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where me— electron mass; Ee — invariant mass of the electron. 
The retarded time /t r c    system is introduced to solve this problem. An auxiliary 

parameter ' 't t    is used to make the equation more concise, yielding 

 i p0
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W

eW f r r c           J v  (2-5) 

Compton electron velocity is calculated via the momentum equation[37] 
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where E, B — generated electromagnetic fields; Be — geomagnetic field; 2
01 ( / )v c    — 

relative factor; W — the kinetic energy of the electron; 
E ( )g W  — the energy loss when the 

electron moving through air and is given by Bethe’s formula[36]. The obliquity factor η 
represents the multiple scattering effects of Compton electrons from the interactions with 
air[115][116]. 
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where 
E ( )f W  and 

E ( )g W  are given by the underlying collisional process. The second term 
arises due to the component of the electric field parallel to the momentum of the particle. 

As electrons fly at a high speed, they are deflected due to the effects of the geomagnetic 
field Be and generated magnetic field. If Equation (2-6) only considers the static geomagnetic 
field, it is called a non-self-consistent simulation. Otherwise, it is a self-consistent simulation.  

2) Air conductivity affected by secondary electrons 
Compton electrons give birth to lots of low-energy secondary electrons during the 

collisional process. The nonequilibrium electron swarm model has been proposed to model 
the secondary electrons[116]-[122]. The density nse , velocity vs, and swarm characteristic energy 
Ue of the secondary electrons are described by a set of differential equations with respect to 
the electric field. It implicitly accounts for the time evolution of the conduction electron energy 
distribution.  
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where nse, n+ — the number density of the secondary electrons and positive ions; vm — the 
momentum exchange collision frequency; vw — the energy exchange collision frequency; Ue 
— the swarm characteristic energy; k1~k3 — the attachment and recombination coefficients. 
S — the generation rate of the secondary electrons and is determined by the kinetic energy 
loss of Compton electrons, as 
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The time for the secondary electrons to reach equilibrium decreases with the increase of 
air pressure. When the air pressure is high enough, the time before equilibrium is short 
compared with the rise time of HEMP. When simulating the HEMP downward to the ground, 
the source region of interest is about tens of kilometers in height, where the time to equilibrium 
is short enough to be ignored and the equilibrium assumption is acceptable. The equilibrium 
model is a widely adopted simplified model for the secondary electrons[123]-[125]. The 
coefficients dependent on Ue in (2-8) are approximated as constants. The air conductivity in 
the equilibrium model is calculated as: 

  se e i ( ) ( ) ( )e n n n    σ E E  (2-10) 

where μe — the electrons mobility of secondary electrons; μi — the ion mobility.  
In the simulation of early-time HEMP, the ionic conductivity component can generally 

be ignored, which will only dominate very late-time conductivity considering the attachment 
and recombination of the electron[35]. Electron mobility μe was fitted as a function of the local 
electric field[126][127]. When the electric field is small, the mobility can be approximated as 
constants. With the increase of the electric field, the mobility of the secondary electrons 
decreases.  

3) EM Fields based on HFA 
The international system of units (MKS) is applied here. All equations of Compton 

current, air conductivity, and electromagnetic fields are solved in the spherical coordinate 
system, and the origin point is set as the explosion point. For consistency of the investigation 
of the electrons, the simulation of EM field is carried out in the retarded time system with the 
change of the calculator: 
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Maxwell’s curl equations in the retarded time system is changed as: 
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The equations of three components of the electric field are written as: 
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Based on the HFA, which assumed that the signal changes with time is much more greater 
than it changes with space, r     J / J / , a group of classical functions that describes the 
EM fields is obtained 
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The electric field and the Compton current are divided into transverse and radial 
components. The transverse electric field component is integrated along with the radial 
distance while the radial component is integrated along time. The magnetic field equations can 
be obtained as well: 
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 (2-15) 

The EM fields are generated by Compton current and attenuated by air conductivity. The 
limitation of the secondary electrons to the generated fields is called the saturation effect.  

4) Self-consistent relationship between parameters 

 
Figure 2-3 Relationship between physical parameters (The equation before and after the slash are 

used in the case with and without the consideration of self-consistency, respectively.) 

The EM fields are generated by the Compton current and affect the Compton electrons 
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in turn. They remove energy from the Compton electrons. The EM fields occur not only in the 
electron momentum Equation (2-6) but also in the differential equation (2-7) of the obliquity 
factor.  

The interaction between the secondary electrons and the electric field is simulated in a 
different way from the self-consistent effect. The build-up of air conductivity limits the growth 
of the fields. And the density and mobility of the secondary electrons are affected by the 
electric field.  

Key physical parameters and their interaction relationship in the HEMP simulation model 
are illustrated in Figure 2-3. In addition, when the self-consistent effect represented by the 
arrow with dashed lines is ignored, it degenerates into a non-self-consistent HEMP simulation.  

2.2 Efficient iterative and self-consistent simulation scheme of the HEMP  

The classical photon-electron-electromagnetic fields model processes with self-
consistent effect between electrons and electromagnetic fields is introduced in Section 2.1. An 
iterative full computation scheme is proposed in this section for the numerical simulation of 
the HEMP incident to the ground in a large area. 

2.2.1 Iterative algorithm for HEMP with consideration of self-consistent 
effect 

Consideration of the self-consistent effect may complicate the HEMP simulation, 
therefore it was not considered worth the time penalty in the early days. With the development 
of computing technology, the self-consistent effect is appreciated once computer codes were 
available. EXEMP is a self-consistent developed by Leuthäuser, which achieved the self-
consistent simulation without iteration method. The Compton current and air conductivity 
were calculated using the EM fields of neighbor spatial finite elements. EM fields at distance 
r were calculated based on Equation (2-13) and Equation (2-15), which were then considered 
as the external fields for the motion of electrons at distance r r   . The computation 
procedure of the physical parameters is shown in Figure 2-3.  

The spatial step should be sufficiently small to ensure the accuracy of self-consistency 
simulation, which increases the computation time. Reference [34] claimed that, when the 
simulation was executed considering the self-consistent effect, there was a significant increase 
in the CPU time compared to the non-self-consistency cases.  

To overcome the disadvantage of time-consuming of self-consistency simulation, we 
applied an iterative scheme to simulate HEMP with the consideration of self-consistency. In 
this method, first, the electrons and the EM fields were solved separately, assuming the 
Compton electrons were not affected by the generated EM fields. Then, the missing coupling 
self-consistent interactions were corrected by the iterative process. The decoupled iteration 
method reduces the time complexity of the simulation and does not require small spatial steps 
compared to EXEMP method. Moreover, parallelization of the code can further improve 
efficiency.  



 

 

 
Figure 2-4 Flow chart of the computation order of the HEMP physical parameters with the consideration 

of self-consistency in the EXEMP method 

The Compton electrons were calculated as “test particles” at first, which means the EM 
fields produced by the electrons were ignored during electron simulations. A non-self-
consistent form of Equation (2-6) was utilized, in which only the geomagnetic field was 
considered.  

It should be noted that, when self-consistency was taken into consideration, the force EM 
fields exerted on the Compton electrons varied with both time and position. The Compton 
electrons generated at different times face different time-domain waveforms of EM fields. 
Therefore, the velocity of electrons generated at different moments should be simulated 
differently.  

 
Figure 2-5 Schematic diagram of Compton recoil electrons  

An auxiliary variable u was thus introduced to describe the generation moment of 
electrons, described as 

 ' ( ') /u r r c      (2-16) 

The momentum equation in a retarded time system was rewritten as 
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where  
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Therefore, the integral equation in Equation (2-5) is altered as 
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where vp,r — the redial component velocity of the Compton electrons. The Compton currents 
with the consideration of the EM fields can be simulated, and the equation has nothing to do 
with the spatial variation of the electromagnetic fields.  

The simulation for the Compton current was cast in a compact operator as 

 ( )J = E,B  (2-19) 

where operator   represents the above algebraic operations in Equation (2-18) for each 
spatial finite element in the calculation area. The Compton current vectors in the time domain 
were obtained with the local EM fields as inputs.  

As analyzed in Section 2.1, the secondary electrons were simulated as a consequence of 
Compton electrons. The density of the secondary electrons was simulated from the dynamic 
process including generation and vanishing. When the interaction between EM fields and 
electrons was taken into consideration in the later iterations, the equilibrium model was used 
to simulate the air conductivity. The calculation of air conductivity was cast in a compact 
operator  .  

The differential equation of electric field in Equation (2-14) was solved based on the 
finite-difference expression along the radial direction for the transverse component tE  and 
along the time direction for the radial component rE , as 
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where n and j refer to time and distance indices, respectively. It was the same for the solution 
of the magnetic field. The solution of the EM fields differential Equation (2-14) and (2-15) 
was cast in a compact operator  .  

Collecting these functions, we may predict the HEMP with the following equation system 
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It should be noted that the equation system only showed the relationship between the 
given variables and did not mean that only the variables in the bracket were required in the 
HEMP simulation.  

The solution of this system was supposed to satisfy all three functions at the same time. 
Such that the self-consistent HEMP solver could be achieved by the iterative scheme. A fixed-



 

 

point iterative scheme was built to solve the HEMP equation system. The evaluation of the 
Compton current, air conductivity, and EM fields were carried out sequentially, as 
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 (2-23) 

with k referring to the iteration times. The iterative scheme carried out a sequence of 
calculations until the results converged to the correct solution.  

 
Figure 2-6 Flow chart of the computation order of the HEMP physical parameters with the consideration 

of self-consistency in the proposed iteration scheme 

The major steps of the iterative scheme are listed as follows:  

(a) In the first iteration, self-consistency was ignored. With only the geomagnetic field 
considered, the initial condition was given as 

 (1) (1)
e= =,E 0 B B  (2-24) 

The initial density and velocity of Compton electrons and weight Wi in (2-5) were 
determined by the Compton scattering process between prompt gamma photons and air. The 
results of Compton current J(1) and air conductivity σ(1) in the time domain at each spatial step 
were simulated.  

(b) The EM fields E(2) and B(2) were solved by applying non-self-consistent Compton 
current J(1) and air conductivity σ(1). 

(c) The iterations were continued to correct the missing interactions between electrons 
and EM fields. The results of the EM fields were taken into the new simulation loop 
as the independent fields exerted on the electrons.  

The Compton current J(k) and air conductivity σ(k) were simulated. The newly generated 
EM fields affected both electron velocities and obliquity factors. However, the weight and 
initial state of Compton electrons had nothing to do with the EM fields, which was consistent 
with the result in the first iteration. The density of secondary electrons sen was determined by 
kinetic energy loss and needed to be updated.  

(d) The EM fields E(k+1) and B(k+1) were solved by applying the Compton current J(k) and 
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air conductivity σ(k). 

(e) After the second iteration loop, the error of the EM fields was calculated for the whole 
simulation region between two iterations. Steps 3) and 4) were repeated until the error 
of the EM fields was less than a given error.  

The numerical results of J(k), σ(k), E(k+1) and B(k+1) of the last iteration were considered as 
an expected solution of the coupled equations in (2-23), and it can be regarded as a self-
consistent solution for HEMP. 

The computation order of the HEMP physical parameters in the iterative scheme is shown 
in Figure 2-6. Compared to the graphical depiction for EXEMP, the simulation of electrons 
between spatial finite elements was decoupled. And thanks to (2-18), the term of the field in 
the equation of Compton current, which is originally a function of space and time, is converted 
into a time-dependent variation only. The simulation of the Compton current and air 
conductivity can be executed independently for each spatial finite element. In addition, the 
parallelizable code can further improve the efficiency of the proposed iterative scheme.  

2.2.2 Stability and convergence analysis of the iterative simulation 
To achieve stability and convergence while solving partial differential equations of 

HEMP by the method of finite difference, the discretization of space and time should be 
constrained by the Courant-Friedrichs-Lewy (CFL) stability condition. The size of the time 
step should be less than or equal to that required for the EM wave passing through one spatial 
step. However, due to the application of retarded-time coordinate system, the spatial step could 
be enlarged and achieve stable results as well. Since the iterative scheme has no specific 
requirement for small spatial steps, its efficiency advantages will be realized.  

Convergence analysis of the iterative algorithm was divided into two parts: the 
convergence of the Compton current and the convergence of air conductivity. The EM fields 
converged naturally as a result.  

The convergence of Compton current was given qualitatively. The generated EM fields 
removed energy from the Compton electrons, weakened the electron velocity, and reduced the 
Compton current. In later iterations, when the Compton current decreased, the EM fields 
decreased and the weakening effect of the EM fields on electron motion also decreased, which 
increased the Compton current in turn. The reverse was also the same. The Compton current 
tended to be balanced during iterations, as the changes of EM fields and current were mutually 
restricted.  

Air conductivity was also affected by the electric field, but there were different rules. Its 
convergence was shown quantitatively. For any radial Compton current, (2-10) was 
substituted into the second and third equation in (2-23), such that the difference of the redial 
electric fields between two iterations was obtained as 
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Let ( ) ( )ex x x  , there is always 
0' 2 /N N  , according to the numerical results in 



 

 

Reference [116]. N and N0 refer to the atmospheric density and standard atmospheric density. 
The inequality was obtained when n=1, which means t=Δt,  

 1
r r max r r| ( ,1) ( ,1) | ' | ( ,1) ( ,1) |k k 2

0 seE r E r c en E r E r       ( ) ( ) (2） (1)  (2-26) 

By recursion, inequality was obtained as 

 k -1
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where  
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The density of secondary electrons 
esn  is affected by air density, prompt gamma yield, 

and many other factors. During the numerical simulation, there is Nmax<1017 for the prompt 
gamma yield up to 3 kt. When Δτ<10-10 and L<1, the convergence of the electric field in the 
iteration is guaranteed. When the value of Nmax(N0N) is larger than 1017, the convergence of 
the iterations can be ensured by reducing the size of the time step. The relationship between 
the transverse electric field and air conductivity can be proven in the same way. 

Therefore, substituting (2-10) into both ends of the inequality, it was concluded that 

 1 -1 2 1( , ) ( , ) max{| ( , ) ( , ) |}k k kr n r n L r n r n       ( ) ( ) ( ) ( )  (2-28) 

The convergence of air conductivity within the iteration was thus proven.  
When the current and conductivity converged through iterations, the EM fields of HEMP 

converged as a consequence. 

2.2.3 Validation of the numerical simulation of the HEMP 
In the first case, the HEMP generated by a high-altitude nuclear explosion was simulated, 

with the burst at 100 km. The total prompt gamma yield was 3 kt, with the monoenergetic 
prompt gamma ray of 1.6 MeV. The value of the geomagnetic field was simplified as being 
uniform in space and was set to 50 μT. The atmospheric density was described by the 
exponential model. The value of this case was determined with reference to previous 
studies[46][47].  

We simulated the time-domain waveforms of the total electric field on the ground, the 
Compton current, and the air conductivity in the source region with the consideration of self-
consistency by the proposed iterative scheme and the EXEMP method. The numerical results 
of the electric field time-domain waveform on the earth’s surface are shown in Figure 2-7 (a). 
The numerical results of the Compton current and air conductivity in the source region are 
shown in Figure 2-8. 

After six iterations, the proposed iterative method is well convergent for different 
conditions and has good agreement with the conventional non-iteration method. The first 
iteration can be seen as the non-self-consistent simulation, while the results in the sixth 
iteration can be seen as well-solved self-consistent results. 
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(a) Time-domain waveform 
(b) Electric field amplitude in iterations with 

different initial conditions 
Figure 2-7 Numerical results of the electric field incident to the ground simulated by the proposed 

iterative scheme 

   
(a) Transverse Compton current at 

30 km. 
(b) Radial Compton current at 30 

km. 
(c) Air conductivity at 30 km 

   
 (d) Transverse Compton current 

at 20 km 
(e) Radial Compton current at 20 

km 
(f) Air conductivity at 20 km 

Figure 2-8 Numerical results of transverse Compton current and air conductivity simulated by the 
proposed iterative scheme  

Ignoring the self-consistent effect in simulations may lead to higher amplitude and longer 
duration of the electric field. Moreover, the self-consistent effect has more impact on the wave 
tail, since the effect of the self-consistent field on electrons accumulates over time.  

We found that the peak of the electric field occurred earlier than that of the Compton 
current, because the fields were saturated with the existence of secondary electrons. The 
saturation effect also showed a nonlinear relationship between current and fields. When the 
self-consistent effect was taken into consideration, even the amplitude of transverse Compton 
current decreased by 58% and 35% at the height of 30 km and 20 km, and the amplitude of 

0 5 10 15 20

0

20

40

60
E

/k
V

ꞏm
-1

t/ns

 Proposed: It.1
 Proposed: It.2
 Proposed: It.3
 Proposed: It.4
 Proposed: It.5
 Proposed: It.6
 Non-iteration method

It.1 It.2 It.3 It.4 It.5 It.6

20

40

60

80

100

120

E
m

ax
/k

V
ꞏm

-1

Iteration times

 
 
 

3kt

0.3kt

0.03kt

0.1 1 10 100 1000

0.0

0.4

0.8

1.2

J φ
/A

ꞏm
-2

t/ns

 It.1
 It.2
 It.3
 It.6

@30km

0.1 1 10 100 1000

-5

-4

-3

-2

-1

0

J r/A
ꞏm

-2

t/ns

 It.1
 It.2
 It.3
 It.6

@30km

1 10 100 1000

0.2

0.4

0.6

0.8

1.0

@30km


×

10
-3

S
ꞏm

-1

t/ns

 It.1
 It.2
 It.3
 It.6

0

0.1 1 10 100 1000

0.00

0.04

0.08

0.12

0.16

J φ
/A

ꞏm
-2

t/ns

 It.1
 It.2
 It.3
 It.6

@20km

0.1 1 10 100 1000

-1.5

-1.0

-0.5

0.0

J r
/A

ꞏm
-2

t/ns

 It.1
 It.2
 It.3
 It.6

@20km

1 10 100 1000
0

1

2

3

4

@20km


×

10
-3

S
ꞏm

-1

t/ns

 It.1
 It.2
 It.3
 It.6



 

 

the electric field on the ground changed by less than 7%.  
To accelerate the convergence of the iterative scheme, we used a successive 

overrelaxation (SOR) method in the Compton current simulation. The Compton current in the 
(k+1)-th iteration was simulated based on SOR, as 

 1 1 1(1 ) ( )k k k k    J = J E B，  (2-29) 

where ω is the SOR relaxation factor. An appropriate value of the relaxation factor can help 
accelerate the convergence of the results.  

Through the qualitative analysis of the abovementioned equations, the influence of the 
EM fields and current on each other was found to be a negative feedback process. When the 
current increased, the generated HEMP became stronger. Meanwhile, the stronger the EM 
fields were, the greater the inhibition on the movement of Compton electrons was, which 
reduced the Compton current. Conversely, when the current decreased, it led to decreased EM 
fields, which also reduced the effect of the EM fields on the current.  

We can obtain the same conclusion from the numerical results shown in Figure 2-8. The 
Compton current in the second iteration had the smallest amplitude because of the large 
negative impact of the generated EM fields and lack of self-consistency limitation. In the third 
iteration, the current became small, and the restriction of the EM fields on the current became 
weak. As a result, the EM fields of the third iteration became large again.  

We can conclude from (2-29) that when the value of ω is between 0 and 1, the change 
of current caused by the EM fields is artificially weakened. This is consistent with the negative 
feedback process of the Compton current within the iterative scheme.  

To check the influence of the relaxation factor, the integral absolute error (IAE) is by 
integrating the absolute error between the electric fields over time and space 
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where ε represents the error between the numerical results of each iteration and the expected 
results. E   is the result of the electric field obtained by the last time iteration, which is 
regarded as the expected results.  

 
Figure 2-9 Relative cumulated error of the numerical results versus different values of relaxation factor 

The integral absolute error was investigated for different values of the SOR relaxation 
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factor. With SOR optimization and an appropriate relaxation factor, the convergence occurred 
faster and required fewer iterations. When the value of ω was around 0.94, convergence sped 
up and the relative cumulated error after 3rd iteration was less than 1%.  

Table 2-1 shows the execution time of the case in Section 0, simulated by the different 
methods. The proposed iterative simulation code was developed in Matlab on a LINUX-based 
parallel platform. The parallel code used up to 56 processors. Since there is no open-source 
simulation code, the conventional non-iteration method is reproduced by Matlab according to 
reference [38]. The reproduced code run on the same LINUX-based platform. Since the 
calculation of fields and electrons are decoupled in the proposed method, the communication 
cost is low. The result suggested that the computational efficiency of the proposed iterative 
scheme was greatly improved by increasing the number of processors for the Compton current 
simulation.  

Table 2-1 Computation time of different codes for the same case with and without the consideration of 
self-consistency  

 Computation time /min 

Method Conventional non-iteration method Proposed iterative scheme 

Number of processors 1 1 20 56 

Non-self-consistent 1.7 1.7 1.1 1.0 

Self-consistent 193.0 88.9 5.9 3.2 

The improvement of the parallel simulation can be quantified by defining the "speed-up" 
as the ratio between the computation time when the processor number was one t1 and actual: 

 
1 / NS t t  (2-31) 

where tN refers to the computation time with i processors. Figure 2-10 shows that, with the 
number of processors increased, the speed-up had an upper limit because of communication 
and non-parallelizable parts, which mainly refer to the simulation of the EM fields.  

 
Figure 2-10 Speed-up of the proposed iteration scheme by the parallel computation code versus number of 

processors. 

For both methods, the calculation time increased when considering self-consistency. 
Compared with the non-iterative EXEMP method, the computational efficiency can be 
improved up to 60 times with an error of less than 1% by the proposed iterative scheme.  

Figure 2-11 shows the distribution of the electric field within the whole geometrical 
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coverage area on the earth surface, when the geomagnetic inclination is 60˚. The origin point 
in the figures is the projection of the burst on the ground, which is called the ground zero point 
(GZ). The distribution pattern of the electric field amplitude is matched with the smile diagram 
recommended in IEC 61000-2-9[187].  

    
(a) Contour of the amplitude of the electric field 

(kV/m) 
(b) Direction of the electric field horizontal 

component 
Figure 2-11 (a) The electric field incident to the ground (Parameters: prompt gamma yield 3 kt, 

geomagnetic inclination 60˚, height of burst 100 km.) 

2.3 Physical-based stochastic surrogate model for the HEMP distribution 
on the ground 

EMP is the result of a self-consistent processes, including air ionization by photons and 
electrons, the behavior of the electrons, and interaction between current and electromagnetic 
fields. Uncertainties are introduced into HEMP calculation inevitably because of the existence 
of uncertain factors.  

E1 HEMP 

High-altitude explosion

Asymmetric 
factors

Secondary 
electrons

Compton recoil 
electrons

Promptγphotons

Physical process of E1 HEMP generation Uncertainty factors

Height、yield

Prompt γ time function 

Prompt γ energy spectrum

Compton electron kinetic energy

Compton electron scattering angle 

Air density

Ionization and recombination 
coefficient

Geomagnetic  field 
amplitude and inclination 

 
Figure 2-12 Uncertain factors in the generation of HEMP 

The full simulation of HEMP includes the Compton scattering of prompt gamma photons 
and electrons, the behavior of electrons, and the propagation of electromagnetic fields. 
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Uncertainty quantification of the HEMP may lead to numerous repeats of the full simulation, 
and may be unaffordable and time-consuming. Even though the proposed iterative scheme can 
improve the simulation efficiency greatly, it is still expensive for uncertainty quantification. 
In order to study the uncertainty of the HEMP considering the previous-mentioned uncertain 
factors, a surrogate model is needed. Since the HEMP calculation cannot be expressed by 
analytical expressions, meanwhile the spatial distribution of the HEMP electric field amplitude 
and polarization angle is non-smooth, and the construction of non-intrusive surrogate models 
is difficult. Therefore, a physical-based stochastic surrogate model is proposed to describe the 
spatial distribution characteristics and stochastic characteristics of the HEMP incident to the 
ground surface. 

2.3.1 Surrogate model based on the simplified dipole and quadrupole 
In order to conveniently express the electric field distribution near the ground, a 

coordinate system is established with the GZ as the coordinate origin, as shown in Figure 2-13. 
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Figure 2-13 Definition of the elevation angle ψ, the direction angle δ, polarization angle α, and 

geomagnetic inclination θb of the electric field 

Looking back into the generation mechanism of HEMP, the EM fields are generated 
mainly by the deflection of Compton electrons in the geomagnetic field. The electric fields on 
the ground are mainly transverse, the amplitude of the fields is mainly dependent on the 
behavior of the transverse component of the Compton electron in the source region. Assuming 
the Compton current source is limited in the source region and the variation of Compton 
current with height is negligible in the source region. There is no new electric field that will 
be generated below the source region. Then the electric field reaches the ground in the form 
of a plane wave. The electric fields on the ground can be expressed by the approximation of 
the first term in (2-14) 
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where Jt — the transverse Compton current in the source region. rg — the distance in the line 



 

 

of sight from the source region to the observation point on the ground. 
Compton electrons have the initial forward velocity gained from the prompt gamma 

photon. Once the electrons move forward along the radial direction, they are deflected by the 
geomagnetic field and have a transverse velocity component perpendicular to the geomagnetic 
field. When velocity is calculated in a short time, 
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e e
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m m
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where er — the unit vectors of the radial direction (from the detonation point to the observer 
point), as shown in the coordinate system shown in Figure 2-13. The geomagnetic North and 
East direction are the positive direction of the X and Y axis, respectively. For calculation 
purposes, a new spherical coordinate system with the origin at the gamma source is established.
 The geomagnetic field vector can be extended into the form of absolute value |Be| and 
unit vector b. b in the spherical coordinate system can be transferred by the rotational 
transformation matrix: 
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 (2-34) 

where R — the rotational transformation matrix. R is a unit orthogonal matrix, there is RT= 

R-1. RT can be used as the inversion rotational transformation matrix for the vectors from the 
spherical coordinate to the Cartesian coordinate system.  

The fields generated by the Compton electron with pv  are in the same direction as pv  
and perpendicular to the geomagnetic field and radial direction. In fact, pv  is comparable 
with the initial velocity v0. As a consequence, pv  causes a second-turned velocity component 

p,tv  
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The second-turned velocity is not completely perpendicular to the radial direction. Part 
of p,tv  is parallel to the radial direction, which only causes local radial electric fields and is 
ignored here. Part of p,tv   is perpendicular to the radial direction and contributes to the 
electric fields on the ground.  
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The second-turned p,tv   will produce a new vertical component, but each new 
component will be smaller by a factor of (Δte/me)2|Be|. To balance the rationality and efficiency 
of the simplified model, we stop at the second-order approximation here.  

The electric fields caused by the electrons with the velocity of pv  is usually called the 
magnetic dipole term of the field. Because the spatial variation of pv  is only determined by 
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the geomagnetic field. The electric field caused by the electrons with the velocity of p,tv  is 
usually called an electric quadrupole term. The transverse component of the HEMP can be 
approximated by the sum of these two fields 
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Substitute (2-36) into (2-37), an approximated closed-form of electric fields is obtained 
only considering the existence of Compton current and can be used as a surrogate model to 
estimate the amplitude of the electric field with respect to r and b.  

 

  t e e e

2

e , e

0

e g

, ,

,

( )+ ( )

sin( )+ sin( )cos( )

= , < , >
2

e b e e b b e

e b

r B r

r r r r

r

B r B

r B

e
t

m
e

D t
m

c e N
D t

m

D D

D

r



  



        
 

 

 

E B B B

B B  (2-38) 

where D is a variable related to distance from the source. The relative relationship between 
the electric field at the same distance from the GZ can be approximated analytically.  

 
Figure 2-14 Estimated amplitude of the fields with the change of direction at different distances from GZ, 

obtained by surrogate model and full computation 

Figure 2-14 shows the variation of the estimated amplitude of the fields at different 
directions and different distances from GZ, when Δt=2 ns. The amplitude is normalized and 
compared with the full simulation results. It can describe the key characteristics of spatial 
distribution for HEMP on the ground.  

The electric fields are not strictly east-west symmetry. The direction of the electron 
velocity of the dipole term is east-west symmetric. Therefore, the electric fields contributed 
by the dipole term have opposite directions and equal amplitude. The direction of the electric 
quadrupole is not centrosymmetric. In the west of GZ, the horizontal component of the 
resulting electric field cancels part of the electric field by the dipole term, in the east, the 
horizontal component of the resulting electric field enhances the electric field by the dipole 
term. Therefore, the total field will be slightly higher on the east side than on the west side. 



 

 

D is a function of distance and has no analytical expression, it should be fitted by the 
deterministic results with different distances from GZ. 

The surrogate model based on the dipole and quadrupole can be used to describe part of 
the spatial distribution characteristic of the HEMP incident on the ground. For sure, the results 
are subject to error, ignoring the effect of air drag, secondary scattering of the Compton 
electrons, the effect of the secondary electron, and the effect of self-consistency. 

2.3.2 Physical-based stochastic surrogate model based on SVM 
According to the previous discussion, the electric field may be affected by numerous 

variables. In order to study the uncertainty of HEMP with spatial distribution characteristics 
under various uncertainties, as well as correct the error of the simplified surrogate mode, D is 
no longer a function of distance. The transverse component of the electric field (2-38) can be 
divided into two-term, 
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where Eθ — the vertical polarization component; Eδ — the horizontal polarization component 
according to the polarization. In fact, Eδ and Eφ are equivalent to Eθ and Eφ in the spherical 
coordinate system with the explosion point as the origin point. ξ is a vector collecting the 
independent variables with uncertainties. F'(ξ) and G'(ξ) are the coefficient of dipole term and 
quadrupole term. They are functions of a series of uncertain variables, such as the prompt 
gamma yield, the height of the burst height, the prompt gamma time function, and the 
geomagnetic field. They also vary with the relative distance and direction from GZ. 
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The electric field polarization angle is calculated by the two transverse components  
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The elevation angle of the electric field incident to the ground surface is the function of 
relative distance from GZ, and can be calculated as 
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ξ =  (2-42) 

To combine the obtained EM field results with field-to-line coupling simulation, and to 
quantify the uncertainty of both fields and conductors, it is best to use an analytical description 
for the time domain amplitude of the EM fields with closed-form frequency domain expression. 

There are three widely-used descriptions for the transient signal with fast rise and wide 
frequency band, as shown in Table 2-2.  
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Table 2-2 Typical descriptions for the transient signal with fast rise and wide frequency band 

 
(a) Relationship between the time coefficients and 
the ratio of  and of DEXP and QEXP 

(b) Relationship between  versus  of the
HEMP waveform 

Figure 2-15 The ratio of TFWHM and Tr for actual HEMP waveform and analytical expression, respectively 

DEXP is the simplest form for HEMP waveform, but it introduces an unexpected increase 
in the high frequency in the frequency domain because the waveform is forced to zero at the 
initial time. It also has difficulty fitting the waveform when the ratio of TFWHM and Tr is less 
than 4, as shown in Figure 2-15 (a). However, it is common for the HEMP waveform that the 
ratio of TFWHM and Tr is less than 4, as shown in Figure 2-15 (b). The quotient of double 
exponential (QEXP), and the p-power of double exponential (PEXP) have common behavior 
in both the time domain and frequency domain. The PEXP has a complex analytical solution 
in the frequency domain. Therefore, the QEXP is the best closed-form expression to describe 
the HEMP waveform. αE and βE are calculated from TFWHM and Tr. kE is the normalization 
coefficient of the amplitude and is a function of αE and βE. 

Therefore, a time-domain surrogate model for the electric field with the consideration of 
uncertain variables can be obtained 
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There are four independent stochastic functions to be solved in the surrogate model, F'(ξ) 
and G'(ξ) are solved by the amplitude of the vertical polarization and horizontal polarization 
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components, αE(ξ) and βE(ξ) are fitted by the time domain waveform of the total field. Support 
vector machine (SVM) is used to fit the four stochastic functions, which is a non-parametric 
approach to construct surrogate functions for problems with high dimensional variables. 

Taking F'(ξ) as an example, it can be expressed as a non-parametric multivariate function 
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SVM ii
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where K(xi,x) is the kernel function. Several common kernel function is shown in Table 2-3.  

Table 2-3 Commonly used kernel function in SVM 

Kernel function  ,iK x x  

Linear T
ix x  

p-order polynomial  1
qT

i x x  

Gaussian radial basis function (RBF)  2 2/exp 2i  x x  

Sigmoid   tanh T
ic zx x  

 When solving the coefficient ai and b by the least-squares method (LS-SVM), the amount 
of the coefficient is independent of the number of uncertain variables and is determined by the 
number of samples. Therefore, SVM has good performance in high-dimensional problems 
with a small sample set[193]. The LS-SVM is achieved by the MATLAB toolbox LS-
SVMLab[194].  

For comparison, another surrogate model is constructed directly based on the SVM fitting 

 
t SVM( , ) ( )E t F ξ ξ   (2-45) 

SVM ( )F ξ  is fitted by the HEMP amplitude sampling from multivariate ξ based on SVM fitting.  
To validate and compare the performance of these surrogate models, consider a case with 

5 uncertain parameters. The RBF is chosen as the kernel function for both SVM-only surrogate 
model and the physical-based SVM surrogate model.  

The distance d from the GZ and direction angle δ are also variables, since the spatial 
distribution characteristics of the electric field within the whole illustration range are 
considered. 

Figure 2-16 shows the CDF of electric field amplitude obtained from different methods. 
Both the physical-based stochastic surrogate model and the SVM-only stochastic model are 
trained with 200 training samples. The performance of surrogate models with different sizes 
of training samples is compared in Table 2-4.  
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(a) 100 samples                          b) 200 samples 
Figure 2-16 CDF of electric field amplitude with different number of samples 

The physical-based stochastic surrogate model performs better than the stochastic model 
constructed by only SVM with fast convergence and high accuracy. This is because the non-
intrusive stochastic models have a common disadvantage in dealing with non-smooth object 
functions. The spatial distribution of the HEMP is non-smooth according to the deterministic 
results. The root-mean-square deviation DRMS indicates the distance between the CDF of the 
results between the stochastic model and the MC method. The physical-based stochastic 
surrogate model can greatly improve the performance of the non-intrusive stochastic model, 
by providing an analytic expression based on the simplified model, because the simplified 
model of Compton electron can describe the specific distribution pattern of the HEMP. The 
improvement is significant when the amount of samples is small. 

Table 2-4 Comparison of time consumption and accuracy of MC, physical-based SVM and SVM-only 

 MC Physical-based SVM SVM 

Samples 2000 100 200 1000 100 200 1000 

DRMS \ 0.029 0.020 0.012 0.180 0.125 0.039 

Time 48h18min 2h19min 4h40min 24h11min 2h18min 4h40min 24h11min

It shows that the uncertainty quantification based on the stochastic surrogate models 
reduces the time-consuming of tens of hours than the conventional MC method. The time-
consuming of the surrogate models is mainly determined by the full simulation of the training 
samples, the construction of the surrogate models is less than one minute.  

2.3.3 Uncertainty Quantification of HEMP based on the stochastic surrogate 
model 

The uncertainty of potential HEMP for the power system is quantified by using the 
proposed physical-based SVM surrogate model 

Frequentist probability distribution is the preferred method to characterize the uncertainty 
of variables, that is, the probability of events is expressed by the possible frequency. However, 
for the variables with epistemic uncertainty, there is rarely a frequentist probability, the 
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subjective probability is utilized as a credible alternative. The uniform distribution can be 
assumed for the variable without a special probability feature, as long as the range is 
meaningful. The inclination and amplitude of the geomagnetic field are used as dependent 
variables of latitude and longitude. 

Figure 2-17 shows the probability distributions of the amplitude Emax, the rise time Tr, the 
pulse width TFWHM of the HEMP waveform, the polarization angle, and the elevation angle of 
the field incident to the earth surface. These are parameters we are concerned about in the 
simulation of coupling response. It should be noted that these quantities are dependent 
variables of uncertainty influence factors of the HEMP field. The variables are not independent 
of each other. The results in Figure 2-17 show that there is a strong correlation between 
parameters, and the relationship between parameters has a large uncertainty range as well. 

  
Figure 2-17 The joint and marginal distributions of the amplitude, the rise time, the FWHM, the 

polarization angle, the elevation angle, and the direction angle obtained by the stochastic surrogate model 
of the HEMP. The color represents the normalized joint probability density. 

The first two graphs in the first column in Figure 2-17 show a strong inverse relationship 
between the amplitude and the rise time of the HEMP waveform. This is consistent with the 
previous quantitative analysis. The increase in amplitude is often the result of the increase of 
Compton current, which leads to an increase in the build-up level of the secondary electrons. 
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The high-pass filtering effect of the air plasma becomes obvious and causes a fast time-domain 
waveform. This is important for the study of coupling responses on the TLs. 

The graphs in the third row show that horizontal polarization is the dominant component 
when the electric field is large. There is almost no completely vertical polarization electric 
field. Since the most severe coupling case is the grazing incidence with vertical polarization, 
the coupling responses on the lines may be overestimated if the distribution of polarization is 
ignored. 

2.4 Concluding remarks 

In order to quantify the potential distribution of the field parameters used in the study of 
field-to-line coupling responses, a full computation model and a physical-based stochastic 
surrogate model of HEMP are developed in this section.  

(1) The self-consistent process of the generation and propagation of HEMP is simulated 
by the proposed iterative self-consistent algorithm, which can greatly improve the computation 
efficiency with similar accuracy, the computation efficiency can be improved up to 60 times 
compared with the conventional self-consistent method. In the simulation of HEMP with 
prompt gamma yield ranging from tens tons to several kilotons, for both prompt gamma ray 
of monoenergetic and energy spectrum, the self-consistent effect plays a non-negligible role 
and led to different reductions (up to 20%) in the amplitude of the electric field.  

(2) The amplitude of the HEMP increases with the increase of the gamma yield and 
gradually saturates because of the self-consistent effect and saturate effect. The geomagnetic 
inclination affects the spatial distribution of the HEMP amplitude and polarization angle. With 
the geomagnetic inclination increase, the horizontal component of the electric field is 
increasingly dominant. 

(3) A physical-based stochastic surrogate model of HEMP incident to the ground is 
proposed based on the simplified model, to address the problem of difficulty in constructing 
non-intrusive surrogate models, since the HEMP calculation cannot be expressed by analytical 
expressions and the spatial distribution of the HEMP electric field amplitude and polarization 
angle are non-smooth. Compare to the conventional Monte Carlo method, it requires fewer 
full simulations, reducing the time-consuming from days to hours. 

(4) From the uncertainty quantification of the HEMP, some conclusions are as follows: 
there is an upper limit for the electric field amplitude caused by the self-consistent effect and 
saturation effect; the increase in the amplitude is often accompanied by a decrease in the pulse 
width; the horizontal polarization is the dominant component when the electric field is large. 
The uncertainty quantification of key parameters of HEMP such as amplitude, rise time, and 
polarization angle is carried out and will be used in subsequent uncertainty quantification of 
field-to-line coupling. 分节符公式章 (下一章) 节 1



 

 

3   Deterministic model and stochastic model for field-to-line 
coupling 

In this chapter, the deterministic model and stochastic model for the lines excited by 
external fields are presented.In order to simulate the potential coupling responses of lines with 
nonlinear loads (such as MOA), when the coupling responses may vary in a large range due 
to the uncertainty of incident field, the macromodels of field-to-lines coupling are established 
by equating the transmission line distribution characteristics to the behaviors at ports, which 
can deal with the frequency-dependent characteristics as well as the nonlinear load of the lines. 
An equation-based dynamic nonlinear model is proposed to represent the MOA response when 
the rise time of the induced current may vary in a wide range. The deterministic model of field-
to-lines coupling responses has analytic expression, therefore, the stochastic models of the 
coupling responses on the line are intrusively constructed by expanding the telegraph 
equations through the polynomial chaos expansion method. It can be used for the uncertainty 
quantification of coupling response, when the uncertain parameters coming from lines and 
incident fields are mutually independent. 

3.1 Classical physical model for TLs excited by external fields  

Lines and wires in the power systems, including elevated TLs, communication lines, etc., 
are typical coupling paths for electric fields in power systems. These overhead lines can be 
abstracted as multiconductor above the ground, as shown in Figure 3-1. When the TLs are 
excited by the external electromagnetic field, the induced voltages and currents along the lines 
can be described by the telegraph equipment.  
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Figure 3-1 The diagram of TLs excited by the external field  

Taylor model, Agrawal model, and Rachidi model are three well-known models that 
describe the TLs excited by the fields[133]-[135]. The usage of different variables of TL and field 
components in the model leads to different forms of the formula, as shown in Table 3-1.  
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Table 3-1 Comparison of three models of field coupling to two-conductor TL  

 Telegraph equation boundary conditions Variable 
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Despite the different forms, the three models can provide equivalent simulations for the 
TL. The advantage of the Agrawal model and Rachidi model is that the formulas have a simple 
form with only one source term caused by the incident field. The advantage of the Taylor 
model is that the total currents and voltages on the TLs are solved directly. In this dissertation, 
the Taylor model is utilized to develop the macromodel. The equations can be easily 
transferred into the form of two-ports and can be combined with the solution of load terminals 
directly.  

Consider a group of N multiconductors, including N-1 overhead transmission line and 
lossy ground. The geometric arrangement is shown in Figure 3-1. The i-th conductor is located 
at a height of hi above the ground. The telegraph equation considering the field-to-line 
coupling based on the Taylor model for these MTL in the Laplace domain is  
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 (3-1) 

where V, I — the total voltages and current along the conductors; Vs, Is — the distributed 
voltage and current source caused by the external field; Z, Y — the per-unit-length impedance 
and admittance matrices of conductors. V, I, Vs, Is are vectors of N×1 order. Z, Y are vectors 
of N×N order.  

The voltage source is made up of two parts, one is the excitation magnetic field flux 
between the wire and the ground, and the other part is the horizontal components of the electric 
field on the ground. The current source of the telegraph equation is determined by the vertical 
components of the electric field located at the height of the conductors.  

 
       
    

s 0 y x0

s z0

j , , d , ,0

, , d

i

i

h

i i

h

i

x H x y z z E x y

x E x y z z

  

 




V

I Y
 (3-2) 



 

 

+

− 

dx
x+dx

Y

ZVS(x) I  (x+dx)I (x)

V  (x+dx)IS(x)

+

− 

V  (x)

x

+          − 

 
Figure 3-2 The per-unit-length equivalent circuit with incident field based on Taylor 

The per-unit-length (p.u.l.) impedance and admittance of the MTL are calculated by the 
inductance L, capacitance C, frequency-dependent conductor internal impedance Zw(s), 
frequency-dependent ground admittance, and conductance Zg(s), Yg(s).  
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The inductance matrix L includes the self-inductance of conductors and mutual 
inductance between conductors: 

 

0

0
2

2
ln

2

4
ln(1 )

2

i
ii

i

i j
ij

ij

h
L

r

h h
L

d







 


  


 (3-4) 

where ri, hi — the radius and height of each conductor, dij — the distance between conductor 
i and conductor j. 

The capacitance matrix can be calculated from the inductance matrix: 

 1
0 0  C L  (3-5) 

The frequency-dependent ground impedance and conductance Zg(ω), Yg(ω) are caused 
by the lossy ground. When the frequency of the signal is high, the displacement currents in the 
soil should be taken into consideration in the calculation of transmission line parameters. The 
logarithmic approximation proposed by Sunde is widely used for the ground impedance for 
the single line[61] and has been extended to the mutual ground impedance[62]: 
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where, 
g 0 g r )j j(      is the propagation constant, σg and εr are conductivity and 

relative dielectric of the ground.  
The ground conductance matrix Yg(ω) is calculated by the ground impedance Zg(ω) 
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 2 1
g g g Y Z  (3-7) 

The boundary conditions determined by the loads at both ends are 
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The distributed source term VS(x) and IS(x) are calculated by electromagnetic fields made 
up of the incident fields Einc, Binc and the reflected fields Eref, Bref reflected by the ground.  

The incident wave can be expressed as 
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Electromagnetic waves will be reflected and transmitted at the ground surface. The results 
of reflection and transmission are determined by the polarization of the incident EM waves. 
The EM field is divided into a horizontal polarization component and a vertical polarization 
component according to the polarization direction of the electric field, as shown in Figure 3-3.  
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(a) Horizontal polarization EM fields      (b) Vertical polarization EM fields 

Figure 3-3 Schematic diagram of the reflection and transmission of electromagnetic waves at the ground 
surface 

Therefore, the total electromagnetic fields can be expressed as 
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where Rv and Rh — the Fresnel reflection coefficients of the vertical and horizontal 
polarization components.  
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The reflected field can be obtained as: 
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Reflection coefficients Rv and Rh vary with elevation angles, signal frequency, material 
permittivity, and conductivity. For the ideal conductor, there is no tangential electric field and 
no normal magnetic field on the surface, therefore Rv = 1 and Rh = −1. Common values of 
conductivity and relative permittivity of several common materials for the earth's surface are 
shown in Table 3-2. The reflected field should be discussed separately according to the vertical 
and horizontal polarization of the electric field. 

Table 3-2 Conductivity and relative permittivity of several common materials of the earth's surface 

 Dry soil Wet soil Sandy ground Sea water 

Conductivity σg/S·m-1 0.001~0.01 0.01~0.03 <0.001 4 

Dielectric constant εr 3~5 4-40 6-8 81 

σg / εr /S·m-1 0.002~0.3 0.0004~0.0075 <0.00016 0.04 

When the elevation angle is small, part of the vertical polarization component field that 
is perpendicular to the ground is opposite to the incident field. When the elevation angle is 
small, it enhances the incident field. In contrast, the part of the vertical polarization component 
that is horizontal to the ground enhances the incident field at a small elevation angle, and with 
the increase of the incident elevation angle, it will decrease the incident field. The horizontal 
polarization component of the electric field is always parallel to the ground, and the reflection 
field always attenuates the incident field, but the effect is getting weaker. 
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(a) Rv for vertically polarized field (b) Rh for horizontally polarized field 

Figure 3-4 Influence of the elevation angle, signal frequency, and permittivity, and conductivity on the 
reflection coefficients 

When the incident field is a plane wave with angles shown in Figure 3-1, there is  
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Therefore, the distribution voltage and current source for each transmission line in the 
Taylor model are expressed as 
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According to the assumptions of transmission lines, that the size of cross-section h is 
smaller than the wavelength, the source term caused by the incident field can be approximated 
as:  
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3.2 Macromodel for field coupling to lines with nonlinear loads 

3.2.1 Frequency-domain macromodel of field-to-line coupling 
Equations in (3-1) can be expressed in the matrix-exponential form, and the solution can 

be obtained by making an analogy of the state-variable equations[136] 
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The chain parameter matrix ( )xΦ  is calculated as 
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The characteristic impedance and admittance matrix are calculated by the TL parameters: 
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where Tv are N×N nonsingular complex matrices used to diagonalizable the voltage and 
current matrix.  

For the two-conductor system made up of a single line and the ground, the chain 
parameter matrix degenerates to 
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where 2 γ ZY . 
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With the numerical results of the chain parameter matrix, the forcing function caused by 
the incident field is calculated analytically: 
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Equation (3-25) can be simplified as: 
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Equation (3-18) can be written as： 
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where the forcing functions are split into two parts: 
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When only the induced responses on terminal loads of the TL are concerned, the 
simulation can be transferred into the simulation of a two-port (or N-port, N is the number of 
conductors ) macromodel, as shown in Figure 3-5. 

The difference between the two parts of forcing functions in (2-33) is a delay operation 
in the time domain. The time delay equals the difference between the time when the incident 
field reaches two ends of the TLs. Therefore, when a line with a length of l=l1+l2 is divided 
into two connected sections, the macromodel for two sections is: 
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Figure 3-5 Macromodel with N-port for the N-1 TLs above the ground excited by external field 

The macromodel has the advantage that if there is a load connected in the middle of the 
TL, a virtual breakpoint can be set and simulate the TL as two separate sections. 

Add and subtract equations in (3-27) respectively, the following formulations can be 
obtained 
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where 

 ( ) l  ZYeH  (3-31) 

The forcing function is expressed by E1(ω) and E2(ω)  
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 (3-32) 

When the load at both end of the conductors are linear systems, the closed-form of 
induced current can be obtained according to Equation (3-18) and boundary conditions in 
Equation (3-8) 
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3.2.2 Time-domain macromodel for field-to-line coupling with nonlinear 
load 

There are a large number of nonlinear devices in power systems, such as kinds of transient 
voltage surge suppressors, such as the MOAs along the power lines. Since they are important 
overvoltage protection devices and may limit the coupling responses excited by the field, it is 
necessary to consider their influence in the simulation.  

For the simulation of the line connected with nonlinear elements, a time-domain 
macromodel of MTLs excited by the external fields is developed in this section.  

Transfer (3-30) from the Laplace domain to the time domain: 
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‘ ’ represents the convolution in the time domain, ZC(t), H(t), E1(t), E2(t) can be transferred 
from the numerical results in the frequency domain. The boundary conditions determined by 
the loads at both ends are: 
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Figure 3-6 Comparison of far-end induced current by frequency-domain and time-domain macromodel 

To solve the nonlinear load, Equation (3-34) can be implemented as a two-port network 
by using custom frequency-dependent components in time-domain circuit solver software 
such as the analog behavioral modeling controlled source in Spice, and the frequency-
dependent (phase) model in PSCAD[74][75]. Here we achieved the macromodel in Spice 

The procedure of constructing a time-domain macromodel for the TL excited by the 



 

 

external fields is shown in Figure 3-6. 
MOAs are widely-used transient voltage surge suppressors connected with TLs in power 

systems, they are the most significant nonlinear devices as well. The typical piecewise 
behavior of MOA nonlinear characteristics is represented in Figure 3-7[143]. It is divided into 
three regions according to the current density through the MOA. The voltage-current 
characteristic is approximately linear and exhibits capacitive behavior in region I, the leakage 
region, where the MOA is subjected to the power system operating voltage[138]-[140]. The 
MOA’s electrical behavior is resistive in region II, the breakdown region. The resistance 
decreases and voltage is maintained near a clamping level in an extensive range of currents 
ranging from milliamperes to about 103 A/cm2[140][141].  

In region III, the high current region, the decreasing rate in resistance of MOA reduces, 
where it is excited by lightning and many other kinds of overvoltage with peak current above 
kiloamperes.  

The piecewise behavior of the nonlinear resistor can be defined by a 4-parameter logistic 
function referring to[142], showing that the resistance changes slightly in regions I and III, and 
decreases rapidly in region II.  

  I III

(1 ( / ) ) ( / )d a

R R
R

u c u b
 


  (3-36) 

where RI — the leakage resistance at the low current region; RIII — the leakage resistance at 
the low current region and equivalent resistance in region III. They can be calculated from the 
residual voltage and current at MOA’s clamping voltage c, and nominal residual voltage b at 
nominal discharge current, respectively. Parameters d and a are calculated by the current and 
voltage where the MOA works in region II and region III. The values of d and a are derived 
by the manufacturer’s data for switching surges and typical lightning surges, as 

 I switching switching switching

III lightning lightning lightning

log( / )/log( / )

log( / )/log( / )

d R I V V c

a R I V V b




  (3-37) 

The voltage-current behavior can be represented as:  

 
I III/ (1 ( / ) ) / ( / )d a

u
i

R u c R u b


 
 (3-38) 

where i and u — the current and voltage of the nonlinear element R in the proposed model. It 
should be noticed that, for steep impulses, i and u do not represent the actual current and 
voltage through and across the MOA because of the existence of inductor L and capacitor C.  

In fact, when MOA works in region III and part of region II, a dynamic nonlinear 
characteristic is observed as shown in Figure 3-7. The residual voltage across the MOA 
increases as the front time of the impulse current becomes faster[144]-[148]. The residual voltage 
under 1-μs front-time impulse current is about 6%-10% higher than that under standard 
lightning surge (8/20 μs)[144]; the residual voltage under very fast transient (VFT) overvoltage 
with nanosecond-level front time is 50%-60% higher[145]. 
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Figure 3-7. Typical voltage-current characteristics of MOA[143] 

The existing nonlinear model of MOA has less consideration of the dynamic 
characteristics under impulse with nanosecond-level rise time. This may lead to the wrong 
conclusion that MOAs can limit the induced current and voltage and provide protection under 
various uncertainties of incident fields and lines. 

A test platform was built to study the dynamic nonlinearity characteristics of MOA, as 
shown in Figure 3-8.  

Source 
impedance

Pulse 
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Oscilloscope

MOA 
under test

+

−
 

V

Rob

Current Sensor

I

 
Figure 3-8 Schematic diagram of the experimental setup of a 10-kV MOA 

The pulse generator is a multi-stage Marx circuit. The front time and pulse width of the 
output signal are controlled by the inductance and capacitance of the Marx circuit. Combined 
with the source impedance, it can be regarded as a pulse current source, which can generate 
impulses with nanosecond-level front time from 20 ns to 400 ns and impulses with 
microsecond-level front time from 1μs to 30 μs. A low-inductance resistor Rob =300 Ω was 
connected in parallel with the MOA under test, the voltage on the MOA could be obtained 
from the current through the resistor Rob, to avoid the effect of the limited bandwidth of the 
capacitive voltage divider. The current sensors used in the experiment are Pearson 8590C with 
a bandwidth of 150 MHz. The oscilloscope used in the experiment is Tektronix DPO3054 with 
a bandwidth of 500 MHz. 

Two types of MOA with different nominal voltages were tested. Their specifications are 
shown in Table 3-3. Their voltage-current characteristics obtained by the experiment are 
shown in Figure 3-9. The voltage is normalized to the residual voltage at nominal discharge 
current I=5 kA with standard 8/20 μs lightning impulse. For both MOAs, the peak voltage 
increase when the front time becomes faster. 
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Table 3-3 Specifications of MOAs 

Parameters 
Voltage / kV 

YH5WZ-17/45 YH5WZ-5/13.5 

Nominal voltage 17 5 

Reference Voltage at DC 1mA 24 7.5 

Residual voltage at 5 kA lightning impulse 45 13.5 

Residual voltage at switching impulse 38.3 11.5 

Residual voltage at steep current 51.5 15.5 

 
Figure 3-9. Voltage-current characteristics of MOAs. The symbol line shows the measurement results. The 

symbol dash lines are fitted from manufacturer’s data by using Equation (3-38).  

According to previous references and laboratory tests, the dynamic characteristic occurs 
mainly when MOA operates in region III and part of region II. In this region, being the current 
and voltage large, the nonlinear resistor modeled by Equation (3-38) can be approximated as  

 1( )a

III

b u
i

R b
  (3-39) 

Equation (3-39) is consistent with the form of the widely used power function of 
nonlinear resistance models[147].  

To represent the dynamic characteristic of MOA, that the residual voltage increases as 
the front time of the impulse current become faster, an improved equation is proposed to 
describe the dynamic nonlinear resistance in region III 
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 (3-40) 

where k(fi) — the frequency-dependent multiplication factor, which increases monotonically 
with the frequency of the current signal. As the rise time becomes faster, the higher the 
frequency domain of the current impulse is, the larger k is, and the residual voltage increases.  

The multiplication factor k(fi) can be represented by some discrete values from tests with 
different impulses, such as fast surges of 1/9 μs, and VFT of 100 ns, 20ns, etc. For each kind 
of impulse, the frequency is calculated by the front time; the voltage across the MOA under 
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nominal discharge current can be obtained from measured results, previous studies, or 
manufacturer’s data; the value of the multiplication factor is calculated by the ratio of the 
voltage at the moment of current peak to the nominal residual voltage. This is because the 
voltage peak across the MOA is contributed by both the nonlinear resistance and the 
inductance, the overshoot contributed by inductance is large when the front time of the current 
impulse is fast. At the moment of current peak, the derivative of current with respect to time 
equals zero, the influence of inductance can be ignored, and the values of voltage and current 
can be seen as determined by the nonlinear resistance in the model.  

Table 3-4 Multiplication factor table of a YH5WZ-17/45 MOA 

f(Hz) 0 3E4 6E4 2E5 2E6 1E7 

k(fi) 0.99 1 1.01 1.05 1.3 1.45 

Therefore, the complete dynamic nonlinear resistance R can be described by the equation  

 
III/ (1 ( / ) ) / ( / ( ( ) ))d a

I i

u
i

R u c R u k f b


  
 (3-41) 

The MOA model resistance defined by this equation is regarded as a dynamic model. In 
contrast, the model with a nonlinear resistance R described by Equation (3-38) can be 
regarded as a static equation-based model.  

Based on the measured results, a multiplication factor table for the dynamic characteristic 
of the YH5WZ-17/45 MOA is provided in Table 3-4. It should be noticed that the values may 
vary for other MOAs from different manufacturers. It is recommended to use the optimization 
algorithm to achieve better parameters for the model, such as the genetic algorithm and 
harmony search method[154][155].  

The proposed model has piecewise nonlinear characteristics and frequency-dependent 
characteristics simultaneously. To solve this mixed frequency/time domain element, a new 
circuit element is defined based on the analog behavioral modeling (ABM) feature of Spice. 
Spice simulators can serve as a programming language and solve general mathematical 
problems by transforming them into electric circuits with controlled sources[153].  
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(a) Proposed circuit model for MOA (b) Proposed dynamic nonlinear resistance defined by (3-41)
Figure 3-10 Proposed MOA model 

When applying the static equation-based resistor R, a voltage-controlled current source 
GR is defined by (3-38). When applying the dynamic equation-based resistor described by 
Equation (3-41), the newly defined equation-based resistor is constructed by two controlled 
sources GR1 and GR2 connected in series, as shown in Figure 3-10 (b). R1 and R2 are two large 
resistances of 1015 Ω to avoid the non-convergence and instability of the solution. In fact, the 



 

 

currents through R1 and R2 are small so they can be ignored. Therefore, the behavior of the 
newly defined element is represented by  

 
1 2 1 2,u u u i i i     

where u1, u2 and i1, i2 are voltage and current across controlled sources GR1 and GR2, 
respectively.  

The controlling equations of GR1 and GR2 are as  
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 (3-42) 

GR1 is a frequency response table voltage-controlled current sources, defined by the first 
two equations in (3-42). The frequency response table is aiming to realize the multiplication 
factor ( )ik f . The auxiliary variable i'1 is introduced to ensure that the multiplication factor is 
directly multiplied by the current as it relates to the frequency of the current. GR2 is an 
expression-based voltage-controlled current source represented by the last equation in (3-42). 
The Spice netlist defining the improved dynamic equation-based resistor is attached. 

Spice netlist for the equation-based Resistor with Dynamic Nonlinear Characteristic 

.SUBCKT NonlinearR 1 2 
G1 1 3 FREQ {V(1,3) / (RIII*((b) / abs(V(1,2))) ** a)} = MAG 
+ (0, k(0)-a, 0) 
+ … 
+ (f, k(f)-a, 0) 
RG1 1 2 1E15 
G2 3 2 VALUE={V(3,2) / (RI / (1+ (abs(V(1,2))/c) ** d))} 
RG2 2 3 1E15 
.ENDS NonlinearR 

The performance of the proposed model was investigated for two MOAs with different 
nominal voltages. The simulation was performed in Spice. The influence of the current 
amplitude and frequency on the model were compared with the measured result based on the 
test platform in Fig. 2.  

Fig. 6 shows the responses of a YH5WZ-17/45 MOA under different impulses with peak 
values around 1 kA and 4 kA. The static model refers to the conventional static model with 
the resistor defined by (1). The dynamic model refers to the proposed model with a dynamic 
nonlinear resistor defined by (5). The capacitance and inductance in two models are the same.  

For the impulse with 30-μs front time, there is almost no difference between the two 
models. The improvement of the dynamic model becomes significant as the pulse front time 
becomes faster, especially when the current is large. For the surges with 20-ns front time, the 
proposed model greatly improves the predicted waveform at the early 500 ns. 

The voltage-current curves of the YH5WZ-17/45 MOA are drawn in Figure 3-12. For the 
impulses with front time of 1, 8, and 30 μs, both models are in good agreement with the 
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experiment. Measured results show that there is still a nonlinear relationship between the 
voltage and current under VFT, even though the nonlinearity is weaker than that under the 
lighting surges. The variation of the peak voltage under VFT simulated by the static model is 
relatively linear, which is mainly contributed by inductance in the MOA model. It implied that 
the dynamic nonlinear characteristics of the MOA can be hardly described by only modifying 
the value of the inductance in the MOA model. By comparison, the dynamic model shows 
good agreement with the measured results.  

 
(a) 0.02/0.5 μs                            (b) 1/5 μs            

 
(c)8/20 μs                                 (d）30/60 μs                                           

 Figure 3-11. Responses of a YH5WZ-17/45 MOA under different current impulses obtained by 
measurement and simulation 

To quantitatively evaluate the performance of different models, the percentage error of 
the peak voltage and absorbed energy of the MOA were used[141]  

  
e

e s m m

s m m m0 0

m m0

100%

( ) / 100%

( ) ( )d ( ) ( )d

( ) ( )d

t t

tE

P P P P

V t I t t V t I t t

V t I t t
 

  

 


 (3-43) 

where V, I, and P are the voltage, current, and peak voltage of the MOA. s and m in the 
subscript represent that the quantity are obtained by simulation and measurement, respectively. 
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Figure 3-12. Voltage-current characteristics of a YH5WZ-17/45 MOA obtained by simulation and 

measurement 

The coefficient of determination R2 was defined to evaluate the performance of the 
models in the wide range of amplitude and frequency: 

 
                                                  

2 2 2
s1 ( ( ) ) / ( ( ) )

N N

m m mR P P P P      (3-44) 

where N refers to the total number of tests for each sample. mP  is the mean value of the peak 
voltage. 

Table 3-5 Errors in the Peak Voltage, Absorbed Energy and the Coefficient of Determination R2 in a wide 
range of amplitude and frequency  

Analysis Parameters Pe / % Ee / % 1-R2 

Sample Model
30/60 μs 0.02/0.5 μs 30/60 μs 0.02/0.5 μs 

/ 
≈1kA ≈4kA ≈1kA ≈4kA ≈1kA ≈4kA ≈1kA ≈4kA 

YH5WZ-17/45 
Dynamic 0.91 2.10 0.67 1.61 1.25 0.54 1.54 5.3 0.03 

Static 0.46 3.03 25.5 27.9 1.52 0.55 2.58 9.05 1.53 

YH5WZ-5/13.5 
Dynamic 0.09 0.15 0.34 3.81 1.22 0.51 0.20 3.81 0.04 

Static 0.09 0.23 20.6 22.8 1.22 0.51 1.74 5.02 1.31 

Table 3-4 shows the errors between the simulation and measurement under the fastest and 
the slowest pulses we used in tests. The proposed dynamic model improves the prediction for 
both the peak voltage and absorbed energy of the MOA, the errors are less than 6%. The 
prediction for peak voltage across the MOA under VFT is improved significantly from more 
than 20% to less than 4%. The decrease of 1-R2 indicates that the proposed model provides 
better simulation than the static model for the peak value in a wide range of amplitude and 
frequency. 

Both the macromodel of transmission lines excited by the external field and the dynamic 
nonlinear load of MOA are derived based on equations and are implemented in Spice. 
Therefore, they can be easily combined together to simulate the transmission lines with 
nonlinear loads. 
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3.2.3 Validation of the field-to-line coupling macromodel 
1) Case 1: Validation by comparison with the experiment 

To validate the established frequency-domain and time-domain macromodel for TLs 
excited by fields. A field-to-line coupling experiment platform is established as shown in 
Figure 3-13. An overhead line is settled in an electromagnetic pulse simulator. The type of the 
line is JGG-10kV, the diameter of the multistrand stranded tinned copper conductor is 1.5 mm, 
and the thickness of the silicone rubber insulation coating is 3.6 mm. The dielectric coating 
causes an increase in the p.u.l. The capacitance of the TL, which is corrected by the finite 
element method[82]. The line under test is 1.6 m-long and lying at a height of 0.42 m. The loads 
at both ends are 110 Ω non-inductance resistors.   

h

k

E

L

Simulator

Pulse 
generator

Current Sensor

oscilloscope
 

(a) Picture (b) Diagram 
Figure 3-13 The field-to-line coupling experiment platform 

The incident field waveform generated by the simulator is a double exponential (DEXP) 
waveform with a rise time of 5 ns and pulse width of 40 ns. The field is total vertically 
polarized with an elevation angle of zero. The ground is made of aluminum and can be 
regarded as perfect ground. The actual time domain waveform of the electric field is measured 
and shown in Figure 3-14. 

 
Figure 3-14 Time domain waveform of the electric field in the simulator 

 
(a) Induced current at the near end (b) Induced current at the far end 

Figure 3-15 Induced current on the TL (The simulation result is obtained by frequency domain 
macromodel. Parameters for incident field: ϕ=0˚.) 

The currents at both loads are measured by the current sensor Pearson 8585C with a band 



 

 

wide up to 200 MHz. The oscilloscope used in the experiment is Tektronix DPO3054 with a 
bandwidth of 500 MHz. The positive direction of current is defined as the direction flowing 
to the ground.  

The simulation results are obtained by the frequency model and its inverse Fourier 
transform. The induced currents at both ends are shown in Figure 3-15. The simulation and 
measured results are in good agreement. 

2) Case 2: Field-to-line coupling responses with nonlinear load 

For the MOA connected to the lines in the power system, parts of the MOAs are settled 
at the terminal of TLs and connected in parallel with the equipment under protection. Parts of 
the MOAs are settled along the TLs, especially in the low-voltage level power system. 
Combining the nonlinear model with the simulation of field-to-line coupling, single lines with 
nonlinear load at different positions excited by the external field are simulated.  

Figure 3-16 shows the simulation for an elevated power line with a MOA connected in 
parallel with the terminal load. With the decrease of the incident field azimuth angle, the 
amplitude of the coupling response increases, and the rise time becomes faster. The simulation 
with the conventional static MOA provides residual voltage with similar peak values under 
different incident fields. In contrast, the simulation with the proposed dynamic model can 
represent the variation of the voltage on the MOA when the rise times of the coupling response 
is different. 

     

Zc MOAZc

l

h

Incident field

  

(a) Diagram  (b) Simulated results 
Figure 3-16 The field-to-line coupling responses with and without MOA. Parameters: l=1000 m, h=1 m, 

φ=0°, α=20°, ψ=50°,20°,10°. 

In order to simulate the influence of the MOA settled along the line, virtual endpoints are 
set for the TLs, where MOA is connected with the lines. The line in Figure 3-17 (a) are 
simulated as two connected segments by the macromodel.  

The results in Figure 3-17 (b) show that, when the MOA is close to the terminal 
equipment, it can limit the induced voltage for the terminal load. When the distance between 
MOA and terminal equipment increases, the MOA cannot provide efficient protection for the 
terminal load. When the distance is greater than an effective coupling length (ECL), although 
the induced voltage can be greatly reduced at the position of the MOA, large coupling 
responses are generated on the line behind the MOA. Therefore, the MOA at a distance from 
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the terminal of the line cannot reduce the amplitude of induced voltage on the terminal load, 
it can only reduce the pulse width slightly.  

The ECL can be calculated as[137] 

 ECL r 1 / cos cos

v
l T

v c  



 (3-45) 

where v — the velocity of the coupling responses propagating along the lines; Tr — the rise 
time of the incident field.  

Incident field

l1 l2

h Zc Zc
MOA

  

(a) Diagram  (b) Simulated results 
Figure 3-17 The field-to-line coupling responses with and without MOA. Parameters: ϕ=0˚, α=20˚, ψ=30˚, 

h=1 m, l1=100 m, l2=50, 100, 200, 500 m. 

When the length is larger than ECL, the amplitude of coupling responses will not increase 
very much, as shown in Figure 3-18. The polarization of the incident field does not affect the 
ECL. The increase in the rise time of the incident field signal will lead to a longer ECL and 
higher amplitude of the induced responses.  

   
(a) Induced current with horizontally polarized field (b) Induced current with vertically polarized field

Figure 3-18 Influence of the length of the line on the induced current (Parameters: h=1 m, ψ=10˚, 
ϕ=20˚.(a) α=90˚. (b) α=0˚.) 

The saturation of the FWHM of the coupling response occurs at a longer length than the 
saturation of amplitude, as shown in Figure 3-18 (b). Other ECL of the line can be defined to 
estimate the severe case of FWHM of the coupling responses: 

  ECL2 FWHM 1 / cos cos

v
l T

v c  



. (3-46) 

where TFWHM refers to the full width at half maxima of the incident field.  
The length of power lines in the power system is usually several kilometers. The ECL 
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can be used to estimate the critical length of the lines and simplify the simulation of TLs in 
complex networks with nonlinear loads. 

3.3 Stochastic model of field-to-line coupling based on polynomial 
chaos expansion 

Due to quantitative analysis based on the deterministic model, many influence variables 
may have great impacts on the coupling response, such as the height, radius of the lines, 
waveform, polarization angles, and incident angles of the field. The intrusive PCE method is 
the preferred choice for uncertainty quantification of problems with analytic forms. 
Meanwhile, the intrusive PCE has the convenience of combining with the macromodel of the 
objective function and is solved by simulation software[157]-[159].  

The central concept is to construct a surrogate model instead of the original objective 
function. The surrogate model is constructed by projecting the objective function on a set of 
orthogonal polynomial basis functions 

0
{ }k k  , and then using the set of d-order truncated 

orthogonal polynomials to approximate the stochastic problem 

    0 0
1,...,

( ) ( )m m
m d

ny c Rc  


  ξ ξ ξ ξ .  (3-47) 

where ξ — the vector collecting the independent and normalized variables. The polynomial 
basis functions for multivariate are the product of the polynomial basis functions of univariate: 

 
1 2

1

( , , , ) ( )
n

m n im
i ia

    


 ξ .  (3-48) 

where m
ia

  with subscript m
ia  represents the univariate basis functions for the i-th variable 

in the m-th multivariate basis functions.  
The basic functions are mutually orthogonal according to the definition of polynomial 

orthogonality 

 2

,( ), ( ) ( ) ( ) ( )n n nk k k kp d         


    (3-49) 
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where 2‖‖  denotes the Euclidean 2-norm. δmn is the Kronecker operator  

 
1,

0,mn
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. (3-51) 

When the parameters are from normal distributions N(0,1), the univariate basis functions 
are called Hermite polynomials[168][89]: 
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There is an analytical solution for the inner product of each univariate basis function: 

 2
!k k   (3-53) 

When the basic functions are orthogonal and complete basic functions, the truncation 
error term ( )nR ξ  is orthogonal to the subspace consisting of d-order polynomials 1,...,{ }k k d  . 
It is always the most optimal truncated, which means that the truncation error is monotonically 
decreasing with the truncation order.  

One of the eases of the PCE is that the first two order moment quantities of the PCE are 
statistical results themselves. The value of the expectation of the uncertainty output y(ξ) equals 
the 0-order term. The variance of y(ξ) equals the sum of squares of the expansion coefficients 
with weight. Thus, the analysis quantities of the output variables can be performed directly by 
using the surrogate model.  

3.3.1 Stochastic model with uncertainties of lines 
When considering the parameters of the lines excited by the incident field, such as the 

radius and height of the lines, assuming the parameters are from normal distributions, the p.u.l. 
parameters of the TLs and the total voltage and current along the lines can be decomposed by 
using the multivariate Hermite polynomials PCE. 
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x c x c     Z ξ ξ Y ξ ξ  (3-55) 

Equations in (3-54) can be regarded as the stochastic model of the transmission line with 
uncertainties excited by the incident field. The stochastic characteristics caused by the 
uncertain variables are represented by the combination of (L)( )m ξ . The coefficients (V)

mc , 
(I)
mc  are undefined and need to be solved. The coefficient (Z) (Y)

m mc c，  in (3-55) can be solved 
from the Galerkin projection of (3-3). 
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Substitute the PCE of voltage and current and the p.u.l. pa.rameters into (3-1),  
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(3-57) 

Do the inner product of the equation and basic functions ψm, 
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A new set of equations can be obtained: 
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 (3-59) 

The distributed sources caused by the incident field only appear in the first row of the 
function group. The elements in Z',Y' are calculated as follows: 
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New matrices Z',Y' construct telegraph equations for a group of augmented TLs excited 
with distributed source only on the first line. (V) (I),m mc c  which is the voltage and current of each 
line in the augmented transmission lines system. (3-59) can be solved as a deterministic 
question. Since we are concerned about the voltage and current at the terminals of the lines, 
the unknown coefficients (V) (I) (V) (I)(0, ), (0, ), ( , ), ( , )m m m mc c c l c l      in the stochastic model  
(3-59) can be solved by using the frequency-domain macromodel of the augmented TL system. 
Equation (3-59) can also be converted into the time domain by Laplace transform and solved 
by the time-domain macromodel as well. 

However, the variation of the line parameters may have impacts on the distributed source 
Vs and Is caused by the incident fields. For example, when the height of the line changes, the 
total magnetic flux passing through the cross-section of the transmission lines changes. The 
height of the lines is a significant variable in the distributed sources as well, as shown in (3-17). 
The distributed source should be decomposed by PCE as well. 
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Thus, the Equation (3-59) is rewritten as: 
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 (3-63) 

To validate the stochastic model of TLs excited by field, a 100 m-long overhead line on 
the lossy ground excited by a field with the Bell HEMP waveform is studied[45]. Loads at both 
ends of the lines are 100 Ω. The diameter of the lines is 10 mm. The height of the line is a 
random variable from Gaussian distribution N(10,2) (m), and can be decomposed by the 
Hermite polynomials PCE: 
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Z',Y' are calculated by (3-60). Vs, Is are calculated as follows: 
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Figure 3-19 shows the results obtained by 100 times MC and 3-order PCE simulation by 
solving (3-63) in the frequency domain and time domain. Mean current can be calculated 
directly by the first term of PCE. The variance can be calculated by the sum of the coefficient 
except for the first terms: 

 (I) (I) 2
1E( )= Var( ) ( )

P

m
m

I c I c， . (3-67) 

Both frequency domain and time domain stochastic models show good predictions of the 
mean and variance of coupling responses, even though there are reflections caused by the 
mismatching at the terminals. The built-up of augmented TLs system with frequency-
dependent p.u.l. parameters cost 30.1 s, the simulation of the augmented TLs system in 
frequency domain caused 57.8 s. 100 times MC simulation of TL with uncertain height in 
frequency domain caused 104 min 42 s. The stochastic model brought a 71× speed-up. 



 

 

    
(a) Induced current in the frequency domain (b) Induced current in the time domain 

Figure 3-19 Expectation and variance interval of the near-end induced current in frequency domain and 
time domain results 

The PCE calculated by the augmented TLs can be used to repeatedly calculate the 
probability distribution of current at any time (or frequency). Figure 3-20 shows the results for 
the far-end induced current. 3-order current. The CDF calculated from a 3-order augmented 
TLs system is in good agreement with 1000 times MC simulation. 

         

(a) Induced current in the time domain (b) CDF of the induced current at 300 ns 
Figure 3-20 Expectation and variance interval and probability distribution of the far-end induced current 

in time domain results 

3.3.2 Stochastic model with uncertainties of fields 
When the uncertainties of the incident field parameters are considered, such as the 

incident angle, electric field waveform, etc. Hermite polynomials PCE is used to decompose 
the distributed current source in the telegraph equation caused by the incident field: 
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The forcing function caused by the incident field is calculated as 
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where 
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For simplification, take a single conductor as an example, the induced current at both 
ends of the TL can be written as 
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where 
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Equation (3-71) can be regarded as the stochastic model for the TL excited by incident 
fields. For the TL terminating under a linear load, there are always two groups of coefficients 
that need to be solved. (F1) (F2),m mc c   can be solved by decomposing (3-16) and (3-17). 
Otherwise, (F5) (F6),m mc c  can be solved by decomposing (3-33) directly. 

When coefficients (F5) (F6),m mc c   are decomposed directly, the target functions used for 
Galerkin projection become complex. The non-invasive method can be used to build the 
stochastic model, such as the stochastic collection method (SC). For the time domain form of 
(3-71) transferred by Laplace transform 
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The far-end induced current can be expressed as  
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where (F)( , , )Pl tI ξ  is the numerical result for some variables samples. (F6)
2c  can be solved by  

 1( ) ( )t tC Φ Y  (3-75) 

To validate the stochastic model of TLs excited by the field with uncertainties, a 100 m-
long overhead line excited by HEMP is studied. The diameter and height of the line are 10 mm 
and 10 m, respectively. Loads at both ends are matched. The incident field is with the Bell 
HEMP waveform[45]. The azimuth angle, polarization angles, and elevation angles are random 
variables from Gaussian distribution N(π/4, π/4). Figure 3-21 shows the results obtained by 
100 times MC and PCE simulation by SC method with 3-order Gaussian quadrature nodes in 
the frequency domain and time domain. When the variation interval of the variables is small, 
the frequency-domain stochastic model can well demonstrate the mean and uncertainty 
interval of the induced current. Gibbs phenomenon occurs in the results in the time domain at 
the abrupt change point in the waveform.  

  

(a) Induced current simulated by the frequency-
domain stochastic model 

(b) Induced current simulated by the time-domain 
stochastic model 

Figure 3-21 Expectation and variance interval of far-end induced current obtained by frequency-domain 
stochastic model and time-domain stochastic model 

Figure 3-22 shows the results obtained by the inverse Fourier transform of different 
orders frequency-domain stochastic model. Gibbs phenomenon will not affect the accuracy of 
frequency-domain results, but when the frequency results are transferred into the time domain, 
equivalent to the time-domain stochastic model results, there is a similar Gibbs phenomenon 
as well. The increase in the order has a slight improvement for the Gibbs phenomenon.  
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(a) Induced current simulated by a 3-order 
frequency-domain stochastic model 

(b) Induced current simulated by a 9-order 
frequency-domain stochastic model 

Figure 3-22 Expectation and variance interval of far-end induced current obtained by the inverse Fourier 
transform of 3-order and 9-order frequency-domain stochastic model 

When the value of angles varies in a large interval, such as ϕ~N(π/4, π/4), Figure 3-23 
shows the significant Gibbs phenomenon in the time domain results.  

 
(a) Induced current in time-domain (b) CDF of induced current at 380 and 600 ns 

Figure 3-23 Expectation and variance interval and probability distribution of far-end induced current 
obtained by the inverse Fourier transform of 9-order frequency-domain stochastic model  

The stochastic current in the time domain can no longer be obtained by the 
repeated calculation of currents on the augmented TLs. Thus we can study the uncertainty of 
induced current by the stochastic model of the induced current amplitude, which will be 
introduced in detail in Chapter 4. 

 (A) )( () ) (
p

a ae
a

q c  

ξ ξI .  (3-76) 

When the parameters of lines and incident field are both uncertain and mutually 
independent, a stochastic model can be constructed first only for the lines with uncertainty 
parameters, and the stochastic model can be re-used for the simulation with different sampled 
parameters of the incident field. The results can be filled in (3-74) to construct a stochastic 
model, which accounts for both uncertainties from lines and fields. 



 

 

3.4 Concluding remarks 

(1) An equation-based dynamic nonlinear model for the MOA was proposed and realized 
in Spice. It can be used to simulate the responses on the lines when the amplitude and rise time 
of the coupling responses vary in a wide range. Two different types of MOA used in the power 
distribution systems were tested for validation. The proposed model was validated from 
measured results, the error of simulated peak voltage and absorbed energy is less than 6%. 
Once the model is established for a certain MOA, it is capable to predict the responses of the 
MOA under different surges with front time ranging from 20 ns to 30 μs. 

(2) When the rise time of the incident field waveform decreases, on the one hand, the rise 
time of the induced response will decrease, the nonlinearity of the MOAs declines, and the 
residual voltage across the MOA increases; on the other hand, the ECL of the lines will 
decrease, and the protection range of the MOA declines. When the distance between the MOAs 
and the protection equipment is greater than ECL, the distant MOAs can be ignored to simplify 
the simulation. 

(3) The stochastic models for TLs were established based on the intrusive PCE method 
and solved in the form of macromodel. When the augmented TLs are constructed for the 
telegraph equation with uncertain parameters, the change of distributed sources should be 
decomposed by PCE simultaneously. Compared with the conventional MC method, the 
proposed stochastic model can speed up the uncertainty quantification of the coupling 
responses by tens of times. 

 公式章 (下一章) 节 1
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4   Hierarchical stochastic model for TED-to-line coupling responses  

To investigate the uncertainty of coupling responses on the TLs excited by TED, the 
problem is divided into a two-stage hierarchical uncertainty quantification problem, including 
the uncertainty quantification of the field by the stochastic model in Chapter 2, and the 
uncertainty quantification of the TLs coupling responses by the stochastic model in Chapter 3.  

Uncertain Parameters 
of incident field

Uncertain variables of 
transmission lines

Deterministic model of 
field-to-line coupling

Stochastic model of 
field coupling to lines

Stochastic Surrogate 
model of TED

Uncertainty 
quantification of the 
coupling response

 
Figure 4-1 Diagram of the hierarchical stochastic modeling for the uncertainty quantification of the field 

coupling to lines 

Further study about uncertainty quantification of the coupling responses on the TL based 
on the hierarchical framework is needed. The transfer of physical parameters from the first 
stage to the second stage brings new problems. When the results of the former stage 
uncertainty quantification process propagate into the second stage uncertainty quantification 
as input variables, these variables are rarely from the classical probability distribution, 
sometimes the variables are no longer mutually independent. Two key issues still need to be 
addressed. (1) The first issue is to appropriately describe the random and correlated multi-
dimensional parameters obtained from the first stage and inputted into the second stage. (2) 
The second issue is to establish a distribution-free and correlated uncertainty quantification 
method and use it to study the uncertainty of the TL with random fields.  

In this chapter, we propose a polynomial chaos method for the non-Gaussian and 
correlated multivariate based on the Kernel distribution estimation method (KDE), named 
KDE-PCE, to construct the rest part of the hierarchical stochastic modeling for TL coupling 
responses under incident fields.  

4.1 Polynomial chaos expansion method with arbitrary and correlated 
multivariate  

In Chapter 3, we have built the stochastic model for TLs excited by field by using the 
Hermite polynomials as the basis functions, assuming the random variables obey Gaussian 
distribution. In order to use Hermite polynomials for random variables from other distributions, 
the variables should be transformed into new variables from Gaussian distribution by Gaussian 
anamorphosis or normal score transformation, and the computational efficiency and 
convergence speed are reduced. Askey-Scheme provides several classical basis functions for 
univariate following certain distributions[167].  



 

 

Table 4-1 Wiener-Askey scheme table for generalized polynomial chaos basis functions and 
correspondence random variables[168].  
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Support

PC basic 
function 

Normalization coefficient 2

m
Type PDF 

Gauss Distribution 
21/ 2 / 2(2 ) e x      Hermite !k  

Beta Distribution  
(1 ) (1 )

B( , )

x x 

 
 

 [ 1,1]  Jacobi 
12 ( 1) ( 1)

!(2 1) ( 1)

k k

k k k

   
   

     
     

Γ Γ

Γ
 

Gamma Distribution / ( 1)xx e  Γ  [0, )  Laguerre 
( 1)

!

k

k

 Γ
 

Uniform Distribution 1 / 2  [ 1,1]  Legendre 
2

2 1k   

The arbitrary PCE (a-PCE) generalizes chaos expansion techniques can deal with 
variables with arbitrary probability distributions, as long as they are mutually independent[169]. 
Piecewise cubic interpolation and piecewise rational quadratic interpolation are proposed to 
construct closed-form density functions and determine the special forms of generalized 
polynomial-chaos basis functions[68].  

For questions with multiple independent uncertain variables, a multidimensional 
orthogonal basis needs to be constructed. Since the joint probability distribution function of 
multiple independent random variables is isomorphic to the tensor product of the marginal 
distribution, the multivariate basis functions consist of the product of univariate orthogonal 
basic function according to each variable marginal distribution.  

When the variables are correlated, the problem is completely different. It is no longer 
reasonable to use the product of univariate orthogonal basic function. The PCE can be 
transformed into the form of independent variables by converting the variables by inference 
to the marginal distribution and their copula[177]. Rosenblatt transform and Nataf’s transform 
are useful to transfer the correlated variables into independent Gaussian variables, but require 
the conditional PDF, which is hard to be obtained[173][174]. The copula and vine-copula method 
is recently developed to express the joint probability distributions in terms of their marginal 
distributions and copulas (or vines) from data. However, this method is so far limited to low-
dimensional (typically bivariate) problems[175][176]. When the inputs are high-dimensional 
variables, or when many parametric families of pair copulas are considered for the vine 
construction, this approach may become computationally prohibitive[176]. Another 
disadvantage is that it changes the relationship between the input variables and the objective 
function, which may lead to an unexpectedly high degree and slow convergence speed, just 
like the transformation-based univariate PCE. It is necessary to construct new multivariate 
Hilbert variable spaces and a completely new multivariate polynomial basis starting from the 
definition of polynomial orthogonality.  

The multilevel field-to-line coupling uncertainty quantification faces three difficulties at 
the same time: (1) there are multiple input variables; (2) the variables are following 
distributions that are hard to be described by classical probability distribution; (3) some of the 
variables are correlated, which make the description of the joint probability distribution even 
harder.  
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Therefore, we proposed a PCE method for non-Gaussian and correlated variables based 
on the kernel distribution estimation method (KDE), named KDE-PCE, which has the 
following advantages: (i) KDE is a numerically dependent method. When the data samples are 
sufficient, The proposed method can describe the independent and correlated variables of 
arbitrary distribution. The input uncertain variables that needed to be estimated are obtained 
from the previous uncertainty quantification. So that the data samples are sufficient. (ii) The 
performance of KDE is almost independent of the choice of the kernel as long as the bandwidth 
is appropriate. When solving the PCE coefficients by Galerkin projection, the use of a uniform 
kernel or some special kernel can guarantee or even help the objective function to be integrated 
analytically. (iii) The expressions of KDE are simple and can be considered as a very little 
computational burden. Since the variable probability distribution is needed in the process of 
constructing polynomials, calculating the coefficients using numerical integration (numerical 
integration is more commonly used to solve the coefficients due to a large number of variables), 
and analyzing the probability distribution of the output using PCE, it only takes one-time 
computational cost. (iv) The use of a multi-variable polynomial basis constructed based on 
KDE is consistent with the original probability distribution of the input variables, which 
guarantees the optimal convergence speed of PCE and helps to reduce the polynomial terms.  

The construction of the proposed KDE-PCE is divided into three main steps: first, 
estimate the joint probability distribution of variables. Second, find the distribution-free 
orthogonal polynomial basis functions or the correlated variables. Third, calculate the 
coefficients of each basic function term. The three steps are introduced below.  

4.1.1 PDF estimation of multivariate based on MCMC-KDE 
The approximation of the probability distribution of the variables is necessary, and the 

PDF is significant during constructing polynomials, calculating the coefficients using 
numerical integration, and analyzing the probability distribution of the output using PCE. For 
density estimation of individual variables, there are common methods including variable 
estimation methods, such as the Bayesian method, and nonparametric estimation methods, 
such as asymptotic probability Extraction[160][160], piecewise Cubic Interpolation[162][163], and 
piecewise rational quadratic interpolation[164][165]. For correlated variables, the Gaussian 
mixture method and kernel density estimation are two common methods. The Gaussian 
mixture model is suitable for data that can be determined to be generated from a Gaussian 
model, or approximation Gaussian distribution. However, the objective uncertainty variables, 
obtained as outputs of a previous uncertainty quantification process, obviously do not have the 
characteristics of a Gaussian distribution. Thus, data-driven KDE is used to estimate the 
probability distribution and the correlated relationship of the variables.  

 KDE also known as Parzen window estimation, is a completely data-driven estimation 
method. Assume that 

1,..., nx x   are the sample of random variables x and the probability 
density function of the variables is f(x), then the general kernel density estimation can be 
expressed as 
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where h is the bandwidth, and N is the amount of data. When N→∞, the estimated ( )p x  
converges to real probability p(x). K(∙) is the kernel function. The shape and value domain of 
the kernel function control shape of the PDF. Commonly used kernel functions include 
Uniform kernel, triangular kernel, and Gaussian kernel, as shown in Table 4-2.  

 Table 4-2 Commonly used kernel function in KDE 

Kernel function ( )K u  

Uniform (1 / 2) (| | 1)I u   

Triangle (1 | |) ( 1)u I u ∣  

Epanechnikov  2(3 / 4) 1 ( 1)u I u ∣  

Gaussian  1/2 2(2 ) exp / 2u    

It has been widely recognized that the performance of a kernel density estimator is 
primarily determined by the choice of bandwidth. By contrast, it is little affected by the choice 
of kernel function[180]-[182]. Therefore, a uniform kernel or Gaussian kernel can guarantee or 
even help the objective function to be integrated analytically, which is one of the advantages 
of the KDE-PCE.  

When the bandwidth h is small, the kernel density estimation curve p  is curved and 
smooth, showing the multi-peaked characteristic that the original probability density function 
p does not have. When the bandwidth h is large, the kernel density estimation curve p  is 
smooth, but it will cover more details. Therefore, it is very important and necessary to choose 
the appropriate values for bandwidth.  

The kernel estimation of the joint probability density for multivariate is expressed as  
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  (4-2) 

where K can be multidimensional Gaussian distribution or other multidimensional kernel 
function with the following forms 

 T( )d 1, ( )d 0, ( )d
d d d dK K K    R R R

ξ ξ ξ ξ ξ ξξ ξ ξ I  

The performance of multivariate KDE, just the same as univariate KDEs, hardly depends 
on the shape of the kernel function. The problem is how to determine the optimal bandwidth 
matrix. The kernel density estimation results vary greatly under different bandwidths H, which 
is usually restricted to a symmetric positive diagonal matrix.  

 2 2 2
1 2diag , , , dh h h   H  (4-3) 

Thus, the joint probability density function can be expressed as 
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The most widely used optimal diagonal bandwidth, named the “normal reference 
rule”[181], can be approximated as:  
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 (4-5) 

where σi is the standard deviation of the i-th variable. However, for high-dimensional non-
Gaussian random samples, the normal reference rule provides a convenient but inaccurate 
estimation for the bandwidth, especially for high-dimensional variables. It often leads to too 
narrow bandwidth and very unsmooth or even incoherent density estimation results.  

Here, the Markov chain Monte Carlo (MCMC) algorithm is utilized to estimate the 
optimal bandwidth matrix for multivariate KDE based on the Gibbs sampling method. The 
procedure of the MCMC-KDE is shown in Figure 4-2. One of the advantages is that it won’t 
increase the difficulty as the dimension of data increases when using MCMC-KDE. With a 
Gaussian distribution assumption of the prior density of bandwidths, the posterior of the 
elements in bandwidth H is calculated by the Bayesian theorem with cross-validation (CV) 
samples ˆ{ , 1,..., }i CVi Nx . 

    ˆ ˆ| ,{ } ({ }| ) |i iL   H x x H H  (4-6) 

For convenience, the assumption of prior density, the sample ranges of all dimensions are 
scaled to the same level [0,1]. The Scott approximation is chosen as the means, and the   is 
the standard deviation with values of 1. The prior density is 
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The likelihood function of the bandwidth matrix is calculated as: 
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The posterior H is simulated by using the multidimensional sequential axis switching 
Gibbs sampling method. The procedure is shown in Figure 4-2. The probable values of the 
posterior distribution for each variable made up the best combination of matrix H.  

The proposed method is compared with conventional estimation methods. The joint 
distribution of the three correlated variables is estimated as an example, ξ1~N(0,1), 
ξ2~Beta(1,3), ξ1~Weibull(1,3), the copula between every two variables are Gaussian 
dependencies, the distribution of the variables is shown in Figure 4-3.  



 

 

 
 
 

( 1)
1

( 1) ( ) ( )
1 2

( ) ( ) ( )
1 2

Update |  and accpet it with the 
ˆ| ,{ }

probability   

 from  ,
, ,...,

, ,... ˆ| ,{ },

t

t t t
d

t
d i

t

i

t

h
h h h

h h h

 
 

 




H

x

x

( 1) ( 1)
2u eepd  to  in sequ ne cat t t

dh h 

 ( 1) ( !) ( 1)
1 2 is a group samples for 

the posterior distributions

, ,. .

 of

. ,

 

t t t
dh h h  

H

...

no,  1t t 

 
 
 

( 1)
1

( 1) ( 1) ( 1)
1 2

( ) ( 1) ( )
1 2

U  from  ,
, ,..

pdate |  and accpet it with the 
ˆ| ,{ }

probabili
.,

, ,
ty  

ˆ. |, ,{ }..

t

t t t
d i

i
t t t

d

h
h h h

h h h

 
 

 



  



H
x

x

yes

 Construct a prior density   

 from Equation (4-8)

| H

The probable values in the posterior 

distribution of  is the optimal bandwidthH

CVt N

 
Figure 4-2 Flow chart of the bandwidths estimation in the MCMC-KDE based on the Gibbs sampling 

method 

 
Figure 4-3 The joint and marginal distributions of three correlated variables 

 The diagonal bandwidth matrix H given by the “normal reference rule” equals 
diag[0.007, 0.019, 0.013], which is too narrow to construct the 3-dimensional joint distribution. 
The estimated marginal distributions are shown in Figure 4-5 (b). While H=diag[0.072, 0.045, 
0.081] is given by MCMC-KDE, as shown in Figure 4-4. The performance of different 
estimation methods is evaluated by the quantile-quantile plot (Q-Q plot) and root-mean-square 
deviation DRMS in Figure 4-5: 
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Figure 4-4 Bandwidth selection for multivariate kernel density estimation using MCMC, starting from the 

prior given by the normal reference rule 

 
(a) Vine-copula method (b) conventional multivariate 

KDE with “normal reference rule”
(c) MCMC-KDE 

Figure 4-5 Q-Q plot of the original CDF and estimated CDF by using different methods 

The KDE estimation shows a better description of the probability distribution of 
correlated multivariate, KDE based on MCMC can further improve the performance. The 
correctness and accuracy estimation of the arbitrary distribution correlated multivariate PDF 
is significant for the development of hierarchical stochastic models. 

4.1.2 Generation of correlated multivariate orthonormal polynomials 
The basic polynomial functions are strongly related to the probability distribution of the 

variables, the appropriate basic functions can improve the convergence speed of PCE and helps 
to reduce the order of the polynomial expansion. For the variable from the nonparametric PDF 
obtained by the KDE, the basis in Table 4-1 can be no longer used. New basis polynomials for 
arbitrary distribution variables are needed.  

When there is an arbitrary distribution variable, or when the multiple variables are 
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mutually independent, the basic functions can be constructed separately, and the orthogonal 
polynomial basis for the variable is generated by the origin moment method[179].  

When the random variables are correlated multivariate, the influence of the interaction 
between variables must be taken into consideration, otherwise, the basic functions are not 
mutually orthogonal. The Gram-Schmidt algorithm is used to construct a general orthogonal 
polynomial basis starting from the definition of polynomial orthogonality 

 ( ) ( ) ( )n mnm p d  


 ξ ξ ξ ξ  (4-10) 

The polynomial basis functions are constructed from a sum of the multivariable monic 
polynomials,  2 2

1 2 1 2 1 2 0
( ) 1, , , , , ,...

P

j j
e      


ξ  . The monic polynomials are obtained from 

the total-order expansion of multivariable and reordered by the order of each monic 
polynomial. The number of terms for n correlated variables up to dm-order is as 
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The m-th polynomial basis ( )m ξ  for the correlated multivariate group ξ is  
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where the coefficients m
k  for the m-order polynomial basis are calculated by the inverse of 

the central moment matrix 
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What is different here, the central moment is calculated using the expectation of the 
product of two monic polynomials, instead of the powers of the variables.  

 , ( ) ( ) ( ) , , 0,1,...,i j jie e p d i j N


 ξ ξ ξ ξ ξ  (4-14) 

In this hierarchical uncertainty quantification framework, the variables are obtained from 
the results of the former stage of uncertainty quantification. With the PDF estimated by the 
KDE, the central moment in （4-15） can be calculated by Monto-Carlo integral 
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where { , 1,..., }i i Nx   are random samples in the definition space of ξ from the uniform 
distribution. ( )ip x  is the PDF of xi estimated by MCMC-KDE. Fortunately, all of the central 
moment can be solved by the same group of samples, which reduce the simulation cost 
significantly while monic polynomials ( )je ξ   are closed-form expressions and can be 
calculated conveniently.  

When there are both independent variables and correlated variables, the polynomial 
construction follows the following steps: 

Step 1: Determine the physically independent variables. Calculate the Pearson correlation 
coefficient between every two variables and identify variables that can be considered 
independent.  

Step 2: Build the independent polynomial chaos basis for the independent variables

1

ind
1,...,{ }k k Q  .  

Step 3: Construct the correlated multivariate polynomial basis 
2

cor
1,...,{ }k k Q 

 from a certain 
sum of the multivariate monic polynomials for the correlated multivariate.  

Step 4: Construct the total multivariate basis functions from the tensor product of 
independent polynomial basis and correlated polynomial basis 
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where m refers to the number of the multivariate basic function, ai
m refers to the number as 

well as the order univariate basic function for ξi in the -thm  multivariate basic function. 
The q-norm hyperbolic truncation method is used to limit the number of high-order terms 

with many interacting variables. The term is discarded when the q-norm of the basic function 
orders is large than the truncated order d of the polynomial expansion: 
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Table 4-3 Multivariate basis functions obtained by tensor product and hyperbolic truncation 

 Tensor product q-norm hyperbolic truncation 

Number 
of terms 

0 1 2 3 4 5
0
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Table 4-3 shows the multivariate basis functions generated by the tensor product become 

0 1 2 3 4 5
0
1
2
3
4
5

ia

ja



 

 

sparse by the hyperbolic truncation method. 

4.1.3 Coefficient calculation with arbitrary distribution correlated 
multivariate 

The core of constructing the PCE is to solve the coefficient cm for each basis term in 
Equation（4-1）.  

For the objective function that can be integrated analytically, the Galerkin projection 
method is the optimal way to ensure that the truncated polynomial has the minimum error 

 2 2
( ) ( ) ( ) , ( ) ( ) ( )m m m m m mc y p d p d       ξ ξ ξ ξ ξ ξ ξ ξ  (4-18) 

Numerical integration is widely used as an alternative to analytical integration, such as 
the Monte Carlo integration, the Gauss quadrature, and the Clenshaw-Curtis quadrature 
integration[183][184]. According to the properties of the polynomial and the quadrature principles, 
summation at quadrature nodes makes sure the accuracy of quadrature integration. For the 
quadrature nodes {xg}Gauss, the coefficient can be solved by a series of summations 
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can be written as  

 2( )[ ] /   C x Y w  (4-21) 

where p(xN) in matrix w is the joint probability density for variable xN.  
According to quadrature rules, for the integration of univariate functions with single 

variables, G Gauss nodes can provide accurate solutions for (2G-1)-order univariate 
integration. G Clenshaw-Curtis quadrature nodes can provide accurate solutions for (G+1)- 
order univariate integration. As for the multivariate situations, it remains an open problem to 
determine the required minimum number of quadrature nodes[185]. The state-of-the-art method 
is to solve a nonlinear least-square optimization problem 

 2

, 0 2
ˆmin ( )    1w x w e ,  T1 1 ... 0e  (4-22) 

It is obvious that, when w  is calculated by the joint probability density ( )kp x  of the 
nodes {xk} estimated by the MCMC-KDE, the one-time calculation will not increase the 
calculation component burden. The random sample set satisfying KDE distribution is a natural 
group of solutions for the optimization problems. Therefore, we develop a new optimal 



 

75 

algorithm to generate optimal Gauss quadrature nodes for the PCE basis.  
From the collection of multi-dimensional samples  1,..., Mx x  from ( )p ξ , which can 

be the same collection used to construct the PCE basis functions, several subsets of G samples 
 ,...,i Gx x   are randomly regenerated. For each subset, the other samples from the collection 
are divided into G multi-dimensional Voronoi regions Γi centered at ix  according to their 
Euclidean distance. For each sample xi in the subset, there is a distance summation 
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Figure 4-6 Procedure of the proposed KDE-PCE with both multivariates and multivariates 

The optimal subset is chosen with the subset with the lowest overall distance 
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This optimal subset is the most widely separated to represent the sample collections, as 
well as guarantee the approximation solution of Equation（4-21）.  

The least-square method (LS) is widely used to solve the coefficients of PCE as well. 
Since the PCE can be written in the following form 

 T( ) x C Y  (4-25) 

By solving the least-square optimization problem 
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the polynomial coefficient can be obtained, and the coefficient is calculated as  

 T 1( ( ) ( ) ) ( )   C x x x Y  (4-26) 

So far, the procedure for constructing the proposed KDE-PCE is shown in Figure 4-6.  

4.1.4 Uncertainty quantification with KDE-PCE 
Part of the ease of use of PCE is the simplicity with which one obtains the most used 

statistics of the mean, variance, and Sobol’s indices. The first term represents the means and 
the squares sum of the coefficients describes the variance.  
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Since the multivariate are not Gaussian or joint Gaussian distributions, the standard 
deviation can qualitatively describe the distribution of the results, but it cannot provide the 
exact confidence intervals. To obtain the PDF and CDF of the results, it is necessary to carry 
out the sampling statistics with the help of efficient PCE, with the variables sampled from the 
joint estimated PDF ( )p ξ .  

The problem is that there is no inverse function for the KDE PDF ( )p ξ  or CDF. The 
acceptance-rejection sampling method is introduced here to generate a set of samples from the 
estimated PDF. The essence is to accept samples that are sampled uniformly with target 
probabilities ( )p ξ .  
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}Put  in to sample se ˆt { iix x

Sample random [0, max( ( )]iw p ξ

No

i N

Yes

set with  r  { andom a samp le  ˆ o} is a yd t (a s be in ) g i N p ξx
Yes

No

Sample multidimension variables  d
i x 

 
Figure 4-7 Flow chart of the acceptance-rejection sampling method 

The procedure of resampling from estimated density is shown in Figure 4-7. The d-
dimensional variables  resamplekx   are first sampled in the multidimensional variable space 

 d , while a series of reference values are sampled in the domain of values of probabilities 
 , [0,max( ( ))]k kw w p ξ  . For each random variable, the probability of the sample p(xi) is 
compared with the reference value wk. When the probability of one sample is higher than the 
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reference value, the sample is put into the sample set, otherwise, it is discarded. The occurrence 
probability of the accepted variable is as  
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(a) Q-Q plot of variables (b) CDF of the resampled random data 

Figure 4-8 The distribution of resampled random data from estimated PDF by using the acceptance-
rejection sampling method 

The quantile-quantile plots in Figure 4-8 show that the marginal distributions of the six 
variables obtained from the resampled samples have a good agreement compared with the 
results directly obtained from the original data. The increase in dimensionality cause makes 
the high-dimensional variable space very extensive, and the finite original data samples used 
for KDE estimation are very sparse compared with the space. The resampled data increase the 
number of samples, and the CDF of the data becomes smooth and causes a slight difference 
between the CDFs.  

Thanks to the multivariate basis functions that are constructed with the consideration of 
correlated multivariate, the Sobol’s indices can be calculated directly from the PCE: 
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4.2 Uncertainty quantification of TED and coupling response based on the 
hierarchical stochastic model 

4.2.1 Uncertainty quantification of the HEMP waveform 
In order to validate and motivate the proposed PCE method with arbitrary distribution 

and correlated variables based on KDE. A three-dimension correlated multivariate case is used 
to validate the PCE method with arbitrary distribution and correlated variables. The 
uncertainty of the energy and waveform of the random electric field is studied, while the 
amplitude and 2 temporal coefficients describing the time domain QEXP waveform of the 
electric field are considered as random, their probability distributions are quantified by the 
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stochastic model of HEMP and are shown in Figure 4-9. The potential distribution of energy 
and waveform of the electric field, as well as the worst-case, will be given by using the 
proposed KDE-PCE method.  

It is clear that the probability distributions of the variables are correlated, which is decided 
by the physical limitation. αE, βE determine the rise time and FWHM of the HEMP waveform, 
both of the values increase with the amplitude E0 decrease. Meanwhile, the relationship is not 
deterministic and cannot be described analytically, because of the uncertain variables of the 
scenario and environment variables. When using the variables as they are independent, or 
ignoring the correlation in simulation, it may lead to slow convergence of the uncertainty 
quantification method. Sometimes even bring irrational results, the maximal energy may be 
calculated with the largest amplitude and the widest FWHM. However, the occurrence 
probability for such kind of situation is zero. 

  
Figure 4-9 The joint and marginal distributions of E0, αE, βE obtained by the stochastic model of HEMP. 

The color represents the normalized joint probability density. 

  
(a) 3-dimension joint probability density of 

E0 E ,,E    
(b) New data and optimal Gauss nodes E0, E , E

Figure 4-10 Joint probability density and Optimal Gauss nodes of E0 E ,,E    estimated by MCMC-KDE 
(The color represents the probability density value.)  
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The practice of uncertainty quantification by using the proposed correlated multivariate 
KDE-PCE is carried out following the flow summarized in Figure 4-6.  

Firstly, the 3-dimension joint probability density of E0, αE, βE is estimated by using the 
data-driven MCMC-KDE. Meanwhile, new data sets and Gauss nodes are generated at the 
same time as shown in Figure 4-10.  

Arbitrary distribution correlated multivariate E0, αE, βE are written as ξ1, ξ2, ξ3. The 
correlated multivariate basis functions are constructed based on the strategy introduced in 
Section 4.1.2, using the joint probability density estimated by MCMC-KDE, the first several 
basic functions are listed in Table 4-4. Several basis functions are plotted in the uncertainty 
space as shown in Figure 4-11. 

Table 4-4 Compare of correlated multivariate basis function and independent multivariate basis function 
for 3 correlated variables.  

( )me ξ  Correlation multivariate basis Independent multivariate basis 

1 1 1 

3  3 0.02   3 0.02   

2  2 3 + 2.04 0.11    2 0.23   

1  1 2 30.49  + 1.69 0.38      1 0.55   

2
3  2

3 1 2 30.06 0.  01 0.18       2
3 30.14 0.01     

2 3  2
2 3 3 1 2 31.23 0.01 0.03 0 .13          2 3 2 3 0  0.05 0 .1.23       

… … … 

    
(a) Ψ3                                              (b) Ψ5                                              (c) Ψ1 

Figure 4-11 Number 3, 5, 11 basis function for three correlated multivariate  

The analytic expression of cumulative energy flow density with respect to the three 
variables is  
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The PCE is established with the correlated multivariate basis functions 
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The probability distributions of the cumulative energy flow density obtained by the KDE-
PCE, a-PCE with independent multivariate basis functions, and MC are compared. The 
convergence of the result is quantified by the DRMS defined in (4-9). 

  
(a) CDF obtained by KDE-PCE (b) CDF obtained by a-PCE 

Figure 4-12 CDF of the cumulative energy flow density of the HEMP  

When solving the coefficients of the PCE by numerical integration, Figure 4-12 shows 
that the KDE-PCE has a very fast convergence speed, while the error monotonically decreases 
as the term of expansion increases. The CDF obtained by the proposed method has good 
agreement with the 2000 times MC results. The KDE-PCE achieves good performance with a 
quite low order of 3. On the contrary, the a-PCE can hardly converge. The error even gets 
larger because the orthogonal basis functions are not independent of each other. 

 
Figure 4-13 Root-mean-square deviation of KDE-PCE and a-PCE compared with 2000 times MC 

On one hand, the correlated multivariate basis functions are constructed to be mutually 
orthogonal in the KDE-PCE. It can achieve the best convergence speed in the multivariate 
space. On the other hand, accurate results can be achieved with low-order PCE because the 
complex and multi-level field-coupling-to-line problem has been split into problems in 
sequence by the multiple stage uncertainty quantification, and the relationship between input 
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variables and output variables in each independent uncertainty quantification process is 
straightforward. There are usually smooth response surfaces (even analytic expressions like in 
this case), which is able to be approximated by low-order PCE.  

  
Figure 4-14 CDF of the cumulative energy flow density of the HEMP based on LS coefficient calculation 

We also investigate the performance of the coefficient solved by LS. The LS matrix is 
established based on the information at the optimal Gauss point. The results are as good as 
that obtained by numerical integration for KDE-PCE.  

Table 4-5 Comparison of time consumption and accuracy of MC, a-PCE, KDE-PCE 

 MC KDE-PCE with numerical integration KDE-PCE with LS 

Order \ 3 4 5 3 4 5 

DRMS \ 0.027 0.016 0.015 0.117 0.047 0.014 

Time / s 74 4.6 6.1 13.4 2.02 3.15 5.2 

Then we studied the uncertainty of the electric field waveform of HEMP. The PCE of the 
electric field waveform in the frequency domain is established with the correlated multivariate 
basis functions,  
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The results in the time domain can be obtained from (Ef) ( )mc    to (Et) ( )mc t   via inverse 
Fourier transform 
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Figure 4-15 shows that the mean waveform obtained by PCE is consistent with the mean 
of MC in both the frequency and time domain, the waveform of the upper 3σ interval can be 
considered the worst-case or the bounding case for the HEMP. The worst-case waveform has 
an amplitude of 60.8 kV/m, a 10%-90% rise time equals 3 ns, and an FWHM equals 21 ns. 
The amplitude is higher than the 50 kV/m in the IEC standard. The rise time is slightly slower 
than 2.5 ns in the IEC standard, and the FWHM is slightly shorter than 23 ns in the IEC 
standard. 
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     (a) Frequency domain (b) Time domain 

Figure 4-15 Expectation and variance interval of electric field waveform obtained based on KDE-PCE 

However, there are no recognized ranges for many uncertain variables in the simulation 
of HEMP, which is also the motivation of the uncertainty quantification study, the absolute 
values of these results in this dissertation are only of reference significance. It shows that the 
uncertainty quantification based on the proposed stochastic models is reasonable and 
comparable with the published data. 

4.2.2 Uncertainty quantification of the HEMP-to-line coupling responses  
This example is to quantify the uncertainty of TED-to-line coupling by using the 

proposed KDE-PCE method, comparing it with the classical single TL examples given by IEC 
61000-2-10. The uncertainties that affect the coupling responses current are summarized as 
electromagnetic variables of the incident electric field, including the amplitude, polarization 
angle, elevation angle, and azimuth angle. A KDE-PCE stochastic model is constructed with 
3 correlated uncertainty variables and 1 independent uncertainty variable.  

In the IEC 61000-2-10 and related research, the polarization angle, elevation angle, and 
azimuth angle are treated as independent uncertainty variables subject to probability 
distributions, while the amplitude of the electric field is taken as a certain value of 50 
kV/m[186][191]. In fact, the amplitude may vary due to kinds of uncertain variables. Meanwhile, 
the variation of the amplitude of the electric field relates to the variations of the polarization 
angle, elevation angle, and other variables mentioned early. Researchers acknowledged that 
simplifications for the electric field amplitude may lead to errors in the results. The lack of 
uncertainty quantification dealing with the correlated variables strengthens the motivation for 
this study.  

Here, based on the uncertainty quantification of the fields in Chapter 2, the amplitude is 
an uncertainty variable as well. The amplitude, polarization angle, and elevation angle vary in 
the following range: α∈[0,π/2], ψ∈[0,π/2], E0∈[0,70 kV/m]. Their probability distributions are 
shown in Figure 4-16. The azimuth angle is calculated by the relative angle of the object 
transmission line orientation δ' and the direction of the incident field δ 

 ', [0, 2π], ' [0, 2π]         
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Figure 4-16 The joint and marginal distributions of amplitude, polarization angle, elevation angle, and 
direction angle obtained by the stochastic model of HEMP. The color represents the normalized joint 

probability density. 

In this case, the TL coupling responses are quantified in the form of the equivalent Norton 
current model. So that the observed end of the conductor is short-circuited, and the terminal 
load at another end is matched to avoid multiple reflections. Characteristic impedance is the 
internal impedance for the equivalent Norton ideal source. The far-end induced current is the 
equivalent Norton ideal source for the TL under the incident field, calculated by the 
deterministic solution in (3-33) with ZS = ZC, ZL = 0: 
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A stochastic model for the induced current equivalent Norton ideal source in frequency-
domain or time-domain by PCE with three correlated variables and one independent variable 
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As we studied in Section 3.3.2, when the variance interval of the variables is small, 
especially for the azimuth angle ϕ, both frequency domain and time domain PCE methods can 
well demonstrate the uncertainties and variance intervals of the results. However, when the 
value of the azimuth angle ϕ varies in a large interval, such as ϕ~U(0, π/2). In this case, the 
Gibbs phenomenon occurs in the time domain results. The frequency-domain results are no 
longer smooth as well because of the abrupt changes in the waveform. Thus we study the 
uncertainty of induced current by the stochastic model of the induced current amplitude,  

 (A)
eq )( ( () )

p

a a
a

c  

ξ ξI  (4-36) 

Firstly, the case with fixed field amplitude is studied by a KDE-PCE with two correlated 
variables α, ψ, and an independent variable δ. The variables are referenced from Reference 
[191]. Soil relative permittivity: εr=10. Soil conductivity: σ=0.01 S/m. Line height: h=10 m. 
Line radius: a=0.01 m. Geomagnetic inclination: θb=62˚. Table 4-6 shows the induced current 
amplitude with different quantiles and reference values given in several references. The 
induced current increases with the increase of line length, and tends to saturate when the line 
is longer than 200 m. The conclusion is consistent with the results obtained by MC in the 
Reference [191]. The values are not exactly the same, because the MC samples used to 
generate the results in IEC are not random, limited by the computation efficiency. Only four 
burst heights (100, 200, 300, and 400 km) and 36 values of polarization angles were chosen to 
perform the MC simulation[186][191]. 

Table 4-6 Induced current peak in ampere versus quantile and line length 

Lower 
quantiles 

Induced current peak / A 

l=50 m l=100 m l=200 m l=1000 m 

Proposed Ref. [191] Proposed Ref. [191] Proposed Ref. [191] Proposed Ref. [191] IEC[188]

50% 503 586 555 563 604 544 655 464 500 

90% 935 1170 1020 1228 1145 1310 1331 1313 1500 

99% 1378 1514 1483 1764 1710 1910 2188 2205 4000 

Note: Data in red are from the Reference [191] Table VI. 

Then, considering the electric field amplitude as an uncertain variable as well, the 
distribution of induced current obtained by the KDE-PCE stochastic model is shown in Figure 
4-17 (b). Compared with the conventional statistical study that regards the electric field 
amplitude as a fixed value, the severity of the induced responses reduces. This is because that 
severe coupling responses usually occur under grazing incidence fields. However, when the 
elevation angle is small, the amplitude of the HEMP fields is usually small. 
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(a) Certain electric field amplitude. (b) Uncertain electric field amplitude. 

Figure 4-17 CDF of induced current amplitude with and without the consideration of the electric field 
amplitude uncertainty. 

 
Figure 4-18 Induced current amplitude with different quantiles simulated with fixed amplitude (with dash 

line) and uncertainty amplitude (with solid line) 

Figure 4-18 shows the quantile of induced response with different dip angles. In general, 
the induced responses for the same conductors are less severe in the low-altitude area. The 
consideration of the uncertainty of field amplitude leads to a significant reduction in the 
severity of induced current. The uncertainty of the field should not be ignored or used as a 
fixed value during the uncertainty quantification of the coupling response. Otherwise, it will 
cause an overestimation of the conducted environment of the lines.  

4.2.3 Uncertainty quantification of line coupling response with nonlinear 
load 

This example is to validate the uncertainty of coupling responses on the TL with nonlinear 
loads by using the proposed KDE-PCE method. A 300 m-long 10 kV power line excited by 
HEMP is studied. The diameter and height of the lines are 6.6 mm and 10 m, respectively. 
Both sides of the line are loaded with matched resistance. In the case with the consideration 
of MOA, the 10-kV YH5WZ-17/45 MOA is in parallel with the loads at the far end. 

 The probability distributions of E0, α, ψ are shown in Figure 4-16. The amplitude, 
polarization angle, and elevation angle vary in the following range: E0∈[0,70 kV/m], α∈



 

 

[0,π/2], ψ∈[0,π/2]. The azimuth angle ϕ is considered as an independent variable. A KDE-
PCE is constructed with 3 correlated uncertainty variables and 1 independent uncertainty 
variable based on the deterministic solution of the TLs with the nonlinear load. The simulation 
is carried out with both the proposed dynamic nonlinear model and the conventional static 
model of MOA. 
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(a) Induced voltage amplitude (b) Induced current amplitude 

Figure 4-19 CDF of induced responses on the terminal load without and with the protection of parallel 
MOA 

The amplitude of the induced current and voltage at the far-end load are shown in Figure 
4-19. The existence of MOA can greatly reduce the induced current and voltage on the 
equipment under the protection of MOA. The induced voltage is slightly greater for the result 
with the proposed MOA model than with the conventional model. This is caused by the 
dynamic characteristic of MOA, that the residual voltage of the MOA will increase with the 
increase of the induced current. Since the induced current is less than 1kA, the MOA works in 
the nonlinear region, the dynamic characteristics are not obvious, so the difference between 
the results with different MOA models is not obvious. 

Concluding remarks 

(1) The PCE method based on MCMC-KDE is proposed to address the problem of 
transferring arbitrary distribution correlated multidimensional variables in the hierarchical 
stochastic model. The KDE-PCE has the following advantages: (i) efficient and accurate 
description of high dimensional correlated variables, (ii) easy to be used for multi-variable 
polynomial basis construction, (iii) simple form that does not increase the difficulty of 
integration for coefficients solving, (iv) good performance with low order and high 
convergence speed.  

(2) By using the proposed hierarchical stochastic method, statistical analysis is performed 
for the HEMP electric field. The upper 3σ interval is regarded as the bounding case of the 
HEMP waveform with 60 kV/m amplitude, 3 ns rise time, and 21 ns FWHM, which has 
comparable results with the IEC standard waveform and other references. It should be noted 
that the results are affected by many uncertainty variables and their value ranges, the absolute 
values of the results are only of reference significance. 
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(3) The coupling responses of classical TLs are quantified by the proposed hierarchical 
stochastic method. Compared with the IEC standard and related studies, the consideration of 
the spatial distribution and uncertainty of the electric field amplitude leads to a significant 
reduction in the severity of induced current. Ignoring the variation of the field waveform and 
using the HEMP field amplitude as a fixed value will cause an overestimation of the HEMP 
conducted environment of the line. 

公式章 (下一章) 节 1



 

 

5   Vulnerability assessment based on quantification of margins and 
uncertainties 

For the equipment terminating at the end of long transmission lines, the only way to test 
their ability under the TED effect is by injecting conducted waveform. The failure probability 
based on experimental data has been widely adopted to evaluate the equipment under TEDs. 
However, due to the complex and black-box failure mechanism of the equipment under TED 
and small data obtained from the expensive effect test, it is difficult to determine the preset 
distribution of the threshold and provide estimation from the small data collection because of 
the sampling variability and estimation errors. 

This chapter introduces a distribution-free vulnerability assessment method of equipment 
connected with lines under TED, with the consideration of the uncertainties of stress caused 
by the TED, and the inherent probability and uncertainties of the equipment strength under 
TED. The stress is represented by the probability distribution of the coupling responses and is 
obtained by the proposed stochastic model. The strength is represented by the probability 
distribution and tolerance interval of the threshold, and it is estimated from the estimation of 
test data. The proposed method could provide a reasonable evaluation with certain confidence 
levels. 

5.1 Distribution-free quantification of margins and uncertainties 

5.1.1 Basic concept and procedure of uncertainty quantification for margins 
The vulnerability assessment of electrical and electronic equipment excited by TED is 

supposed to be appropriate and reasonable with the consideration of the probability 
characteristic of the TED environment and equipment performance. The probability 
distribution of the amplitude and other electromagnetic norms of the possible TED have been 
collected based on long-term experimental data or by simulation with uncertainties[196]-[199],[40]. 
The failure probability based on experimental data has been widely adopted[201]-[206]. This 
section introduces the quantification of margins and uncertainties (QMU) method, which 
considers both the probability distribution and the uncertainty of the strength and stress of the 
electrical and electronic equipment.  

QMU was proposed for the assessment of the performance of equipment in the presence 
of insufficient data and lacking knowledge[207]-[209]. Recently, it has been used for the effect 
and safety assessment of mechanical structures and electrical systems, such as the flutter 
analysis of wing structures and the radiation effect evaluation of satellite electric power 
systems[210]-[213]. The classical QMU was based on the assumption that the equipment stress 
and strength are values described by the best estimation and its uncertainties[214]. However, the 
threat and failure threshold of the equipment under TED may follow probability distributions 
and cannot be described by the best estimation and its uncertainties. The QMU metrics 
calculated by best estimation and standard deviation were no longer suitable for the 
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vulnerability evaluation. A new QMU approach was proposed to quantify margin and 
uncertainties through the computation of the chosen quantiles and the statistical bound rather 
than by sample standard deviation[215]. 

MarginPerformance 
uncertainty

Normal performance

Boundary of performance

Uncertainty

 
Figure 5-1 Basic principle of Quantification of Margins and Uncertainties (QMU) method[206] 

The vulnerability assessment based on the QMU method can provide comprehensive 
evaluations including the simulation and uncertainties quantification of the margins between 
the “strength” and the “stress” of the equipment. The notional illustration of the QMU method 
is shown in Figure 5-1[206]. To apply the QMU method in the vulnerability assessment of 
equipment under TED, some basic concepts are redefined and explained as follows: 

(a) Stress (D): the stress (or demand, threat) of the equipment is represented by the change 
in equipment parameters caused by external disturbances. The stress of the equipment excited 
by electromagnetic disturbances can be represented by the coupling responses on the 
conducted coupling path of the equipment.  

(b) Strength (C): the strength (or capacity, performance threshold) of the equipment refers 
to the maximum or minimum allowable value of one or several given parameters when the 
equipment operates normally. The equipment strength under TED is quantified by the 
occurrence probabilities of the failure varying with the coupling responses.  

Here, the induced current amplitude on the conducted coupling path of the equipment is 
chosen as the key parameter to quantify the stress and the strength. 

(c) Margin (M): the margin is defined as the distance between the performance and the 
performance boundary in the traditional QMU method. Here, the margin is defined as the 
Euclidean distance between the strength and the stress of the equipment.  

(d) Uncertainty (U): the uncertainties are defined as the changes in margins. The 
uncertainties of the margin are the result of the uncertainties in both equipment stress and 
strength. The uncertainties can be divided into two types[214]. The epistemic uncertainties are 
due to the lack of knowledge or incomplete knowledge, such as the probability distribution of 
stress caused by the uncertain variables in the simulations. The aleatory uncertainties include 
the inherent probability characteristics such as the probability of the failure, and the 
uncertainties caused by the sampling variability in every sampling process which can be 
expressed by the tolerance intervals of the probability distributions. 

(e) QMU metric: QMU metric is the figure-of-merit defined by the ratio of margin and 
the uncertainties. With the QMU metric, the identification, likelihood, and credibility of the 



 

 

equipment vulnerability can be effectively obtained. The evaluation results can answer several 
questions: Is the equipment vulnerable or not? What is the probability of effect occurrence for 
the equipment excited by TED? And what is the confidence level of the result? 

The classical QMU metrics are based on the normality assumption for both strength 
( 2

C ~ ( , )C CX N   ) and stress ( 2

D ~ ( , )D DX N   ) of the equipment, which has a specific name 
called the QMU calculator Q[214]: 
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 


 (5-1) 

M refers to the margins, it is calculated by the difference between the best estimations of 
equipment stress and strength. U refers to the uncertainties, it is calculated by using  as the 
standard deviation for both normal distributions. The QMU metrics are the criterion of 
vulnerability. When it is larger than 1, the equipment is not vulnerable. 

The procedure of vulnerability assessment based on the QMU method can be summarized 
as follows: firstly, due to the effect mechanism of the equipment under TED, choose the 
amplitude of the current on the conducted coupling path of the equipment as the parameter of 
interest. Then, obtain the induced current by simulation with the consideration of the 
uncertainties of TED, equipment, and coupling process. Take the result as the stress of the 
equipment. Thirdly, obtain the equipment failure threshold experimentally, and take it as the 
strength of the equipment. Finally, utilize the QMU method to evaluate the margins and the 
uncertainties of the equipment, and assess the equipment vulnerability by the QMU metrics. 

Quantifying the margins and uncertainties is the key to the assessment of equipment 
vulnerability based on QMU. Since the margins are calculated by the distance between the 
stress and the strength of the equipment excited by TED, as shown in Figure 5-2, there are two 
significant tasks: the uncertainty quantification of the equipment stress and the equipment 
strength under TED. Here, we introduce the procedure of quantification of the margins and 
uncertainties, with HEMP as a kind of TED event.  

 
Figure 5-2 Graphical Depiction of the Quantile, statistic tolerance bound, margins and uncertainties 

5.1.2 QMU metric based on quantiles and tolerance bounds 
When evaluating the assessment of equipment excited by disturbances, the stress and 

strength of the equipment follow probability distributions themselves, and the distributions are 
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rarely Gaussian. The traditional QMU metrics calculated with the best estimation and 
uncertainties are not suitable. Therefore, a novel figure-of-merit is necessary. 

With the consideration of the inherent probability characteristics of the strength, 
researchers have provided a figure-of-merit based on statistical tolerance interval methodology, 
called tolerance ratio (TR)[215]: 

 
(C)
1

(C) (C)
1 1 ,
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p p
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 


 (5-2) 

LPR means the lower performance requirement, which can be regarded as equipment 
stress. 1 pQ   denotes the lower quantile; similarly, there is an upper p quantile pQ : 

 1( ) , ( )p pP x Q p P x Q p      (5-3) 

p,Q  is the one-side statistical tolerance bound, which bounds the possible range for the 
distribution with some confidence levels. For comparison, the widely-used confidence interval 
only bound the possible range for a statistical parameter such as mean or variance. The 
tolerance bound refers to the aleatory uncertainties caused by the process of data sampling and 
estimating. The tolerance bound for lower and upper p quantile are defined as follows: 

  1 , ,( ( ) ) , ( ( ) )p pP P x Q p P P x Q p         (5-4) 

which means p∙100% of the values will be greater than 1 ,pQ   with γ∙100% confidence. The 
relationship between quantiles and statistical tolerance bounds is shown in Figure 5-2. 

In fact, the equipment stress may be from probability distribution as well. Therefore, a 
novel distribution-free QMU metric based on quantiles and statistical tolerance bound is 
defined: 
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The superscript D and C mean that the quantile and statistical tolerance bound are for the 
stress and the strength respectively. CF is the ratio of margin and total uncertainties, which is 
consistent with the original definition of the QMU metric. The distance between stress and 
strength is calculated by the quantile of the estimated probability distribution, instead of the 
distance between two single best estimation values. The uncertainties are calculated by the 
tolerance bounds. The relationship between the values used in (5-5) is demonstrated in Figure 
5-3. The curve made up of quantiles refers to the estimated probability distribution of stress 
and strength, and the curve made up of the tolerance bounds refers to the uncertainties of the 
distribution. 

In the general QMU method, the strength and the stress of the equipment under test are 
represented as the best estimation of the values and uncertainties, which are described by 
normal distributions. Relative QMU metrics Q is calculated by the ratio of margin and 
uncertainties as in (5-1). α is the number of standard deviation values that corresponds to a 
given confidence level of the estimation. When Q equals 1, the margin is exactly equal to the 



 

 

uncertainties: 

 2 2
C D C D        (5-6) 

which means the value of (C−D) follows a new normal distribution 2 2
D( , + )C D CN      . 

The confidence level of that the strength greater than the stress can be calculated  
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 (5-7) 

where Φ(α) is the percentage of values up to α in a standard normal distribution and can be 
checked from the standard normal distribution table of Φ(α). When Q≥1, there is no less than 
Φ(α) confident that strength is greater than stress, and the equipment is not vulnerable under 
the stress. 

It can be also explained from the point of view of the probability with reference to the 
stress-strength interference method. α is the number of standard deviation values that 
corresponds to the probability of the values. The failure probability of the equipment can be 
calculated by the probability that the stress is greater than the strength. 

  Pr ( )R D C      (5-8) 

where Φ(-α) equals to 1-Φ(α). 
When Q=1, the failure probability equals Φ(-α). For example, when α=1 and 3, the 

confidence level is less than 15% and 0.13%, respectively. When Q>1, the failure probability 
R is less than Φ(-α). If the failure probability of Φ(-α) is considered negligible, the conclusion 
can be given that the equipment is not vulnerable under the stress. When Q<1, the failure 
probability is larger than 0.13%. In other words, the equipment may be vulnerable. 

In the proposed distribution-free QMU method, when the stress and strength are from 
distribution F(C) and F(D), the failure probability can be calculated as well: 
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When the strength and tress are represented by distribution F(C) and F(D) (or the quantiles 
(C) (D)
1 , ,{ }{ }p pQ Q  ， ) with a confidence level of γ∙100%, the failure probability is 
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When CF = 1, we have (C) (D)
1- , ,p pQ Q   as shown in Figure 5-3. It is obvious that R < p. 



 

93 

When 1-p is small, R can be approximately equal to (1-p)2∙100%. When CF > 1, the failure 
probability is less than R∙100%. If the R∙100% failure probability can be considered negligible, 
the equipment is not vulnerable with γ ∙100% confidence level. Therefore, referring to 
traditional QMU methods, we define that: when CF > 1, it isγ∙100% certain that at least (1-
R)∙100% of the parameters of the equipment will be in the operating region of the equipment. 
If R∙100% is less than the acceptable failure probability for the equipment, the equipment is 
not vulnerable with a confidence level of γ ∙100%. When CF < 1, the performance 
requirement for equipment under TED is not satisfied, and the equipment may be vulnerable.  

 

(a) CDF                                (b) PDF 

Figure 5-3 Graphical depiction of the probability distribution of equipment strength and stress in the 
distribution-free QMU method 

Particularly, if the equipment stress is a fixed value, the calculation of CF will degenerate 
to Equation (5-2).  

5.2 Uncertainty quantification for equipment strength based on experiment 

5.2.1 Equivalence between PCI experiment and field-to-line coupling  
PCI is an important approach of effect for the equipment under impulse, which refers to 

injecting a transient signal into the coupling conductor path outside the electromagnetic barrier 
of equipment under test.  

PCI is recommended for the equipment connected with the conductor exposed to the 
electromagnetic field. When the lines are long, such as power lines or communication wires 
with length of kilometers, sufficient coupling responses cannot be generated through the 
radiation test. When the lines are in limited scales of the radiation field simulator, even though 
it radiation test is possible, it is difficult to change the incident angle and polarization angle 
with the state-of-the-art radiation field simulator platform. Sufficient situations of coupling 
responses cannot be generated as well. PCI can directly inject the conducted interference into 
the device port according to the simulated coupling response, which is feasible and efficient. 

The current PCI technology is mainly used for the study of HEMP effect tests, the 
methods can also be extended to other TED effect tests, such as lightning electromagnetic 
pulse, substation electromagnetic pulse, etc.  
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A typical test platform for PCI is provided in MIL-STD-461G[216], as shown in Figure 
5-4.  

 
Figure 5-4 Typical PCI test platform in MIL-STD-461G[216] 

The existing PCI for HEMP is mainly used for the examination and acceptance test of 
equipment or system. The waveforms recommended for injection pulse in standards are 
extracted from the “bounding case” for a specific conductor, which aims to test the viability 
of the equipment under the worst case. However, the “bounding case” standards are too strict 
for the evaluation of widely-distributed equipment in the power system. Since we could 
quantify the coupling responses with uncertainties by the stochastic models in Chapter 4, most 
of the coupling responses are smaller than those have been given by the standard. Moreover, 
the transient signal that is actually injected into the device port may be quite different from the 
measured waveform of the pulse source due to the input impedance of the EUT.  

In order to cope with the various coupling response, as well as obtain the threshold of the 
equipment in addition to the viability under the worst case, it is necessary to establish an 
equivalent method of PCI and field line coupling. On the one hand, it can be used to put 
forward requirements for the injection waveform generated by PCI before the test. On the 
other hand, it can be used to evaluate the consistency between the actual injection signal and 
the expected coupling responses, and extract the failure threshold of the equipment under 
realistic TED. 

PCI through inductive coupler is the most widely adopted. The inductive coupler is a 
current injection ring based on the principle of the transformer. The primary windings of the 
coupler are connected with the pulse generator, and the injected lines are regarded as the 
secondary winding. The electrical model of the coupler and a single line under injection is 
shown in Figure 5-5 (a) as an example. If the coupler and injected lines are considered 
electrically small structures, a classical relationship between voltage and current on the line 
and the voltage and current of the pulse source can be given[217]: 
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where ΦCP is calculated by the stray parameters of the coupler and the coupling between the 
coupler and the injected wire: 
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where 
wd wd wd, ,C R L  — the stray parameters for the coupler; 

TlN  and 
1SL  — the number of 

turns and self-inductance for the primary windings of the coupler; 
2LL   — the 

leakage inductance for the injected lines: 
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c1r ,
c2r ,

Lr  — the inner and outer radius of the coupler and the radius of the injected line; μr — 
the relative permeability of the coupler; lc — the length of the coupler. 
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(a) Lumped circuit model (b) Simplified equivalent circuit model 

Figure 5-5 Lumped circuit models of the PCI coupler clamped onto the injected line 

ΦCP can be calculated by measuring every single parameter in (5-12). The model used 
to predict the coupler and the injected line can also be non-invasively extracted by 
measurement of voltages and currents in (5-11). (5-11) can be derived in a simple form that 
is easy for extracted: 
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The excitation caused by the PCI coupler is equivalent to a voltage source Veq with 
internal impedance Z''eq connected in series in the line as shown in Figure 5-5 (b). 

However, detailed design parameters of the PCI coupler are not always available, 
especially when off-the-shelf commercial devices are adopted. Therefore, the four unknown 
frequency-dependent parameters in the matrix ΦCP are simplified into two unknown 
parameters, which can be extracted by at least two measurements for voltage V2- V1 and one 
current I2. The lack of information about detailed information on the internal parameters of the 
generator and coupler is overcome. 

During the study, it is found that Z''eq is small and can be ignored. This is because the 
leakage inductance of the injected line L2l is large, which means the transformer ratio of the 
coupler is large. The secondary side (injected line) has little influence on the primary side 
(pulse generator and coupler). 

When the injected signal has a fast rise time and narrow wideband, the wavelength of the 
signal is comparable with the length of the PCI coupler and injected lines, therefore the 
distributed parameter model of the line needs to be considered. The whole system is composed 
of the coupler, injected line, EUT with input impedance ZEUT (assuming on the right side end 
of the injected line), auxiliary equipment input impedance ZA (assuming on the right side end 
of the injected line), and the system can be divided into three parts, including a part composed 
of line, coupler, and ground, and two transmission line parts composed of injected lines and 
ground, as shown in Figure 5-6.  

The distribution model of the coupler part can be constructed by normalizing the 
excitation caused by coupling according to the coupler length:  
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where Z, Y are the p.u.l. parameter of the TL. The shell of the coupler is metal and grounded 
and can be regarded as the perfect ground in the calculation of Z and Y. The calculation can be 
referred to (3-3) in Chapter 3. The frequency-dependent parameter caused by the imperfect 
earth can be discarded. The other part can be modeled as a classical TL without the external 
field.  

Therefore, the three parts of the system can be modeled by the chain parameters method.  
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where the excitation of the coupler is equivalent to a voltage source connected in series with 
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the line at the right port of the line settled in the coupler. The boundary conditions for both 
ends of the line are 

 
L A L R EUT R,V VZ I Z I   (5-17) 
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(a) Distributed parameter model of the PCI coupler clamped onto the injected line 
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(b) Macromodel of the distributed parameter model 
Figure 5-6 Distributed parameter model of the PCI coupler clamped onto the injected line 

Due to the characteristics of chain parameters, the equation in (5-16) can be multiplied 
directly: 
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In particular, if the shell of the coupler is in direct contact with the earth, and the distance 
between the line and the ground is equal to the distance between the line and the metal shell 
of the coupler, the p.u.l parameters are the same for the three parts.  

To validate the model, tests were carried out for injected lines with different lines and 
loads. The injected line in cases 1-3 and cases 4-6 are 1 m and 3 m respectively. The load ZA 

is 300 Ω. ZEUT are 0 Ω,100 Ω, and 300 Ω in every 3 cases, respectively. The current sensors 
used in the experiment are Pearson 8585C with a bandwidth of 150 MHz. The oscilloscope 
used in the experiment is Tektronix DPO3054 with a bandwidth of 500 MHz. The test platform 
is shown in Figure 5-7. 
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(a) Picture (b) Diagram 
Figure 5-7 Experiment platform for PCI model validation 

It can be observed from the measured results in Figure 5-8 (a), that the current at different 
positions of the injected line in the same test is different, it is necessary to consider the 
distributed parameters and wave process on the line. The measured current increase with the 
impedance of the loads decrease, which can be explained by the distribution model of the PCI 
test, the measured current is a combination of injection current and reflected current caused 
by the mismatched loads. The reflection coefficient increase when the impedance of the loads 
decreases.  

 
      (a) Measured Current on loads (b) Extracted Veq (the amplitude is normalized to 1) 

Figure 5-8 Measured current on loads at both ends of the injected line and Extracted Veq (Case 1: length of 
the line: 1 m. ZA=300 Ω. ZEUT = 0 Ω; Case 5: length of the line: 3 m. ZA=300 Ω. ZEUT = 100 Ω.) 

By using (5-18), Veq can be extracted and shown in Figure 5-8 (b). The equivalent voltage 
source Veq caused by the coupler is independent of load and line length. This provides us 
enlightenment, that for loads with unknown or complex (nonlinear) input impedance, it is 
incorrect to measure the current on the line to evaluate the effect during the experiment. An 
equivalent source independent of the load can be constructed, which has the same form as the 
equivalent source established for field-to-line coupling in Chapter 3. 

By using the same derivation of macromodel in the field-to-line coupling problem, there 
is: 
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R C R L C L eq( ) 2R CP R CPZY l l l ZY l l lV IZ e Z I eV V        (5-19) 

When the auxiliary equipment ZA equals the characteristic impedance ZC, the PCI system 
can be equivalent to a Norton source, with the equivalent ideal current source and equivalent 
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internal impedance: 
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The simulated results with the proposed model and the measured results are compared 
for validation in Figure 5-9. The EUT is made up of a 100 Ω resistor and a 6 μH inductor, the 
length of the line is 3 m. It shows good agreement between measured and simulated results. It 
can also conclude from Figure 5-9 (b), that the measured voltage may be much different from 
the equivalent injected voltage Veq, because of the reflection at the terminal loads. Therefore, 
it may cause an incorrect evaluation of the equipment strength if directly use the measured 
results in the estimation.  

 
(a) Current (b) Voltage 

Figure 5-9 Injected current and voltage on the line and through the inductor 

In order to obtain an equivalent characterization with the coupling responses on the lines 
excited by the external fields, the following conditions should be satisfied: Z'eq=ZC, I'eq=Ieq. 
Ieq is given by the uncertainty quantification of coupling responses in Chapter 4. The 
equivalent between the ideal current source is achieved by adjusting the signal of the pulse 
generator, and the target waveform of Vs can be calculated by (5-14). When the characteristic 
impedance of the injected line is different from that of the line under injection, the equivalent 
internal impedance is not the same. To achieve the purpose of equivalence, the equivalent 
internal impedance of the PCI system can be changed by connecting an auxiliary element Z'A 
in parallel or in series with the EUT. The PCI test platform was built based on the equivalent 
method, as shown in Figure 5-10.  

The line impedance stabilization network (LISN) avoids the back injection into city 
power and plays the role of auxiliary equipment with a stable impedance ZC. The reference 
line should be the same as the injected line, and used to obtain the equivalent ideal Norton 
current source generated by the PCI system., instead of the actual current measured on injected 
lines connected EUT. 
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Figure 5-10 Diagram of the PCI experimental setup 

The key parameters of the induced current vary in a range, including amplitude, rise time, 
pulse width, and energy. The equivalent experiment platform should satisfy the conditions 
I'eq=Ieq, which means the equivalent Norton source should have a related adjustment range. 
This puts forward additional requirements for the PCI platform, especially for the pulse 
generator. However, the waveform parameters of PCI can be poorly adjustable limited by the 
state-of-the-art PCI technology. Therefore, instead of completely reproducing various 
waveforms for the coupling responses caused by uncertainty, the PCI test can be carried out 
by studying one of these norms (amplitude, rise time, pulse width, or energy of the induced 
current). The key parameters are chosen based on the physical analysis failure mechanism of 
EUT. 

The author acknowledged that the failure mechanism may a combination of multiple 
factors. The design of adjustable PCI is beyond the scope of this dissertation, the method can 
be extended after further development of the PCI injection technology with accurate waveform 
control. 

5.2.2 Nonparametric estimation method based on order statistics 
The strength of the equipment is represented by the failure threshold and obtained by the 

effect test. The threshold is considered with probability distribution instead of a fixed value. 
The failure mechanism of equipment excited by TED is complex and is usually used as a 
black-box model. Without analytic expression of the failure mechanism, there is little 
knowledge of the probability distribution of strength. The distribution maybe not even 
classical distribution as well. Meanwhile, the effect experiment is expensive and the amount 
of data may be small, which may be not sufficient to interfere with the actual distribution of 
the threshold, and the estimation from insufficient data may introduce extra aleatory 
uncertainty. It is reasonable to provide not only the probability distribution of the threshold 
but also the tolerance bound with confidence information for the equipment strength, with the 
consideration of the uncertainty. 

Assuming the EUT is sensitive to the amplitude of the injection current into the port, the 
threshold χ is quantified by the injection current amplitude and is from an unknown probability 
distribution F . ( )kF x  refers to the probability that the threshold χ is less than kx , and is 
equivalent to the probability that failure may occur when the induced current amplitude X (or 
equivalent induced current generated by PCI) is large than 

kx : 
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 (C)( ) ( ) ( 1| )=k k k XF x P x P y X x F       (5-21) 

where P(X) means the probability of event X. The estimation of Fχ is converted to the 
estimation of cumulated probability (C)

XF .  
To obtain (C)

XF , the rising-current test strategy is recommended for the test arrangement. 
The test should start from a current pulse injection with low amplitude (or some other 
variables), the amplitude increases pulse by pulse continually until the equipment failure 
occurs. Then the test continues from the current pulse injection with low amplitude and the 
amplitude increases repeatedly. The amplitude of injection currents is recorded when the 
failure occurs, and the recorded current amplitudes are used to estimate the probability of 
threshold. After each test, it is necessary to check the function of the equipment. If there is 
unrecoverable damage, the damaged device or equipment should be replaced.  

A group of test data is shown to illustrate the test procedure in Figure 5-11. The arrow 
indicates the procedure of the test. Pulse current inject carried out with current amplitude 
increase, empty circles represent test without effect, filled circles represent test with effect. 
Once the failure happened, the current amplitude is recorded as the possible threshold for the 
equipment, and the injection pulse amplitude decreased for the next test.  

 
Figure 5-11 Example of test data obtained by experiment with rising-current test strategy (The filled 

circles represent tests with failure. The hollow circles represent tests without failure.) 

Thanks to the experimental procedure, the probability of data with failure can be regarded 
as equal, according to the definition of the strength in (5-21), there is 

 

(C) ( ) ( 1| )

( | 1) ( 1)
=

( | 1) ( 1)+ ( | 0) ( 0)

= ( | 1)

X k k

k

k k

k

F x P y X x

P X x y P y

P X x y P y P X x y P y

P X x y

  
  

     
 

 (5-22) 

(C)
XF  and its tolerance bound can be estimated by the probability distribution of effect 

data. When there is plenty of knowledge about the distribution of the threshold, the parametric 
estimation methods for the distribution and tolerance bound can refer to Reference [218]. 
However, the failure mechanism is complex and black-box, especially for the secondary 
equipment, which is difficult to provide an analytical expression. When the data sample is of 
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small size, data from any distribution can easily pass the hypothesis test of a probability 
distribution, such as the Kolmogorov-Smirnov test for normality test or the Weibull 
distribution test. It is hard to determine the kind of distribution of the data. Meanwhile, the 
estimation of the tolerance interval by the parametric method is sensitive to the preset 
distribution type[219]. It is difficult to estimate with poor knowledge of the distribution. 

The nonparametric estimation (NPE) based on order statistics is a data-driven method 
and is not constrained by the type of preset distribution. It can provide robust estimations of 
quantiles and tolerance bound for the QMU assessment.  

For the collection of data from the experiment, which is supposed be to from distribution 
(C)

XF , the samples are collected as order statistics x={x1,…,xk,…,xn, xk<xk+1}. The quantiles and 
tolerance bounds used in QMU assessment are estimated by the NPE based on order statistics.  

Assume the one-sided statistical tolerance bound for the lower quantile of x is: 

 
1 p, kQ x   (5-23) 

which is required to satisfy the condition: 

 
1 p,( ( ) )P P X Q p      (5-24) 

Substituting the cumulative probability density function of the variables into inequity 
(5-24) will result in the following transformation: 

 ( ( ) 1 )X kP F x p     (5-25) 

Since x is the sample from a continuous distribution 
XF , therefore ( )XF x  is the sample 

from a uniform distribution between 0 and 1. The probability in (5-25) can be solved as: 

 
k( ( ) 1 ) ( | ,1 )XP F x p P k Y n p      (5-26) 

where, )Y ,~B (in 1n p . Therefore, xk is the desired one-sided tolerance for the lower quantile 
Q1-p, also called the one-sided lower tolerance bound, where k is the biggest integer with the 
following inequality: 
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Similarly, for the upper quantile Qp of x, the one-sided statistical tolerance bound can be 
obtained as: 

 , 1p n kQ x    (5-28) 

Both side tolerance bounds construct the tolerance interval for the distribution. In addition, 
the estimated empirical cumulative distribution is made up of the quantiles and is the same as 
the one-side 50% tolerance bound. 

When the data set is small, the statistical tolerance bound characterized by order statistics 
tends to be conservative. An interpolation strategy is explored by Reference [220] to reduce 
conservatism. For a given confidence level γ, xk is obtained by Equation (5-26), there is: 
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1( ( ) 1 ) ( 1 | ,1 )X kP F x p P k Y n p          (5-29) 

The one-sided lower tolerance bound for the lower quantile is calculated by linear 
interpolation between xk and xk+1: 

 BH
, 1' (1 )p k kQ x x       (5-30) 

where 
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The error is proven as O(n-1), which is related to the size of the data and cannot be reduced 
further by higher-order interpolation[218].  

Take the experimental data in Figure 5-11 as an example, the estimated (C)
XF   and 

tolerance bound estimated by the NPE is shown in Figure 5-12. 

 
Figure 5-12 Probability distribution and the tolerance intervals made up by one-sided tolerance bound of 

obtained by the NPE method 

To compare the proposed NPE method with the parametric method. Figure 5-13 shows 
the comparison of the 90% tolerance bounds estimations by NPE and parametric method. The 
sample data with different sizes are from a lognormal distribution and a Weibull distribution, 
respectively. 

Both of the two distributions are skew distributions with fixed lower boundary, and 
cannot be distinguished in the test of distribution from few data. For the samples from the log-
normal distribution, the parametric method with preset log-normal distribution has a similar 
performance to the NPE. For the samples from a Weibull distribution, the tolerance bounds 
estimated by the NPE can always contain the correct quantiles with less redundancy than the 
parametric method with the unmatched preset distribution. When the data size increases, the 
tolerance bounds tend to approach the real estimation quantile. When the data size is small, 
the tolerance interval is conservative, but can still cover the real quantile.  

P
ro

b(
x<

x)



 

 

 
(a) Estimated tolerance bounds of samples    (b) Estimated tolerance bounds of samples 

X~lognormal(5,0.3)          X~100+Weibull(50,1) 
Figure 5-13 Comparison of both side tolerance bound of 90% confidence level obtained by NPE method 

and parametric estimation with a preset log-normal distribution 

5.2.3 Nonparametric regression method based on MaxEnt-Bagging 
The amount of data is very small. In order to make full use of information from the effect 

experiment, the data point without failure can be taken into consideration. The probability of 
the threshold can be regressed from binary state data. Logistic regression and Bayesian 
regression based on maximum likelihood are the most commonly used methods for binary 
state data regression, which are both parametric methods. The given confidence interval is the 
estimation of the parameters, and what we need is the interval of distribution. The 
disadvantages of these methods are consistent with the abovementioned parametric estimation 
method based on non-classified data. In addition, the parametric regression could only provide 
confident intervals for the parameter instead of the tolerance interval for the distribution that 
we are concerned about. There is no state-of-the-art for tolerance interval estimation for binary 
state data yet. 

This section proposes a nonparametric regression (NPR) method for small sample binary 
state data based on the maximum entropy method (MaxEnt), and the tolerance intervals for 
the distribution are estimated based on the bootstrap aggregation (Bagging) method.  

The MaxEnt theory is a completely data-driven method, which makes no assumptions 
about the probability distribution except for the existing data[221]-[223]. The model with the 
largest entropy is the most possible model. For event(s) X with the probability P, the entropy 
is defined as: 

 ( )= Pr( )log(Pr( ))
X

H P X X  (5-32) 

The probability for deterministic events is p=1, therefore the entropy has zero entropy. 
The probability for uncertainty events with uniform distribution, the entropy is maximum. 
Therefore, when estimating an unknown model, the know data contribute zero to the entropy, 
the larger the entropy is, the fewer subjective assumptions are introduced, and the more 
possible the estimated model is. The regression problem from binary state data can be 
transformed into an optimization problem of the estimated model with maximal entropy. 

20 40 60 80 100
Amount of sample data

50

100

150

200

250

300

350

400 Real quantile
90% tolerance bound by NPE
90% tolerance bound by
parametric estimation

I 
/ A



 

105 

The distribution of the equipment strength can be written as a part of a conditional 
probability distribution P(Y|X) to be estimated: 

 (C) ( 1| X)XF P y   (5-33) 

For the collection of binary state data from the experiment, 

 1, 1 , ,( , ),..., ( , ),..., ( , )k k N NT x y x y x y , there is empirical joint probability density distribution 

( , )P x y  and empirical marginal probability density distribution ( )P x . Characteristic function 
f describes the relationship between the binary state data. According to the physical meaning 
of the experimental data, when the data is represented as the amplitude or energy of the 
amplitude, ,( ,1)kx  means that when 

kx x , the failure occurs, therefore when 
kx x , the 

failure may likely occur as well. Conversely, ,( ,0)kx  means that when 
kx x , the equipment 

works normally. Therefore, when 
kx x  , the failure may likely not occur as well. The 

characteristic function can be written as: 
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The expectation of the characteristic function can be calculated based on known data and 
estimated distribution, respectively: 
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The information entropy of the estimated P  can be written as a maximum optimization 
problem with constrain: 
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The constrained optimization problem can be solved by an unconstrained optimization 
problem. The Lagrange function is constructed as: 
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L is a convex function about P, and its minimum value can be obtained by partial 
derivation of P: 

   0 ,( ) log( ( | ))+1 / ( ) ( )
( | ) k k k
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   (5-39) 

where ( )P x  is obtained from the test data collection and does not change with the model. 



 

 

( )>0P x . When the partial derivative is zero, the optimal solution for P is: 
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The optimal solution for ( | )P Y X   depends only on weights ω. The problem is 
transformed into an optimization problem about weights ω   and solved by the improved 
iterative scaling method (IIS). The weight is updated by iteration to maximize the information 
entropy of P(y|x): 
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Laplace equation about δ can be written in the same form of (5-38), the best estimation 
of δk is calculated: 
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To compare the MaxEnt method with the parametric method. Figure 5-14 shows the 
comparison of the MaxEnt method and classical Logistic regression by using binary state data 
and the NPE based on order statistics by using only the data with effect. Because the data 
obtained from the effect test are censored. This means only collect partial information about 
values is obtained. The threshold is no large than the recorded amplitude in the test with effect, 
but the actual values cannot be obtained. The estimation based on the censored data is always 
biased. The threshold will be overestimated by using only the data with effect, especially when 
there are few data. By contrast, the regression from binary state data reduces the impact of 
censored data on the estimation of the threshold. Logistic regression can provide a smooth 
result. 
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Algorithm 1 The pseudocode of calculation of weights by IIS based on improved iterative scaling method 

Input: Binary state data collection  1, 1 , ,( , ),...,( , ),..., ( , )k k n nT x y x y x y  , tolerance error ε, initial 

0.5ω= .  

Calculated the expectation of E ( )
P

f  by using the data sample 

while k   do 

 for 1, ,k N   do 

  Update the ( 1) ( ) ( )i i i
k k k      via solving  

  Update the E ( )P f  with ( 1 ( 1 ( )
1 1(..., , , )ω = i i i

k k k   
 

） ）  by solving  

 i=i+1 

Output: Optimal weights  
1

N

k k



 

The MaxEnt method is totally dependent on the data, so the estimated distribution may 
not be smooth but can better estimate the distribution without constriction by the pre-set 
distribution. For the example in Figure 5-14, the real distribution is a Weibull distribution with 
a fixed lower boundary. The MaxEnt has a better estimation around the lower bound than 
Logistic regression. When the distribution becomes more complex, it is reasonable to believe 
that the MaxEnt method can provide a more flexible prediction without the limitation of the 
pre-set distribution type. 

 
(a) Regressed probability distribution when the   (b) Regressed probability distribution when the 

size of the data is 15                  size of the data is 50 
Figure 5-14 Comparison of probability distribution regressed from binary state data by using the proposed 

MaxEnt method, logistic regression, and from effect data only by using the NPE. 

However, it can be seen from the limited examples, that even though MaxEnt is better 
than the parametric regression method, it is difficult to provide a perfect estimation of the 
actual distribution, because of the aleatory uncertainties caused by the sampling variability 
and estimation errors from a small sample. The tolerance interval of the probability 
distribution is necessary.  

The tolerance bounds of the distribution regressed from binary state data are defined as 
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where 1 p,Q    are estimated by using Bagging combined with the MaxEnt. Bagging is a 
commonly used nonparametric MC method for small sample estimation[224]. Bootstrap refers 
to resampling with replacement from the original sample:  

 1, 1 , ,( , ),..., ( , ),..., ( , )k k N NT x y x y x y . The new collection of random-pair bootstrap samples is 
generated from the original data set  ,( , ),i 1,...,i ix y N . ( | )P Y X


 is regressed by MaxEnt 

method for every new sample. Aggregation refers to the statistical inference from the 
collection of Bootstrap. The lower γ quantile for the collection ˆ{ | ( 1 | )=1 }j jx P y x X p    
is the lower γ tolerance bound for the threshold probability. 

Take the experimental data in Figure 5-11 as an example, the estimated (C)
XF  and the 

tolerance bound estimated by the proposed MaxEnt-Bagging is shown in Figure 5-15. 

 
Figure 5-15 Probability distribution and tolerance intervals regressed from binary state data by using the 

proposed MaxEnt-Bagging NPR method (The data is from Figure 5-12.) 

To compare the proposed MaxEnt-Bagging method with the parametric regression 
method and the parametric regression method combined with Bagging, Figure 5-16 shows the 
comparison of both side 90% tolerance bounds. 

 
(a) Comparison between MaxEnt-Bagging 

method and Logistic regression 
(b) Comparison between MaxEnt-Bagging method and 

Logistic-Bagging method 
Figure 5-16 Comparison of both side tolerance bound of 90% confidence level with data from non-

Gaussian distribution X~100+Weibull(10,1) 

Due to the small size of the data, error is unavoidable. Proposed MaxEnt-Bagging can 

P
ro

b(
x<

I)

20 22 24 26 28 30

100

110

120

130

140 Real quantile
90% tolerance bound by MAXENT-Bagging
Quantile by Logistic regression

Amount of the sample data
20 22 24 26 28 30

Amount of the sample data

80

100

120

140

160
Real quantile
90% tolerance bound by MAXENT-Bagging
90% tolerance bound by
Logistic regression+Bagging



 

109 

provide good results for tolerance bounds of lower quantiles. Fortunately, the lower quantile 
of equipment strength is what we are concerned about in the vulnerability assessment based 
on QMU. 

5.2.4 Validation of the distribution-free QMU method  
With the equipment stress simulated by the stochastic model, and the equipment strength 

estimated by the NPE or NPR method, the quantile-based QMU metric can be calculated. To 
validate the distribution-free QMU method, a simulation validation was designed with the 
stress and strength following known probability distributions. 

When the distributions of equipment stress and strength have no overlapping part, the 
minimum of the possible threshold is larger than the maximum of the possible threat, the 
equipment is certainly not vulnerable under the TED. So we are mainly concerned about the 
situation that part of the threshold is less than the possible threat. Two cases were designed to 
validate the proposed method. The distribution of the stress (D)

XF  was assumed as Weibull in 
both cases. The probability distribution of the equipment threshold (C)

XF   was assumed as 
normal in case 1 and the non-Gaussian distribution in case 2. The CDF and PDF are shown in 
Figure 5-17. The true failure probability R of two cases can be calculated analytically by 
Equation (5-10), equal to 0.03% and 0.7%, respectively. 

 
(a) case 1 (b) case 2 

Figure 5-17 CDF and PDF of the assumed equipment stress and strength in two cases 

The equipment stress was calculated by a collection of 2000 samples from (D)
XF . Binary 

state random samples with different sizes represent the effect test data generated from the (C)
XF , 

and the equipment strength was regressed by the NPR method. When evaluating whether the 
equipment is reliable with a failure probability of less than 1%, the CF with p=0.1, γ=90% was 
calculated by using Equation (5-5) and as shown in Figure 5-18. 

The theoretical value of CF should be larger than 1 which means the equipment is reliable 
according to the requirement with 90% confidence. The absolute value of CF has no practical 
meaning. 
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(a) case 1 (b) case 2 

Figure 5-18 The QMU metric CF obtained by data samples with different sizes in two case  

When the strength is from a normal distribution, both of the two QMU methods could 
provide reasonable evaluation results. When the distribution is non-Gaussian, the QMU 
method based on the assumption of normality can only provide reasonable results only when 
the data sample is large. When the amount of sample data is small, it may overestimate the 
vulnerability of the equipment. In contrast, the proposed distribution-free QMU based on NPR 
is able to provide reasonable predictions with different sizes of samples. 

5.3 Evaluation of equipment vulnerability based on the distribution-free 
QMU method 

The equipment under test is an instrumentation and control (I&C) unit, which is a 
significant equipment providing monitoring, control, and operation for the electronic system 
in the power plant. The I&C unit was settled in a metal cabinet and was powered by an outside 
power. Therefore, we assumed that the power cable was the only conducted coupling path of 
the I&C unit. 

The vulnerability assessment based on the distribution-free QMU method was carried out 
in four steps.  

Firstly, the common-mode induced current on the cable was selected as the observed key 
performance parameters of the I&C unit. Because the mechanism of field-to-wire coupling 
mainly acts on the common-mode response[225]. The prediction for common-mode induced 
current is independent of termination unbalance and can be directly used as the parameters of 
the PCI test. Second, the uncertainty quantification of the equipment stress under HEMP was 
carried out by simulation. The cable was simulated as one elevated transmission line with a 
height of 0.3 m and a length of 10 m. The uncertainty of HEMP parameters was similar to the 
above analysis in Chapter 4, the geomagnetic inclination is chosen as 30˚. Third, the effect 
data were collected by common-mode PCI experiments and the uncertainty quantification of 
the equipment strength was obtained. The test platform is shown in Figure 5-10. The 
equivalent pulse current was injected into the power cable by the injection probe, while the 
I&C unit was powered by city power through the line impedance stabilization networks. A 
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reference line was settled in the injection probe as well. The current on the reference line was 
regarded as the equivalent current source for the PCI approximately. Finally, the QMU metric 
determined by the margins and the uncertainties was calculated. 

The probability distribution of the induced current amplitude is shown in Table 5-2. The 
result presented the uncertainty quantification of the stress of the I&C unit under HEMP. It 
also provided a reference range for the determination of PCI waveform parameters. The 
probability distribution of stress is shown as the black line in Figure 5-19 (a). 

The strength of the I&C unit was obtained based on the PCI effect experiments. The 
experiments were carried out as the procedure introduced in Section 5.2.2. During the test, 
failure of the I&C unit appeared as the operation screen went blank and shut down. With the 
recorded failure data, the distribution and uncertainties of the equipment threshold were 
quantified by the NPE method and shown as the blue lines in Figure 5-19 (a). 

 With the uncertainty quantification results of the stress and the strength of the I&C unit, 
the tolerance bound of the stress was ignored, and the metric CF could be calculated as 

 
(C) (D)
1

(C) (C)
1 1- ,

CF p p

p p

Q QM

U Q Q 






 


 (5-44) 

Figure 5-19 (b) presents the variation in CF versus p under different confidence levels. 
The results are interpreted in several ways. A qualitative conclusion is inferred from the 
intersections of the CF curve and the reference line of constant 1, that there is a possibility of 
equipment failure under HEMP disturbance.  

 
(a) Stress and Strength curve of EUT. Dash line 

refers to 90% tolerance bound 
(b) QMU metric CF of effect R versus p under 

different confidence levels 
Figure 5-19 Numerical results of QMU evaluation. 

When there is a requirement that the failure probability should be less than 1%. The QMU 
metric CF with p=0.9 can be provided in Table 5-1. Table 5-1 shows that CF is greater than 1 
with a confidence level of 70%. This means we have only 70% confidence in saying that the 
EUT is not vulnerable under HEMP. CF decreases below 1 as the confidence level increase, 
the equipment may be vulnerable according to the requirement. In order to achieve an 
evaluation with a higher confidence level, the conclusion is more conservative. 
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Table 5-1 Value of CF with different confidence levels (p=0.9) 

Confidence level γ  70% 80% 90% 95% 

CF 1.02 0.98 0.85 0.43 

The failure probability was calculated by Equation (5-44). The failure probability of the 
I&C unit is less than 6.5% with 95% confidence. 

1) Influence of the conducted coupling path parameters 

The evaluation was adapted to study the influence of parameters in the conducted 
coupling path. By using the proposed assessment approach, the change in the equipment 
vulnerability with the variation of conducted coupling path parameters can be quantified using 
existing experimental data instead of further effect tests, as long as the variation does not 
change the strength of EUT. 

In this case, the influence of the orientation and length of the conducted coupling path 
was studied for the I&C unit equipment.  

The orientation of the power cable was regarded as a known variable instead of a random 
variable. The orientation of the conducted coupling path mainly influences the azimuth angle 
of the incident HEMP and results in different coupling responses. Table 5-2 presents the 
induced current amplitudes of three quantiles for a 10 m elevated line, which was assumed to 
be placed randomly, along the geomagnetic West-East (W-E) orientation, and along the 
geomagnetic North-South (N-S) orientation.  

Table 5-2 Lower quantile for the induced current peak in ampere versus line orientation (l=10 m, h=0.3m) 

Lower quantile 
Induced current peak / A 

W-E orientation N-S orientation Random orientation IEC 

50% 39 28 34 25 

90% 117 91 100 75 

99% 206 175 193 100 

Note: Data in red are from recommended values for elevated conductors above 5 m in IEC 61000-2-10 Table 1a, 
Page 14[188]. 

 
Figure 5-20 Influence of the orientation and length of the conducted coupling path on the failure 

probability of the EUT with 90% confidence 
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These quantiles in Table 5-2 were used as (D)
pQ   in Equation (5-44). With 

(D)
pQ  

increases, CF decreases. When CF decreases below 1, the equipment is vulnerable. In addition, 
quantitative results can also be given as the failure probability calculated by Equation (5-10), 
the results are shown in Figure 5-20.  

When the conductor is placed along the W-E orientation, its conducted environment was 
more severe. The I&C unit under HEMP is more vulnerable when the line is along the W-E.  

When the conducted coupling path was less than the efficient coupling length, the severity 
of the conducted environment increased as the length of the conducted coupling path increased. 
The influence of conductor length on equipment vulnerability assessment results is shown by 
the variation of probability in Figure 5-20 as well.  

5.4  Concluding remarks 

(1) Distributed parameter model of the PCI platform and injected line is established, and 
the parameters of the model are extracted from the measured results to overcome the lack of 
detailed information on the internal parameters of the generator, coupler, and input impedance 
of the EUT. It is found that the equivalent injected voltage source into the lines is almost 
independent of the injected line’s length and loads. A Norton equivalent source is derived and 
validated, which can be equivalent to the field-to-line coupling conditionally by adjusting the 
pulse generator and the auxiliary loads connected with the line. The equivalent injection 
current is used to characterize the device effect threshold instead of the actual measured current 
on the lines in the pulse current injection test. 

(2) Small samples from the effect test provide poor knowledge and may introduce great 
aleatory uncertainties to the equipment strength, in order to overcome the influence of 
sampling variability and estimation errors, NPE based on order statistics is proposed for 
estimation of the quantile of the distribution and their tolerance bounds. However, due to the 
censored characteristic of the effect data, when the data is very few, the biased estimation will 
overestimate the threshold of the equipment. The problem can be overcome if the binary state 
data is retained and used for the estimation. The MaxEnt-Bagging method can give a 
reasonable regression of the probability distribution and the confident boundary, especially for 
the lower quantiles and tolerance bounds, which is what we are concerned about for the 
equipment strength. 

(3) The vulnerability assessment method based on distribution-free QMU can 
comprehensively consider the uncertainty of stress and strength. By using the QMU metric 
based on quantile and tolerance bounds, it can provide both quantitative and qualitative 
conclusions about equipment vulnerability with confidence levels. Compared with the 
evaluation which uses the “bounding case” stress and the traditional stress-strength method, it 
avoids the overestimation of the stress and the underestimation of the equipment strength, and 
can provide more reasonable results for the vulnerability evaluation of the equipment in the 
power system.  

公式章 (下一章) 节 1



 

 

6   Conclusions and perspectives 

6.1 Conclusions 

For the purpose of quantification of the potential coupling responses on the TLs excited 
by TED, taking the HEMP as an example of TED, this dissertation proposed deterministic 
models of the HEMP and field-to-line coupling, respectively. Two construction method of the 
stochastic model is proposed for the problem with and without analytic expressions, 
respectively. A hierarchical uncertainty quantification framework is proposed as well to 
combine these stochastic models. The statistical results of the coupling responses can be used 
to guide risk prediction, vulnerability tests, and protection of the power system under HEMP. 
The uncertainty quantification method has the potential to be extended to the uncertainty 
quantification of coupling responses on the TL excited by other kinds of TED. The main 
research achievements are as follows: 

(1) To overcome the difficulty in constructing the non-invasive surrogate model for 
uncertain quantification, a physical-based stochastic surrogate model is proposed based on a 
simplified Compton electron model. It can describe the spatial distribution characteristics and 
stochastic characteristics of the HEMP incident to the ground surface. The physical-based 
stochastic surrogate model has better results than the stochastic model based on the 
conventional non-intrusive surrogate model with similar time-consuming. The time-
consuming is reduced to several hours from several days of the conventional MC method.  

According to the uncertainty quantification of the HEMP, there is an upper limit for the 
electric field amplitude caused by the self-consistent effect and saturation effect; the increase 
in the amplitude is often accompanied by a decrease in the pulse width; the horizontal 
polarization is the dominant component when the electric field is large. The uncertainty 
quantification of key parameters of HEMP such as amplitude, rise time, and polarization angle 
is carried out and will be used in subsequent uncertainty quantification of field-to-line coupling. 

(2) To simulate the coupling responses of TLs with nonlinear loads when the coupling 
response may vary in a large range, an equation-based dynamic nonlinear model for the MOA 
was proposed based on analog behavior modeling. Once the model is established for a certain 
MOA, it is capable to predict the responses of the MOA under different surges with front time 
ranging from 20 ns to 30 μs. Two different types of MOA used in the power distribution 
systems were tested for validation. The proposed model was validated from measured results, 
the error of simulated peak voltage and absorbed energy is less than 6%. 

(3) When the parameters of the incident fields and lines are assumed as mutually 
independent variables, a stochastic model is constructed by expanding the telegraph equations 
through the PCE, and solved by the macromodel of the augmented TLs.  

When the uncertainty quantification results of the HEMP are used as the inputs, the 
variables are no longer mutually independent, and the marginal and joint distributions of the 
variables are unknown and may be complex. To solve the problem of transferring arbitrary 
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distribution correlated multidimensional variables in the hierarchical stochastic models, this 
dissertation proposes a PCE based on kernel density estimation (KDE), which can accurately 
estimate the joint probability distribution and construct orthogonal polynomial basic functions 
for the arbitrary distribution correlated variables. The hierarchical stochastic models have the 
advantage of high efficiency and fast convergence speed, which is suitable for the uncertainty 
quantification of the problem that can be divided into several independent physical processes.  

By using the proposed hierarchical stochastic method, uncertainty quantification is 
performed for the HEMP electric field. The upper 3σ interval is regarded as the bounding case 
of the HEMP waveform with 60 kV/m amplitude, 3 ns rise time, and 21 ns FWHM, which has 
comparable results with the IEC standard waveform and other references. It should be noted 
that the results are affected by many uncertainty variables and their value ranges, the absolute 
values of the results are only of reference significance. Uncertainty quantification is performed 
for the TLs coupling responses as well. Compared with the IEC standard 61000-2-10 and 
related studies, the consideration of the spatial distribution and uncertainty of the electric field 
amplitude leads to a significant reduction in the severity of induced current.  

(4) Distributed parameter model of the PCI platform and injected line is established, the 
parameters of the model are extracted from the measured results to overcome the lack of 
detailed information about the internal parameters of the generator and coupler. When the input 
impedance of the equipment under test is unknown, an equivalent Norton source model is 
established based on the distributed parameter model for the PCI platform. The equivalent 
injection current is used to characterize the device effect threshold instead of the actual 
measured current on the lines in the pulse current injection test.  

In order to evaluate the equipment connected with the TLs with the consideration of 
response uncertainties, the distribution-free method is proposed in the framework of the QMU 
method. By using the QMU metric based on quantile and tolerance bounds, the vulnerability 
assessment can be provided with confidence levels. Compared with the evaluation that uses 
“bounding case” stress and the traditional stress-strength method, it avoids the overestimation 
of the stress and the underestimation of the equipment strength, and can provide more 
reasonable results for the vulnerability evaluation of equipment based on the power system. 

6.2 Future work 

In this dissertation, the research results of the uncertainty quantification method for TLs 
excited by TED have been obtained. However, due to the limited time, there are still some 
problems to be solved. Further research can be carried out from the following aspects 

(1) This dissertation developed the stochastic models for TLs excited by TED based on 
the classical TL model. For TED with higher frequency spectra, such as IEMI and HPM, it is 
necessary to study the high-frequency TLs method for deterministic simulation and to develop 
the corresponding stochastic model 

(2) The stochastic models developed in this dissertation could provide the statistical 
results for amplitude, rise time, and pulse width of the induced current. However, limited by 
the effect test platform, this work only investigated the vulnerability evaluation with only one 



 

 

key parameter. In fact, the failure mechanism may be a combination of multiple factors. For 
one thing, the development of an adjustable PCI platform is required, especially the adjustable 
pulse generator with adjustable amplitude, rise time, and pulse width. For another, future work 
is needed to develop the vulnerability evaluation method with the consideration of multiple 
parameters, in particular, the multivariate estimation method for the probability and the 
tolerance bounds. 
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