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Abstract 

In the context of strategical planning in support of the ongoing energy transition, 
energy system modeling tools allow to perform comprehensive analyses of the 
role of current and innovative technologies and their respective interactions. 

Technology assessment requires a bottom-up approach calling for the 
adoption of least-cost optimization energy system models. Those models work 
with large techno-economic databases to provide a detailed description of the 
system under exam over a medium-to-long-term time scale and on large spatial 
scales. Therefore, the validity of the tool used for the analyses and the quality of 
the adopted technological database affect the analyses performed with energy 
system optimization models. 

Proprietary energy system optimization models rely on source codes that can 
be easy to access but difficult to be modified and on input data usually not shared 
with the public. That contributes to undermining the reliability of such tools, 
especially when they are used for policy-relevant analyses. The results of energy 
system models are already subject to the impossibility of verification against 
actual future developments, and the inaccessibility to data represents an 
impassable barrier at least to ensuring that the results of the analyses are unbiased 
by the customers’ requirements. 

In a framework of increasing interest towards open-source modeling tools, the 
OSeMOSYS and TEMOA projects, considered mature enough to compete with 
either commercial or proprietary frameworks, are paving the way to increase the 
scientific validity of energy system modeling tools. 

This work aims to develop an open-data and open-software model instance for 
the European continent on a long-term time scale up to 2100, TEMOA-Europe, 
mostly updated in the last few years with parameters coming from freely 
accessible sources and based on a completely accessible open database. As this 
work is developed taking advantage of the involvement in the EUROfusion Socio-
Economic Studies WorkPackage, the assessment of the role of nuclear fusion in 



 

 

future energy scenarios is indeed its main driver. Thus, the necessity of producing 
reliable studies to drive research and development and public investment choices 
cannot ignore the full accessibility and repeatability of the analyses.  

That specific purpose presents a broader spectrum of activities involving the 
review of the techno-economic characterization modules for those sectors that will 
call for progressively larger electrification of end-uses, specifically transportation 
and industry (usually defined as “hard-to-abate sectors”), and for the hydrogen 
sector that may contribute to change the way energy is produced and used. 
Extensive databases for the mentioned sectors are presented and deeply analyzed 
in this work in terms of characterization and results obtained from TEMOA-
Europe. 

 Moreover, as constraints for the development of the energy system are as 
important as parameters for the characterization of energy technologies and socio-
economic trends, a method to compute possible trajectories for the capacity 
deployment of electricity generation technologies is presented. Such a method 
relates the historical development trends for the installed capacity to the widely 
accepted theory of the S-curves. Constraints based on the actual levels of 
electricity generation capacity building at the European level are obtained to 
implement maximum capacity constraint trajectories in TEMOA-Europe and then 
used for scenario analysis. Three nuclear fusion technological alternatives based 
on the ARC, EU-DEMO and Asian-DEMO reactor concepts are analyzed in this 
open model to guarantee a non-biased characterization of nuclear fusion 
technologies. Constraints based on the abovementioned S-curve theory were 
derived to reasonably bind the adoption of nuclear fusion, and the presented 
results show how fusion may not come too late to contribute to the energy 
transition in Europe when considering ambitious decarbonization targets. 
Moreover, a set of outputs is shown to present the capabilities of TEMOA-Europe 
to provide useful insights into future energy system developments. 
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Chapter 1 

Introduction 

Europe represents one-sixth of the global economy ($ 16.6 trillion nominal gross 
domestic product 2022) [1] and produces one-tenth of global energy consumption 
and CO2 emissions [2]. The world, and Europe in particular, is currently 
experiencing one of the toughest periods in modern history. Price inflation was 
triggered by the different pace of demand and supply recovery after the COVID-
19 pandemic [3]; in addition to that, the exacerbation of the Russia-Ukraine 
conflict in the first months of 2022 led to the crisis in the supply of primary 
energy and non-energy commodities (natural gas, above all). 

1.1 Energy system optimization modeling 

Once upon a time, there was a war to claim control of a disputed territory, and as 
in all wars, someone took sides to defend one of the two factions. In response to 
that, the faction which represented the greatest supplier of the most important 
primary commodity for the production system stopped supplies to those who had 
dared to interfere. The supply crisis led to subsequent price inflation and stagnant 
economic growth. 

Although similar to recent events, the described situation dates back to the 
1970s and concerns the 1973 oil crisis, resulting from the embargo introduced by 
Saudi Arabia on exports to the United States during the Arab-Israeli conflict [4].   

That was the context leading to the birth of energy system models (ESMs). 
Indeed, resource allocation became to be very linked to the price of primary 
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commodities. ESMs were the only tools able to provide a reliable basis for 
beginning the discussion about resource dependence as linked to economic 
growth. The focus shifted to energy-environment interactions in the mid-1980s, 
producing models for 20-25 years-long forecasts. In the 1990s, major attention 
began to be paid to climate change-related issues, as the natural extension of 
previously produced models, and the cost of mitigation strategies for damages to 
the environment was introduced in the new energy models [5]. 

In the energy modeling field, bottom-up ESMs and characterized by a wide 
and detailed description of energy supply and demand technologies (the 
“technology-richness” peculiarity, deemed as necessary in, e.g. [1] and [2]). Their 
peculiarity is to allow the analysis of inter-sectoral and technology-specific details 
where other types of models, such as those adopting a top-down economic 
approach, fail. This comes at the price of accurate characterization of the various 
processes or parts of them composing the energy system under exam.  

Europe is now experiencing a similar scenario with respect to what occurred 
during the oil crisis in the 1970s, with the necessity of a progressive change in the 
paradigms dominating the energy field, summarized in the three pillars of the 
REPowerEU plan: diversification, savings and acceleration in clean energy 
production and consumption [6]. Moreover, considering the pressing need for 
climate change mitigation and greenhouse gas (GHG) emission abatement [7], 
energy system modeling reveals itself as a crucial approach once again. 

The possible future developments of the energy system, needed to mitigate 
climate change effects, are widely studied using the energy scenario approach [8]. 
Institutions, international organizations and governments worldwide strongly rely 
on energy scenario comparison based either on energy system simulation or on 
optimization-based models. That is the case of e.g., the World Energy Model [9], 
the main tool used by the International Energy Agency (IEA) to generate long-
term simulations aimed at driving global institutions in the transition towards net-
zero emissions; or optimization models like those of The Integrated MARKAL-
EFOM (TIMES) family (for instance the TIMES-Italy [10], adopted to support the 
Italian Energy Strategy [11], or the JRC-EU-TIMES, a multi-regional model for 
Europe built on a time scale up to 2050 [12]), developed in the framework of the 
IEA’s Energy Technology Systems Analysis Program (ETSAP) [13]; or the 
MESSAGE family, first developed by the International Atomic Energy Agency 
(IAEA) [14] and then integrated with macro-economic and environmental 
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modules by the Institute for Applied Systems Analysis (IIASA) to give the 
Integrated Assessment Model (IAM) framework [15]. 

Specifically, energy system optimization models (ESOMs) apply different 
techniques, including mathematical programming (especially linear 
programming), econometrics and related methods of statistical analysis, and 
eventually network analysis with the main aim of emphasizing the necessity for 
coordinated developments between all the components of the energy system, to 
build cost-effective strategies [5]. Indeed, ESOMs aim to produce the least-cost 
configuration of the energy system over a medium-to-long-term time scale [16]. 

As ESOMs are particularly suited for the study of the role of current and 
innovative energy technologies in the energy system [17], research and 
development (R&D) programs cannot disregard the use of such models to 
understand the large-scale integration of their innovations. In particular, 
technological advancement must act to enhance and support the adoption of low-
carbon options across supply and end-use sectors to achieve a transition towards a 
cleaner and more sustainable energy system [18]. Whereas the development and 
integration of renewable energy technologies is an ongoing process, especially in 
the electricity generation sector [19], and the peak in global GHG emissions from 
the power (electricity and heat) sector has just been reached in 2018 [20], mainly 
two innovative options are gaining increasing interest in the energy sector: plants 
equipped with carbon capture and storage (CCS) [21] and nuclear fusion [22]. 
While some plants already exist envisaging the adoption of the former technology 
(almost 30 power plants equipped with CCS were commissioned between 2020 
and 2021) [23], which would allow a substantial reduction of vented CO2 
emissions in plants relying on fossil fuels, the feasibility of the latter still has to be 
demonstrated, despite considerable progress in recent years and a growing number 
of projects contributing to make fusion energy achievable [24]. Indeed, the main 
challenge for nuclear fusion is to achieve a positive balance between the energy 
injected into the plasma and the heat emitted by that, necessary to produce steam 
and – by way of turbines and alternators – electricity. Fusion fuel (the fusion 
reaction involves two hydrogen isotopes, deuterium and tritium) must be heated at 
extreme temperatures and must be kept stable under intense pressure, requiring 
confinement for long enough to allow the realization of the fusion reaction [24]. 
Nuclear fusion is deemed as a game changer mainly due to being a zero-carbon 
and dispatchable electricity source, therefore joining the strong benefits of 
renewable energy technologies, but with the possibility of a (quasi-)continuous 
operation as they intrinsically work as pulsed machines [25]. 
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Discussions about CCS have been around for quite some time in the ESOM 
universe, as even the IEA considers it among the disruptive technologies to allow 
reaching net-zero emissions by 2050 [26] including it in both the Energy 
Technology Perspectives (ETP) model [27] and the World Energy Model for the 
production of the World Energy Outlook [26]. 

1.1.1 Nuclear fusion in energy system models 

In the current framework of strong commitments to fight climate change [28], 
technological advancement to enhance and support the adoption of existing low-
carbon options across supply and end-use energy sectors must go on to achieve a 
transition towards a cleaner and more sustainable energy system [18]. Nuclear 
fusion is deemed one of the possible groundbreaking zero-emission technologies 
to be effective on the large scale, provided that its feasibility for commercial 
purposes is demonstrated in the coming years. 

The research on magnetic confinement nuclear fusion is mainly focused on 
the tokamak configuration, notwithstanding a few running projects concentrating 
on spherical tokamaks [29] and stellarators [30]. In this framework, the ITER 
reactor [31] is under construction in France. ITER is an international program 
gathering China, the European Union, India, Japan, South Korea and the United 
States in a 35-year collaboration to demonstrate an energy gain for fusion (“10 

times as much thermal output power as thermal power absorbed by the plasma”, 

see [31]) and the capability to sustain the fusion reaction for long periods of time 
(hundreds of seconds). The potential success of the research project will lead to 
the design, construction and operation of demonstration (DEMO) reactors to lay 
the foundations for the commercialization of nuclear fusion power plants in the 
second half of this century expected in Europe [32], China [33], Japan [34] and 
South Korea [35]. In the USA, the ARC project [36] is also based on the tokamak 
configuration but targets a compact machine at a higher magnetic field than 
DEMO. It has, instead, the aim of building an affordable, robust, compact (ARC) 
fusion reactor, able to produce three times the electricity required to operate the 
machine. Moreover, ARC would rely on high-temperature superconducting 
magnets [37] in place of ITER’s low-temperature superconducting magnets [38] 
allowing comparable performances with reduced plant dimensions (thus lower 
construction effort). Furthermore, the target set for ARC’s commercial availability 

is at 2035, thus at least 15 years before the ITER-based commercial reactors, 
according to the aggressive timeline set out in [25] to put fusion electricity in the 
grid in the early 2030s. 
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Despite being considered a fully clean and sustainable technology itself, 
issues regarding the life cycle of nuclear fusion-related materials, their availability 
and the activation of components at the end of life of the reactor are still to be 
fully clarified. From the environmental point of view, the CO2 footprint of fusion 
materials (steel, cement, lithium, copper and vanadium, among others) is 
generally shown to be low if compared to renewable technologies, especially in 
the case of compact reactor concepts (i.e. ARC) [39]. Nonetheless, the 
construction of fusion reactors requires a huge amount of steel and cement. Low-
carbon alternative options (e.g. based on electrolysis) are supposed to be available 
on the commercial scale soon [40] and widely adopted until the 
commercialization phase of fusion machines. In any case, such materials are 
widely required for the majority of energy supply and demand facilities. 
Considering reserves of crucial materials for fusion, deuterium is abundant in 
seawater, while the limited and uneven availability of lithium (required to breed 
tritium) and rare earths, among others, may cause equity issues, especially for the 
first generation of fusion reactors, when some industrial chains will not be fully 
developed [39]. From a safety point of view, the absence of a chain reaction 
guarantees the impossibility of catastrophic accidents [41]. Concerning 
radioactive wastes or residues, an appropriate selection of the material and the 
adoption of accurate procedures for management and disposal should limit the 
generation of activated waste to a low or very low level [42], and the technologies 
already developed for the nuclear fission plants could easily cope with them. The 
plans for the decommissioning of the ITER reactor, relying on the French 
expertise in the decommissioning of nuclear fission plants, go indeed in that 
direction.  

Concerning the ESOM universe, nuclear fusion is still quite out of the radars, 
especially due to the (sometimes very) long time frame expected for its 
development and commercialization. However, the EUROfusion Consortium – 
and specifically the WorkPackage for Socio-Economic Studies (WPSES) – is in 
charge of understanding the future role of ITER-based reactor concepts [43] in the 
global energy mix. In particular, the WPSES relies on the EUROfusion TIMES 
Model (ETM) [44], a global energy system with 17 regions acting on a long time 
run until 2100. A three-year involvement in the EUROfusion WPSES for 
maintenance and further development of ETM, jointly with the production of 
energy scenario analyses, provided the experience and some useful insights to 
achieve the realization of this PhD research program. 
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Regarding the study of possible penetration of nuclear fusion in the energy 
mix using quantitative models, besides ETM under development within the 
EUROfusion WPSES, some studies have been carried out throughout the last two 
decades using different quantitative models: 

• In [45], the PLANELEC-Pro global electricity system model is used by the 
Swiss Federal Institute of Technology to assess the global potential for the 
development of fusion power elaborating 6 multi-regional electricity 
market scenarios until 2100. No details are given concerning the technical 
and economic parameters adopted to characterize nuclear fusion power 
plants (NFFPs). 

• In [46], the World-TIMES multiregional global energy system model is 
adopted by the GERAD Research Center (Canada) to compute results in 
two scenarios with different CO2 concentration levels by 2100 (450 ppm 
and 550 ppm). In both cases, nuclear fusion achieved considerable 
installation levels despite the high installation costs. Fusion is considered 
available starting from 2048 considering a cost of ~ 6 – 9 $ per MW based 
on estimates dating back to 1998 [47], while technical parameters are not 
provided. Nonetheless, lithium to breed tritium is considered to be the only 
input commodity leading to electricity generation.  

• The analysis presented in [48] is one of the most recent examples of 
quantitative assessment analyses to study the possible role of fusion given 
the climate prescriptions of the Paris Agreement. The authors of the 
Research Institute of Innovative Technology for the Earth (Japan) [48] use 
the Dynamic New Earth 21+ (DNE 21+) global multi-regional nonlinear 
least-cost optimization energy system model [49] and develops 3 socio-
economic development pathways analyzed in 4 global emission pathways 
and considering scenarios dealing with the uncertainty in fusion energy 
development. DNE 21+ is also a bottom-up energy model involving the 
characterization of about 300 technologies to explore their possible role in 
climate change mitigation. Concerning nuclear fusion, it only considers a 
single nuclear fusion technology representative of the Compact Reversed 
Shear Tokamak (CREST) [50] and SlimCS [51] reactor concepts, both 
based on the developments of the ITER project and considered as 
economically and engineering viable small-size fusion technology options. 
The only technical parameters provided are represented by the annual 
capacity factor and the operational lifetime of the plant, while constraints 
for the development of fusion technologies are based on the same 
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trajectory depicted by historical data for nuclear fission capacity, despite 
being unequivocally influenced by the low social acceptance due to well-
known severe accidents [52]. 

A characterization is provided in this work for the European DEMO and the 
Asian-DEMO (based on the features of CREST and SlimCS technologies, and on 
the K-DEMO that will be possibly developed in Korea for a pre-
commercialization stage) but also, for the first time in an ESM, for an ARC-based 
reactor. 

However, this work is not intended to highlight the features of fusion energy 
and to present it as the solution to the issues the world is facing, but rather to fill 
the gap in the existing literature concerning a comprehensive analysis of its 
possible role in the future energy system.  

1.2 Main features of the ESOM framework 

Since ESOMs are devoted to technology assessment in future energy scenarios, 
the first step is the identification of the reference energy system (RES), a properly 
detailed network description of the energy system (“all the components related to 

the production, conversion, delivery and end-use of energy” [53]), starting from 
the description of the main energy consumption and supply sectors [54].  

The approach allows accounting for existing and future technologies In the 
system and has the fundamental advantage to allow the adoption of optimization 
techniques to analyze alternative system configurations, which use alternative 
technologies and energy sources to meet a given set of end-use demands. 

The typical RES in Figure 1 is thus composed of: 

• supply module: the supply side is represented by the upstream sector, 
including extraction, transformation and import of primary resources (e.g. 
fossil fuels and uranium) and renewable energy potential, according to 
their availability. Extracted and renewable commodities are then used for 
power (electricity and heat) and hydrogen production; 

• demand module: end-use is represented by the industrial, transport, 
buildings (residential and commercial) and agriculture sectors.  
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Figure 1. Schematic of RES inputs and outputs, elaborated by the authors, based on [13]. 

 

Demand levels are defined a priori according to a specified set of drivers, 
including gross domestic product (GDP), GDP based on purchasing power parity, 
GDP per capita, average number of household members, population and value-
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added for each industrial subsectors and the service sector. End-use demands must 
be satisfied at the minimum cost for the model to obtain a solution, subject to a 
number of constraints to represent policy targets or existing limits for system 
performances and technology adoption. 

ESOMs of the TIMES family, and generally bottom-up energy models, work 
in partial equilibrium, i.e. they simultaneously configure commodity production 
and consumption and their price according to the maximization of producers’ and 

consumers’ surplus. In case demands are not affected by commodity prices (i.e. 
user-specified for the entire time horizon of the model), the minimization of the 
total cost of the system is equivalent to the maximization of the total surplus [16]. 
Moreover, they work in the assumption of perfectly competitive markets, meaning 
that a single consumer/producer cannot decide the quantity and price at which 
each commodity can be bought/sold. Nonetheless, the presence of constraints 
influencing the availability of specific commodities inevitably introduces 
imperfections in the market computed by the model [16]. Eventually, competitive 
markets are characterized by perfect information, extended in ESOMs to the entire 
planning horizon, so that each agent has perfect foresight, i.e. complete 
knowledge of present and future market parameters [16]. 

The relationship between the supply and the demand side is constructed over 
three basic entities [13]: 

• Technologies (also defined as processes) are representations of physical 
devices that transform commodities into other commodities. Technologies 
may be sources of commodities (e.g., mining/import processes), or 
transformation activities, such as conversion plants for electricity 
production, or end-use demand devices, like cars, steel production plants, 
etc.; 

• Commodities include all energy carriers, energy services, materials, 
emission and demand commodities and may be either consumed or 
produced by technologies; 

• Commodity flows are the links between technologies and commodities 
(e.g. electricity generation from wind), thus they correspond to the way a 
commodity is used by a technology. 

Technologies are usually described according to a limited set of technical and 
economic parameters (techno-economic characterization) to allow the definition 
of specific energy production/consumption levels, economic features and 
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environmental performances, all concurring to the determination of the optimal 
objective function [16], as reported in Table 1. Note that a more extensive set of 
parameters is available in complex ESOMs like, for instance, TIMES [55], to 
provide descriptions of very specific techno-economic features (e.g., the 
maximum non-operational time before the transition to next-stand-by condition, 
or the ramp-up/ramp-down cost per unit of load change) which are uncommonly 
used. 

Constraints are also fundamental in the ESOM formulation [56] and can be 
defined by the user to model: 

• the real life mechanisms of technological substitution. For instance, old 
capacity at the end of its operational lifetime should be substituted 
avoiding abrupt investment in new capacity [16] through, e.g., 
minimum/maximum capacity constraints or limiting growth rates;  

• physical and operational real-world phenomena through, e.g., 
minimum/maximum activity (production) constraints; 

• trajectories to limit GHG emissions in future scenarios. 

Although constraints are widely adopted for the definition of the different 
energy scenarios, it is commonly suggested not to adopt many restrictive 
constraints to avoid “railroading” the model, which should instead respond to its 
optimization paradigm [16]. Indeed, constraints should be used just to replicate 
either real life constraints on technological adoption and evolution, or the 
availability of resources, thus not to force model results to obtain the desired 
outcomes. 

As a common approach in forecasting models, technological substitution 
throughout the considered time horizon is taken into account distinguishing 
between two kinds of technologies [57]: 

• Base year technologies, used to model the demand and the energy use at 
the beginning of the time horizon. The base year demand is calculated by 
combining energy statistics concerning total energy consumption with 
dummy efficiency values and coefficients associated to the generic 
technologies for which an existing capacity is there. In this way, base year 
energy consumption is allocated to the existing capacity (see Table 1) of a 
specific technology.  
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• New technologies, used to model the energy use throughout the model 
time horizon, are added to the existing fleet of base year technologies from 
the second time-step on.  

Table 1. Main parameters for the characterization of energy technologies in ESOMs. 

Type of 
parameter 

Definition Description 

Technical 

Efficiency Input-to-output transformation parameter 

Capacity factor 
Utilization factor to define the available 
capacity fraction during a specific time 
slice 

Technical lifetime Operational lifetime 

Capacity to activity 
Conversion factor to be used in case 
capacity units differ from activity units 

Existing capacity 
Capacity installed prior to the beginning 
of the time periods set for the 
optimization 

Economic 

Investment cost Total cost of investment in new capacity 
Annual fixed operation 
and maintenance cost 

- 

Variable operation and 
maintenance cost 

- 

Technology-specific 
discount rate (optional) 

Interest rate on investment for a specific 
technology 

Environmental Emission activity Emission rate for the specific technology 

 

Commodities are essential as they represent the inputs and outputs of the 
technologies. They can be labeled as physical, emission, or demand commodities 
[56]. Physical commodities can be transformed by technologies to obtain either 
other physical or emission or demand commodities. They represent energy-
intensive materials (e.g. clinker or alumina), fuels (e.g. gasoline or gas oil) or 
other energy carriers (e.g. electricity or hydrogen). Emission commodities are 
mainly produced as outputs from technologies involving combustion of fossil  
fuels or take into account other process-related emissions (e.g. CO2 emissions 
from calcination in clinker production): usually, CO2 is the main emission 
commodity taken into account for the definition of energy scenarios as it is 
considered the main climate-altering agent [58], but any ESOM user may decide 
whether to also include other emission commodities like, e.g., methane CH4 or 
nitrogen dioxide NO2 for both accounting purposes and the definition of emission 
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targets related to other commodities than CO2 alone. Demand commodities are 
either given pre-assigned values or may be elastic to the computed price. In the 
former case, demand levels must be satisfied at each step of the time scale. 
Demand commodities generally represent energy services supplied by energy-
intensive processes: they may represent several needs ranging, for instance, from 
the heated surface in a residential building to the quantity of produced steel or the 
driven distance by a car in a year. 

Commodity flows are represented according to the way commodities are used 
and produced by the technologies of the RES, so that the assigned commodity-
specific efficiencies connect commodities and technologies to define the whole 
chain from extraction of natural resources to the final service demands.  

1.3 ESOMs in the framework of open science 

Among the wide range of existing ESOMs [59], one of the most relevant example 
of bottom-up, technology-rich energy modeling framework [60] is represented by 
the TIMES model generator [13] (and its ancestor MARKAL [61]). TIMES 
combines a technical engineering approach to macroeconomic ingredients, using a 
linear programming formulation to produce the least-cost optimized composition 
of the energy system under exam over a medium-to-long term time scale under 
the assumption of partial equilibrium of competitive markets in a perfect foresight 
approach [16]. Specific combinations of different policies and developments of 
the energy system allow the definition of different scenarios under a set of 
constraints on technologies, commodities, or demand evolution. 

Out of the different applications of TIMES, the JRC-EU TIMES Model is an 
example of policy-relevant modeling tool used by the European Commission for 
the anticipation and evaluation of technology policy at the European level [12]. At 
the global level, the TIMES framework is at the basis of the analyses carried out 
by the IEA for the periodical publication of the ETP, first issued in 2006 [62], a 
periodical technology assessment to understand the future role of innovative 
technologies in a low-carbon energy system. Although the (technological) 
databases used in the JRC-EU TIMES Model (the full dataset is available at [63]) 
and ETP (parts of its dataset are available in [64], for instance) are open and 
publicly available, the TIMES generator relies on proprietary software to read the 
input data, solve the optimization problem, and postprocess the results. 
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Recently, a growing awareness is spreading in the scientific community about 
open science, i.e., the possibility to freely disseminate data and results of scientific 
research, increasing responsiveness and spreading knowledge regardless of the 
economic status of the recipients [65]. The importance of that issue is so relevant 
that it falls within the priorities of the European Commission [66]. In particular, 
the open science purpose can be realized in the field of energy modeling 
providing open access to both models and data, leading not only to higher quality, 
reliability, and recognition of the results of energy projection tools [67], but also 
to attempts for expanding the capabilities of traditional models. Nonetheless, 
energy scenarios have been criticized mostly for their lack of realism, as they are 
not able to fully reproduce the actual behavior of the energy market and can be 
strongly biased by external assumptions about its developments [68].  

TIMES cannot be currently defined part of an open modeling environment, as 
being part of a complex environment based on commercial and proprietary 
software. Therefore, several open-source tools or frameworks have been 
developed in the recent years for ESOM analyses, with some focusing on the 
optimization of the electricity system alone, e.g., Balmorel [69], pyPSA [70], 
Switch [71] and some others referring to the entire energy system. Two main tools 
fall in the second category, namely the Open-Source Energy Modelling System 
(OSeMOSYS [72]) and Tools for Energy Model Optimization and Analysis 
(TEMOA) [73], both aimed at replicating the TIMES optimization algorithm 
using linear programming techniques to minimize the system-wide cost of energy 
supply by optimizing the deployment and utilization of energy technologies over a 
user-specified time horizon to meet fixed end-use demands [74]. 

As of today, OSeMOSYS has been used to develop a large body of model 
instances used for deterministic scenario analyses to assess optimal energy 
transition pathways at different national and international scales. The tool has 
been adopted as a support for several research questions. For instance, the 
OSeMOSYS-SAMBA has been developed and used for the analysis of energy 
security issues in South American countries [75]. Models based on OSeMOSYS 
have been developed for the analysis of future electrification pathways in 
Tanzania to decarbonize the power sector and ensure universal energy access [76] 
or for the study of the integration of renewable energy sources in the power 
system in Tunisia [77]. An interesting attempt to expand the OSeMOSYS 
formulation is shown in [78], where power plant retrofitting is modeled expanding 
the mathematical equations of the source code considering, for instance, possible 
change of plant (or operation) characteristics, or lifetime extension, with an 
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application to the Korean RES. Another attempt for the expansion of the model 
formulation is presented in [79], where the potential of different demand-response 
strategies in the balance between electricity supply and demand is assessed for the 
case of the Portuguese power system in three scenarios. Note, however, while no 
applications of OSeMOSYS have so far attempted the adoption of objective 
functions different from the one implemented in TIMES, the only attempt to 
compare the two tools on the same case study is limited just to the power sector 
[80]. 

On the other hand, the set of publications involving applications of TEMOA 
to real case studies is still limited to a few countries or regions. The main focus of 
works concerning TEMOA is devoted to the presentation of the modeling 
framework [73] and its uncertainty analysis tool for multi-stage stochastic 
optimization [81], which is also available in TIMES [82]. An example of 
application of TEMOA for the analysis of the United States energy system is 
presented in [83]. There, the US is presented as a single region and projections are 
drawn from 2015 to 2040 to assess the impact of the absence of federal climate 
policies, in response to the withdrawal of the US government from the Paris 
Agreement, first announced in 2017, then formalized in 2020 [84] and finally 
revoked after the settlement of the President Biden administration at the beginning 
of 2021 [85]. The dataset used in the cited work is based on the United States 
Environmental Protection Agency (EPA) MARKAL model [86] and represents 
the basis for the Open Energy Outlook (OEO) project. The OEO is a non-policy 
biased analysis for the assessment of possible U.S. energy futures to inform future 
energy and climate policy efforts [87]. In [88], future electricity generation, CO2 
emission trajectories and CO2 abatement costs are analyzed for the North Carolina 
electric power sector using a state-level TEMOA model instance over time frame 
until 2050. Other TEMOA-based applications adopt its stochastic optimization 
feature: in [89], that is used to explore South Sudan electricity planning strategies,  
producing a near-term hedging strategy on a time horizon of 20 years from 2017 
on; besides, stochastic optimization is also used in [90] to assess the role of 
uncertainties in influencing the total cost of the energy system in different 
decarbonization pathways for the US. The modeling framework has been also 
compared against other open ESOM tools: the Carnegie Institution for Science’s 

Macro Energy Model (MEM), the energyRt model developed and used by the 
Environmental Defense Fund and the System Electrification and Capacity 
Transition (SECTR). Indeed, in [91] the differences of the four mentioned models 
are deeply analyzed to highlight the importance of the benchmarking process, so 
that different models can benefit from each other in the representation of specific 
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model structures. However,Ie only work presenting a benchmarking between a 
TEMOA-based model against an equivalent TIMES instance is based on the 
comparison between TEMOA-Italy and TIMES-Italy [92] and demonstrated how 
the two tools provide comparable results in a business-as-usual scenario. Another 
application of TEMOA [93] concerns its coupling with a multi-reservoir model 
(GRAPS) to co-optimize water supply and the power system according to a 
minimum cost paradigm. TEMOA is also used in [94] for seasonal planning, by 
adapting its standard mathematical formulation to accommodate the operational 
characteristics of the power system. The ESOM is shown to obtain high-quality 
performances when compared to Unit Commitment Models (UCM), particularly 
devoted to consider the hour-by-hour commitment and dispatch of generating 
units. Eventually, TEMOA has also found space in assessing the effects of 
extreme weather risks (in addition to the typical climate change mitigation 
policies generally addressed with ESOMs) considering the impact of hurricane 
trends on the costs of the energy system for Puerto Rico [95]. 

1.3.1 Selection of the open-source framework 

Table 2 presents an overview of the main features of the OSeMOSYS and 
TEMOA open tools against TIMES. Concerning the input data management 
system, OSeMOSYS provides the Model Management Infrastructure (MoManI), 
an open-source browser-based platform which allows model development and the 
editing and update of the underlying OSeMOSYS equations [96]. Also TEMOA 
provides an online user interface for model creation and management [97][98]. 
Anyway, the input dataset for any TEMOA model instance can be constructed 
either as a text file or a relational database (preferred in case of larger datasets). 
Relational databases for TEMOA include the structure of the different tables filled 
with input data for the model and are stored in a text file in .sql format. Once the 
.sql text file is complete, it is converted into a .sqlite database in order to be 
interpreted by the TEMOA source code.  

On the other hand, the TIMES input data system is articulated over two 
passages: the set of Excel files containing input data for the model, built following 
a precise structure and syntax (the number and complexity of the Excel database 
can increase a lot with model size and degree of detail) [57] are fed to the VEDA 
Front-End [99] model user interface that recalls the TIMES source code and the 
solver (generally the CPLEX Optimizer [100]). Differently from TEMOA, 
OSeMOSYS and TEMOA share the impossibility to set interpolation rules for the 
future evolution of parameters during the time frame selected for the analysis. 
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Concerning the possibility to modify the model structure (possible without 
any limitations with OSeMOSYS and TEMOA), the TIMES source code can be 
downloaded for free after having signed a Letter of Agreement and requested 
credentials [101]. More in detail, the optimization problem (maximization of the 
consumer and producer surplus or equivalently the minimization of the cost of the 
energy system) is formulated in a way that cannot be modified without the 
ETSAP approval (that obtains the intellectual property of any approved changes 
[101]). 

The source code for the three modeling frameworks under analysis is based 
on high-level programming languages: among them, OSeMOSYS alone provides 
three different versions of the source code in GNU [102], Python [103], and 
GAMS [104], while TEMOA is only written in Python and TIMES in GAMS. In 
particular, the choice of Python (and in particular of the Pyomo open-source 
package for the implementation and solution of linear programming problems), 
with its verbosity, its easy access to a rich ecosystem of supporting modeling tools 
and the support of a wide user community and documentation is deemed as the 
most appropriate choice to reduce the learning curve for new modelers [73].  

On the other hand, one of the main differences between OSeMOSYS and 
TEMOA regards the availability of open-source solvers, thus the complexity of 
the energy system that can be optimized by the model. Indeed, using the freely 
available GLPK [102] solver coupled with OSeMOSYS, only relatively simple 
energy systems can be optimized with acceptable computational cost. On the 
contrary, with TEMOA there is the possibility to use freely also solvers allowing 
the optimization of larger-size energy systems, such as CPLEX [105] or Gurobi 
[106]; GLPK can be nevertheless used for simpler study cases. TIMES, instead, 
requires a commercial license in order to use CPLEX or other solvers. The other 
important difference between OSeMOSYS and TEMOA is that the latter is 
provided with an extension of the deterministic code that allows performing a 
stochastic optimization. This allows conducting uncertainty analysis with large 
and complex models to evaluate the accuracy of the obtained results. 

All in all, the OSeMOSYS and TEMOA open-source tools have already 
proved to be mature enough to be comparable to TIMES, even though the 
continuous extension of their functionalities (which is also partly taken on in [92]) 
would be beneficial to increase their reliability [67]. 
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In this work, the choice of TEMOA for the development of the case-study, 
i.e., an open-source model for the European energy system, is mainly due to three 
reasons: 1) the possibility to use freely powerful open-source solvers as CPLEX 
and Gurobi; 2) the use of Python, allowing to rely on numerous software packages 
and libraries developed in that programming language; and 3) the possibility to 
model large-scale energy systems. 

1.4 Aim of the work 

Energy system modeling is the most suitable approach to assess the optimal 
evolution of the energy mix and identify the role of innovative mitigation 
technologies in a framework of changing priorities in view of the fight against 
climate change. In this framework, Europe is also facing a period of great 
uncertainty, coupling the crisis of supply of both energy and non-energy 
commodities and the target of reaching carbon neutrality by 2050 [107]. 
Moreover, research is focusing on low-carbon energy projects, above all nuclear 
fusion, deemed as a game changer for the energy sector once it will be 
demonstrated and commercialized. Indeed, it shall be able to contribute to 

baseload energy production as a zero-emission technology independently on 

climate conditions (differently from renewable energy sources). As research on 

nuclear fusion involves both private and public expensive and high-risk projects 

[108], an unbiased framework to investigate the feasibility of the claimed targets 
and to understand whether huge expenditures in R&D are justified by its expected 
role in the energy system is necessary. Fully transparent – open data and open 
software – ESOM provides a solution for this problem. 

The aim of this work is to develop the first-of-a-kind open-database and open-
software model instance for the European continent on a long-term time scale up 
to 2100 including nuclear fusion technologies, by the name of TEMOA-Europe. 
TEMOA-Europe is a single-region model merging data for the European Union 
(EU), the European Free Trade Area (EFTA) countries and the United Kingdom, 
thus providing a picture of a broad energy system, considered as a whole rather 
than composed of individual realities acting independently. This activity takes 
advantage of the involvement in the EUROfusion WPSES with a three-year 
experience in the development and maintenance of technological modules for 
ETM. Indeed, TEMOA-Europe is mainly based on the work carried out within the 
WPSES to present an alternative model for the assessment of the future role of 
nuclear fusion in the future energy mix and, more in general, for long-term inter-
sectoral energy scenario analysis. 
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The thesis is structured as follows. In the viewpoint of developing an open 
database, Chapter 2 presents the techno-economic characterization for the 
transportation, industrial, hydrogen and nuclear fusion technologies included in 
TEMOA-Europe. Chapter 3 presents TEMOA-Europe and its main features, 
showing its potentiality in terms of outcomes that can be obtained by the use of 
the tool. Eventually, Chapter 4 presents the conclusions and perspectives of this 
work. 

Note that some of the contents of this thesis are already part of works either 
published or submitted by the candidate to international journals. In particular, the 
construction of a techno-economic database for road transport technologies in 
Section 2.1 is taken from “Analysis of the Effects of Electrification of the Road 
Transport Sector on the Possible Penetration of Nuclear Fusion in the Long-Term 
European Energy Mix” [109] by D. Lerede, C. Bustreo, F. Gracceva, Y. Lechón 
and L. Savoldi, published on Energies in 2020; the database for industrial energy-
intensive subsectors in Section 2.3 was published on Renewable and Sustainable 
Energy Reviews by the title “Techno-economic and environmental 
characterization of industrial technologies for transparent bottom-up energy 
modeling” [40] by D. Lerede, C. Bustreo, F. Gracceva, M. Saccone and L. 
Savoldi in 2021; those parts related to the characterization of nuclear fusion 
technologies in Section 2.5 are taken from “Analysis of the possible contribution  
of different nuclear fusion technologies to the global energy transition” [110], 
submitted by D. Lerede, M. Nicoli, L. Savoldi and A. Trotta to Energy Strategy 
Reviews and currently under review; eventually, the calculation of constraints for 
electricity generation technologies in Section 3.6 partially refers to “Might future 
electricity generation suffice to meet the global demand?” [52] by D. Lerede and 
L. Savoldi, to be published soon on Energy Strategy Reviews. 
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Table 2. Comparison of available tools for macro-scale energy system optimization. 

Tool 
Feature 

OSeMOSYS TEMOA TIMES 

Features of the 
input data 
entering tool 

Several steps are required for the 
definition of the time scale, space-
scale, and technological 
characterizations, but allows a 
prompt visualization of the RES 
network 

Complexity increases 
with the complexity of the 
energy system, but the 
code formulation makes it 
straightforward 

Complexity increases with the 
complexity of the energy 
system (especially with the 
number of regions), due to the 
large number of Excel files to 
be managed 

Future evolution 
of parameters 

The required values must be 
declared at each desired time-step 

The required values must 
be declared at each 
desired time-step 

The required values must be 
declared at each desired time-
step, with the possibility of 
assigning different 
interpolation rules 

Type of 
programming 
language 

High-level High-level High-level 

Programming 
language(s) 

GNU open-source  
Python open-source  
GAMS commercial 

Python open-source GAMS commercial 

Optimization 
software (solver) 

GLPK for GNU open-source 
GLPK for Python open-source  
CPLEX for GAMS commercial 

GLPK for Python open-
source  
CPLEX for Python 
commercial (but can be 
run on an external server) 
Gurobi for Python 
commercial (but available 
with free academic 
license) 
COIN-OR CBC open-
source* 

CPLEX for GAMS 
commercial 

Features of the 
optimization 
software 

Suitable for simple energy systems 
if using-open-source solvers 

Suitable for large-scale 
energy systems 

Suitable for large-scale energy 
systems 

Possibility to 
modify/improve 
the code 

Possible Possible Possible, but requires approval 
by ETSAP 

Possibility to 
perform 
stochastic 
optimization 

Impossible at present state, but an 
extension can be formulated 

Possible with an already 
implemented Python 
module 

Possible, but time-consuming 
and complex due to the 
difficult data handling 

* Not available for Windows. 
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Chapter 2 

Development of a techno-economic 
database for TEMOA-Europe 

In response to the scarcity of available updated and comprehensive databases, a 
new open-source techno-economic demand technology database is presented here, 
aiming at providing a comprehensive description of the main current and future 
technologies supposed to be available in the (road and non-road) transport and the 
industrial sectors to populate the energy system generated by the ESOM instance 
in which they are adopted. A comprehensive account concerning hydrogen 
production, storage, distribution and utilization technologies is reported in this 
section, alongside with an assessment about nuclear fusion technologies included 
in TEMOA-Europe. Since transparency of data in non-open models is often 
hindered by non-disclosure agreements and assumptions, sources and 
methodology for data gathering and processing are unclear [111], in this work it is 
deliberately decided to use only freely accessible sources, as that choice was 
deemed fundamental for pursuing full transparency and reproducibility of the 
results. Section 2.1 presents the techno-economic database for road transport 
technologies (also currently adopted in ETM) and published in [109]. On the other 
hand, Section 2.2 deals with the techno-economic characterization of non-road 
transport vehicles. Section 2.3 presents an extensive database of currently 
available and innovative (even still at the R&D stage) energy-intensive 
technologies in five industrial subsectors (iron and steel, non-ferrous metals, non-
metallic minerals, chemicals, pulp and paper) as from [40], while the construction 
of an hydrogen modules is described in Section 2.4. Eventually, Section 2.5 
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presents a first attempt to characterize a broad range of nuclear fusion 
technological options based on [110]. Note that all the techno-economic databases 
presented here report data adopted for new technologies in TEMOA-Europe. 

2.1 Road transport 

Road transport technologies are subdivided into 8 transport modes, shown in 
Table 3: as TEMOA-Europe only deals with energy-intensive technologies and 
cannot analyze behavioral aspects such as modal change, other transport modes 
like, e.g., walking and cycling, are not taken into account. Table 4 shows the road 
vehicle technologies currently considered in this database. Taking as reference 
model the JRC-EU-TIMES [63], that also considers a broad range of different 
vehicles and almost the same transport modes envisaged in the TEMOA-Europe, 
with the only exceptions of medium trucks and three-wheelers. Indeed, medium 
trucks are included in a more general “Heavy-duty trucks” transport mode, while 

three-wheelers are not taken into account. On the other hand, a more detailed 
modeling is performed for cars, considering different size categories in place of a 
single kind of vehicle (medium car) representative of a wider range of cars. That 
is the reason why a punctual comparison will be not assessed, while taking [63] as 
a reference for future improvements to the TEMOA-Europe transport module. 

The initial availability date of the different vehicle technologies for each 
transport mode varies according to the expected commercialization year (e.g. fuel 
cell cars are already available on the market, while fuel cell trucks are expected in 
the next 5-10 years). 

In this database, road transport technologies are characterized by four 
parameters: 

• Efficiency; 
• Lifetime; 
• Investment cost; 
• Fixed operation and maintenance (O&M) cost. 
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Table 3. Transport modes of the road transport processes, and associated features. The 
identification code, used in the TEMOA-Europe database, is composed by two parts: the 
first part (TRA_ROA) stands for “road transport”, while the last part of the code (e.g. 
CAR) uniquely identifies the transport mode. 

Road transport 
mode 

Code Features 

Passenger car TRA_ROA_CAR - 
Light truck TRA_ROA_LTR Including SUVs and pick-ups 

Van TRA_ROA_LCV 
Up to 3.5 t gross vehicle weight (GVW), for 
urban/regional freight transport 

Two-wheeler TRA_ROA_2WH - 
Three-wheeler TRA_ROA_3WH - 

Medium truck TRA_ROA_MTR 
From 3.5 t up to 12 t GVW, for regional/national 
freight transport 

Heavy truck TRA_ROA_HTR From 12 t up to 60 t GVW, for 
national/international freight transport 

Bus TRA_ROA_BUS - 

For each kind of possible transport mode, all or some vehicle technologies 
reported in Table 4 have been selected and characterized at each time step after 
the base year, prescribing the trends for their future development. 

Table 4. Vehicle technologies considered for new technologies in the road transport 
module; *** is a placeholder for the part of the last part of the code in Table 3 identifying 
the specific transport mode.  

Technology Description Fuel(s) 
TRA_ROA_***_GSL_N Gasoline (GSL) vehicle Gasoline 
TRA_ROA_***_DST_N Diesel (DST) vehicle Gas oil 
TRA_ROA_***_NGA_N Natural gas (NG) vehicle Natural gas 

TRA_ROA_***_LPG_N Liquified petroleum gas (LPG) 
vehicle 

LPG 

TRA_ROA_***_ELC_N Full-electric (ELC) vehicle Electricity 

TRA_ROA_***_GHE_N 
Gasoline hybrid-electric (GHE) 
vehicle 

Gasoline 

TRA_ROA_***_DHE_N Diesel hybrid-electric (DHE) vehicle Gas oil 

TRA_ROA_***_GPH_N 
Gasoline plug-in hybrid-electric 
(GPH) vehicle 

Gasoline + 
electricity 

TRA_ROA_***_DPH_N Diesel plug-in hybrid-electric (DPH) 
vehicle 

Gas oil + electricity 

TRA_ROA_***_FCE_N Fuel cell (FCE) vehicle Gaseous hydrogen 
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2.1.1 Efficiency 

Fuel economy specifications, or equivalently the energy efficiency of a particular 
vehicle, given as a ratio of the distance travelled per unit of fuel consumed, are 
widely accessible for light-duty vehicles (LDVs) only. A database based on [112], 
including 66 cars, 33 vans and 54 light trucks, has been built, subdividing vehicles 
into “size categories”: Mini, Small, Medium, Large for cars; Small, Medium, 
Large for vans; Small sport-utility vehicle (SUV), Compact SUV, Full-size SUV 
and pick-ups for light trucks, each one corresponding to a specific weight range. 
The fuel economy specifications are provided by manufacturers, on the basis of 
the New European Driving test Cycle (NEDC), in l/100 vehicle − kilometers 
(vkm) for gasoline, gas oil and LPG, kg/100 vkm for natural gas and hydrogen 
or kWh/100 km for electricity. These values are then properly translated in 
vkm/MJ, or equivalently Bvkm/PJ, as per the model convention for efficiency, 
using the fuel energy content properties retrieved from [113] and Equation 1:  

η∗ =
100

Ec ⋅ LHV
 1 

  

In Equation 1, η∗ is the vehicle efficiency (Bvkm/PJ), Ec is the declared fuel 
economy (either in l/(100 vkm) or kg/(100 vkm) or kWh/(100 vkm)) and LHV 
is the fuel lower heating value (either in MJ/l or MJ/kg or MJ/kWh).  

The fuel economy data collection highlights a decreasing efficiency trend 
with weight. For cars and light trucks, an average occupancy of 1.5 passengers 
was considered (since they are mostly used for passenger transport) [114], while 
vans have been supposed to be always driven at 80% of their maximum allowable 
capacity (since they are mostly suited for freight transport), according to 
Equations 2 and 3:  

Weightcar/light truck = Curb  weight + 1.5 ⋅ Passenger  weight 2 

Weightvan = Curb  weight + 0.8 ⋅ GVWmax 3 

Then, a factor (fRD = 1.39) is applied to get the efficiency trends as a function 
of the vehicle weight for cars/light trucks. It considers the average gap between 
official fuel consumption figures and actual fuel use for new cars in the EU, 
which is actually 39% higher than official values [115]. The efficiency trends 
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reported in Figure 2a for gasoline and diesel cars/light trucks, Figure 2b for LPG 
and natural gas cars/light trucks, Figure 2c for full-electric and fuel cell cars/light 
trucks and Figure 2d for gasoline hybrid-electric and plug-in hybrid electric 
cars/light trucks are retrieved from the DAT database [112] and are used as base 
for the efficiencies of new vehicles technologies.  

The database for vans is not sufficiently detailed, for some technologies, to 
provide separate trends. Nevertheless, the few available data points show to be 
well reproduced by the car and light truck trends. Since no trends can be retrieved 
for diesel hybrid-electric cars/light trucks, but this technology is considered for 
vans, trucks and buses, an average diesel-to-gasoline efficiency-correlation factor 
kDST/GAS, given by the ratio of gasoline and diesel car efficiencies, has been 

retrieved from the vehicle market database, highlighting a 20% higher efficiency 
for diesel cars (kDST/GAS = 1.2), with respect to gasoline cars. The ratio kDST/GAS, 
reported in Table 5, is used to increase the efficiency of gasoline hybrid-electric 
vehicles to obtain the efficiency of diesel hybrid-electric vehicles. 

Average efficiency values are then defined for each size category, and shown 
in Table 6, in order to get values for two- and three-wheelers (scaled down from 
Medium and Small cars respectively).  

Table 5. Efficiency ratios with respect to diesel cars/light trucks. 

Efficiency ratio Value 
kDST/GSL  1.20 
kDST/LPG 1.27 
kDST/NGA 1.20 
kDST/ELC 0.36 
kDST/GHE 0.84 
kDST/DHE 0.78 
kDST/GPH 0.57 
kDST/FCE 0.67 

 

For heavy-duty vehicles (HDVs), i.e. trucks and buses, an official document 
by Volvo Trucks [116] states guide values for fuel consumption of their diesel 
trucks. Based on such data, and merging them to those for diesel LDVs, a new 
efficiency trend for HDVs is calculated according to a polynomial fitting of the 
available data, as reported in Equation 4 – where Weight (t) corresponds to the 
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selected representative weight for each HDV transport mode – and displayed in 
Figure 3.  

ηHDV DST = {fRD ⋅ [2.41 ⋅ ln(Weight) − 15.96]}−1 4 

 
 

Figure 2. Efficiency trends as a function of vehicle weight for gasoline and diesel 
cars/light trucks (a), for LPG and natural gas cars/light trucks (b), for full-electric and fuel 
cell cars/light trucks (c) and for gasoline hybrid-electric and gasoline plug-in hybrid-
electric cars/light trucks (d), respectively: data-points represent the collected efficiency 
data, while the different size categories (Mini, Small, Medium, Large, Small SUV, 
Compact SUV and Full-Size SUV) are represented by the mean values of their respective 
weight-efficiency couple. 

Using Equation 4, the efficiency can be computed for medium trucks (8 t), 
heavy trucks (30 t) and buses (16.5 t, including curb weight and 20 passengers, 
each one weighting 75 kg), respectively. For all the other technologies, the diesel-

28



 

 

to-other technology ratios observed from the average car, van and light truck 
efficiencies, as reported in Table 5, are adopted.  

In order to reduce the level of disaggregation of the model, which would 
inevitably increase the computational time, representative size categories are then 
selected for cars (Medium car, e.g. Volkswagen Golf, for all kinds of cars except 
for 2020 fuel cell cars, which are actually larger cars, but will be considered as 
medium-size cars from 2030 on, assuming an extension of the size range expected 
for that technology), light trucks (Compact SUV, e.g. Toyota RAV4) and vans 
(Medium van, e.g. Ford Transit Connect). Two- and three-wheelers are described 
by a single size category each. Table 7 shows efficiency values in year 2020. 

Table 7 shows that, for all transport modes, the full-electric technologies 
(ELC) are the most energy efficient: they are on average ~ 3 times more efficient 
than the corresponding gasoline and diesel technologies. Moreover, the modelled 
gasoline hybrid-electric car allows a significant gasoline fuel saving with respect 
to a traditional gasoline car (~ 30%), reaching thus a higher efficiency. Caution 
should be used in the comparison between transport modes which are strictly 
adopted for passenger transport, namely cars and buses: diesel buses show a 13-
times higher consumption with respect to diesel cars, but the modelled car 
efficiency is calibrated on 1.5 passengers, against the 20 passengers accounted for 
in the calculation of bus efficiency: this means that more than 13 cars are needed 
for transporting 20 people, then consuming around 60% more than a single bus. 

Table 6. Average efficiency values (in Bvkm/PJ) for all car and light truck size 
categories. 

Size category GSL DST LPG NGA ELC GHE GPH FCE 
Mini 0.49 - 0.46 0.48 1.68 - - - 
Small 0.44 0.51 0.41 0.42 1.37 0.68 - - 
Medium 0.39 0.47 0.37 0.39 1.29 0.56 0.83 - 
Large 0.36 0.42 - - 1.09 0.52 0.76 0.70 
Small SUV 0.39 0.46 0.41 0.43 1.30 0.56 0.83 - 
Compact SUV 0.35 0.42 0.36 - 1.04 0.47 0.67 0.71 
Full-size SUV 0.30 0.35 - - - - 0.54 - 
Pick-up 0.27 0.30 0.27 0.28 0.98 0.36 - - 
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Figure 3. Efficiency trend for heavy-duty vehicles. 

Table 7. Efficiency (Bvkm/PJ) of new technologies for the different modes in the 
TEMOA-Europe road transport module for the year 2020.  
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Passenger car 0.39 0.47 0.37 0.39 1.29 0.56 - 0.83 - 0.70 
Light truck 0.32 0.38 - 0.33 0.94 0.43 - 0.61 - - 
Van 0.27 0.31 0.27 0.26 1.08 - 0.30 - 0.98 - 
Two-wheeler 1.08 1.28 - - 3.47 1.61 - - - - 
Three-wheeler 1.02 1.23 - - 3.28 - - - - - 
Medium truck - 0.10 0.08 0.08 0.28 - - - 0.32 - 
Heavy truck - 0.04 0.03 0.04 - - - - 0.14 - 
Bus - 0.06 0.04 0.04 0.15 - - - 0.19 - 
 

The evolution of the efficiency over the time horizon analyzed in the present 
paper is assigned exogenously, keeping as reference the values assigned in the 
JRC-EU TIMES [63] for European LDVs, based on recent market trends. In JRC-
EU TIMES, the full-electric LDVs are subdivided in 3 categories, according to 
their battery size (15 kWh, 30 kWh, 60 kWh), due to the fact that the vehicle 
demand is subdivided into long- and short-distance, making some technologies 
suited for a specific demand category. That aspect is not reflected in the database 
presented here, as demand disaggregation would require several assumptions 
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about future market trends, especially for cars. The evolutions assigned to 30 kWh 
BEVs has been taken into account for ETM full-electric LDVs. The efficiency 
variations, with respect to 2020 values, adopted in the present analysis are 
represented in Figure 4: the same ratios, for such parameter, between the 
characteristics of present and future technologies as in the JRC-EU TIMES have 
been applied throughout the time scale of this dataset. From 2050 on, all 
efficiencies are kept constant until the end of the time scale, due to the lack of 
reliable estimations. Note that, as in the JRC-TIMES, the efficiency is considered 
as constant for HDVs during the entire time horizon that we consider, mainly due 
to poor literature. 

 
Figure 4. Efficiency variation with respect to 2020 applied to a) gasoline, diesel, LPG 
and natural gas LDVs; b) full-hybrid and plug-in hybrid LDVs; c) electric and fuel cell 
LDVs based on [63]. 

2.1.2 Lifetime 

Standard vehicle lifetimes for each transport mode and technology are 
difficult to be retrieved from literature, then the same assumptions as in JRC-
TIMES [63] are adopted here. A 12 years-long lifetime is generally considered for 
LDVs (two- and three-wheelers not included). On the other hand, full-electric and 
fuel cell technologies in the mentioned class are assigned a 10 years-long lifetime. 
Concerning two- and three-wheelers, a 10 years-long lifetime is generally given, 
excluding full-electric two-wheelers (6.5 years) and three-wheelers (8 years). A 
15 years-long lifetime is taken into account for all HDVs excluding full-electric 
and fuel cell technologies (12 years). 
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2.1.3 Investment cost 

The sum of Manufacturer’s Suggested Retail Price and a 21.3% V.A.T. 

(average European value [117] in 2019, as TEMOA-Europe is a single-region 
model) gives the purchase price of a single vehicle (thus in €/vehicle), translated 
into the yearly cost dividing by the assigned vehicle lifetime.  

Also the evolution of the investment costs, on the time horizon considered in 
our analysis, is assigned exogenously, keeping as reference the same ratios 
between present and future costs of European LDVs as assigned in [63], based on 
recent market trends, see Figure 5. 

Moreover, since the 2020 full-electric Compact SUV retraces the 
characteristics of a luxury-class vehicles (Tesla Model X), the costs of full-electric 
TRLs have been adjusted from 2030 on so as to become representative of 
standard-class vehicles. The same applies to fuel cell cars, which are assumed to 
be Medium cars (instead of Large cars only, as currently on the market) starting 
from 2030. No variations for the investment cost of traditional HDVs are 
considered, while the same trends in Figure 5 are applied to plug-in hybrid, full-
electric and fuel cell technologies.  

 

Figure 5. Investment cost variation with respect to 2020 applied to a) gasoline, diesel, 
LPG and natural gas LDVs; b) full-hybrid and plug-in hybrid LDVs; c) electric and fuel 
cell vehicles for all road transport modes. 

 

Table 8 reports the yearly investment costs for all the vehicles considered in 
this database for the year 2020. 
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As expected, the annual price of full-electric, plug-in hybrid-electric and fuel 
cell technologies is still far from being comparable with that of “traditional” 

technologies. One may think this is only due to the lower lifetime with respect to 
the other technologies (as explained in Section 2.1.2), but even considering the 
same lifetime for gasoline and full-electric cars, e.g. electric cars would still cost 
60% more than gasoline cars. Instead, investment cost for a gasoline hybrid-
electric car is 20% higher than a conventional gasoline car (against a 40% fuel 
saving, as reported in the comments to Table 7). Similar observations are 
applicable to all other transport modes. 

2.1.4 Fixed O&M cost 

The fixed O&M cost corresponds to maintenance and repair (M&R) costs and it is 
here derived from the analysis in [118], where M&R costs were evaluated for year 
2020 Medium cars. In [118], the definition of internal combustion engine (ICE) 
includes gasoline and diesel vehicles only. For LPG and natural gas cars, slightly 
increased costs are then adopted, due to the need for additional components with 
respect to a conventional ICE. The values obtained from [118] for cars, in $/vkm, 
are then properly scaled according to the difference observed in the investment 
cost difference between transport modes to be representative of all other vehicle 
types and reported in Table 8. For instance, the investment cost of gasoline light 
trucks is the 46% higher than for gasoline cars, and the same difference is 
reflected in Fixed O&M costs. Full-electric and plug-in hybrid electric vehicles 
allow substantial savings with respect to the other technologies. When fuel cell 
vehicles are assumed to be size-comparable with other technologies (e.g. for 
buses), they are ~ 30% cheaper than conventional ICEs. The fixed O&M costs 
have not been modified during the time scale of our analysis, except for fuel cell 
cars, since size range extension has been forecast, so that the fixed O&M have 
been adapted to be consistent with a Medium fuel cell car. 
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Table 8. Investment cost (in $/year) for the different modes/technologies in the TEMOA-Europe road transport module for the year 2020. 

 GSL DST NGA LPG ELC GHE DHE GPH DPH FCE 
Passenger car 2200 2400 2400 2200 4300 2700 - 4200 - 9000 
Light truck 3200 3600 - 3200 5500 3800 - - - - 
Van 2800 2800 3300 2800 5500 - 3400 - 4900 - 
Two-wheeler 880 1000 - - 2200 1500 - - - - 
Three-wheeler 330 360 - - - - - - - - 
Medium truck - 5900 5800 5500 11300 - - - 11200 - 
Heavy truck - 11100 11000 10300 - - - - 19800 - 
Bus - 8300 8700 8100 16800 - - - 15800 - 

 
Table 9. Fixed O&M cost (in $/vkm) for the different modes/technologies in the TEMOA-Europe road transport module. 

Transport mode GSL DST NGA LPG ELC GHE DHE GPH DPH FCE 

Passenger car 0.081 0.081 0.083 0.083 0.066 0.080 - 0.077 - 0.090 
Light truck 0.138 0.131 - 0.129 0.113 0.127 - 0.097 - - 
Van 0.096 0.095 0.087 0.087 0.090 - 0.096 - 0.094 - 
Two-wheeler 0.011 0.010 - - 0.008 0.009 - - - - 
Three-wheeler 0.031 0.029 - - 0.022 - - - - - 
Medium truck - 0.469 0.486 0.460 0.307 - 0.431 - - - 
Heavy truck - 1.759 1.822 1.726 - - 1.615 - - - 
Bus - 0.968 1.002 0.949 0.634 - 0.888 - - - 
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2.2 Non-road transport 

Non-road transport technologies are subdivided into 6 transport modes, shown in 
Table 10; Table 11 reports the road vehicle technologies currently considered in 
this database for the different transport modes. Note that no full-electric vehicles 
are taken into account for aviation and navigation, considering the complexity that 
such a solution would require for large distances to cover. It has to be also 
highlighted that non-road vehicles are rarely included in detail in ESOM 
databases and that literature is very poor regarding the kind of data required to 
produce techno-economic databases of this kind. Therefore, the characterization 
presented here will provide an extended range of alternative technologies, 
although with poor detail in terms of quantitative information.  

Nonetheless, the comparison of the dataset presented here with respect to the 
ETM non-road transport module used to generate scenarios presented in [119] and 
the one included in the JRC-EU-TIMES [63] highglights a marked improvement. 
Indeed, the ETM non-road transport module considers demands expressed in 
energy terms (specifically PJ) and just a fixed trend for the evolution of the base 
year market shares of aircrafts, trains and ships. Such a modeling strategies makes 
it impossible to optimize fuel consumption and to envisage new investments in 
vehicles. In particular, the last feature makes the non-road transport sector not 
involved at all in the economic optimization process at the basis of the ESOM in 
exam. On the other hand, the JRC-EU-TIMES presents details for the passenger 
and freight trains alone in the category of non-road transport vehicles, and 
considers the possibility to perform investments in new technologies. Yet it does 
not takes into account any difference in fuel performances for diesel and electric 
trains (the only ones present in the database), mainly due to data unavailability. 

Non-road transport technologies are characterized by the same parameters as 
for road transport technologies in this database. 

2.2.1 Efficiency 

The energy efficiency of non-road transport technologies is set at a single value 
based on 2020 data provided by the POTEnCIA database [120], thus no future 
improvements are expected for those vehicles. Specifically, the analysis started 
from base year efficiency values computed using the relationship between energy 
consumption and demand showed in Equation 5, where ηt,BY represents the 
efficiency of  technology t in the base year (BY), DBY is the total base year 
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demand for transport mode m obtained from [120], xt,BY is the demand share of 
technology t in the base year and Ef,BY is the consumption of fuel 𝑓 in the base 
year (as all non-road transport technologies consume a single fuel and that is not 
used by any other technology in the same transport mode), both computed starting 
from the IEA energy balances for the year 2005 [121]. 

ηt,BY = (Dm,BY ⋅ xt,BY)/Ef,BY 5 
Table 10. Transport modes of the road transport processes, and associated identification 
code, used in the TEMOA-Europe database. The first part of the code generically 
indicates the transport mode (TRA_AVI for aviation, TRA_RAIL for trains and 
TRA_NAV for navigation), while the second part stands for a specific feature (DOM for 
domestic, INT for international, PAS for passenger and FRG for freight). 

Road transport 
mode 

Code 

Domestic 
aviation TRA_AVI_DOM 

International 
aviation 

TRA_AVI_INT 

Passenger train TRA_RAIL_PAS 
Freight train TRA_RAIL_FRG 
Domestic 
navigation TRA_NAV_DOM 

International 
navigation 

TRA_NAV_INT 

 

The database in [120] presents the time series of the fuel efficiencies for the 
non-road vehicle fleet for each transport mode starting from 2000 and with future 
projections until 2025. The improvement of base year efficiency was computed 
comparing the 2020 values to efficiencies in 2005, considering the improved 
figure as the representative data for all the new vehicles installed after the base 
year. It has to be underlined that due to the poor detail of fuel consumption 
specifications for the different technologies in [120], the same values were used as 
representative for groups of vehicles using 1) fossil fuels (gas oil,  heavy fuel oil, 
jet kerosene and LNG), methanol and ammonia in internal combustion engines; 2) 
electricity and 3) liquid or gaseous hydrogen and ammonia in fuel cell-based 
engines [122]. In particular, values for hydrogen- and fuel cell-based vehicles are 
computed according to the difference between diesel and fuel cell technologies in 
the road transport module, due to the absence of any information in the literature. 
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All the efficiency values for non-road transport technologies adopted in TEMOA-
Europe are reported in Table 12.  

Table 11. Vehicle technologies considered within the non-road transport module; *** is a 
placeholder for the part of the last part of the code identifying the specific transport mode. 

Transport 
mode(s) Technology Description Fuel(s) 

Domestic 
aviation 

TRA_AVI_DOM_JTK_N Jet kerosene vehicle 
Jet 
kerosene 

TRA_AVI_DOM_LH2_N 
Liquid hydrogen-powered 
internal combustion engine 
vehicle 

Liquid 
hydrogen 

International 
aviation 

TRA_AVI_INT_JTK_N Jet kerosene vehicle Jet 
kerosene 

TRA_AVI_INT_LH2 
Liquid hydrogen-powered 
internal combustion engine 
vehicle 

Liquid 
hydrogen 

Passenger 
train / Freight 
train 

TRA_RAIL_***_DST_N Diesel vehicle Gas oil 
TRA_RAIL_***_ELC_N Full-electric vehicle Electricity 

TRA_RAIL_***_GH2_N Fuel cell vehicle Gaseous 
hydrogen 

Domestic 
navigation 

TRA_NAV_DOM_DST_N Diesel vehicle Gas oil 
TRA_NAV_DOM_LNG_N LNG vehicle LNG 

TRA_NAV_DOM_DUAL_N Dual fuel vehicle 
Heavy fuel 
oil + 
ammonia 

TRA_NAV_DOM_AMM_N Ammonia vehicle Ammonia 
TRA_NAV_DOM_MTH_N Methanol vehicle Methanol 

TRA_NAV_DOM_LH2_FCE_N 
Liquid hydrogen-powered 
internal combustion engine 
vehicle 

Liquid 
hydrogen 

TRA_NAV_DOM_AMM_FCE_N Ammonia fuel cell vehicle Ammonia 

International 
navigation 

TRA_NAV_INT_HFO_N Heavy fuel oil-fueled 
vehicle 

Heavy fuel 
oil 

TRA_NAV_INT_LNG_N LNG vehicle LNG 

TRA_NAV_INT_DUAL_N Dual fuel vehicle 
Heavy fuel 
oil + 
ammonia 

TRA_NAV_INT_AMM_N Ammonia internal 
combustion engine vehicle Ammonia 

TRA_NAV_INT_MTH_N Methanol vehicle Methanol 

TRA_NAV_INT_LH2_N 
Liquid hydrogen-powered 
internal combustion engine 
vehicle 

Liquid 
hydrogen 

TRA_NAV_INT_AMM_FCE_N Ammonia fuel cell vehicle Ammonia 
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2.2.2 Lifetime 

The lifetimes of non-road technologies are retrieved from the ETSAP Technology 
Briefs for aviation [123], rail [124] and navigation [125] technologies and are all 
attested at 30 years. 

2.2.3 Investment cost 

Investment costs in use for non-road transport technologies in TEMOA-Europe 
are again based on the capital costs indicated in the ETSAP Technology Briefs for 
aircrafts [123], considering 80 M$ as capital cost for domestic aviation vehicles 
and 240 M$ for international aviation vehicles. Those values are then reported to 
140 million (domestic aviation) and 830 million (international aviation) available 
seat km per aircraft, considering 80% and 75% average load factor, respectively. 
The investment cost values expressed in $ per passenger kilometers ($/pkm) are 
reported in Table 13.  

Concerning diesel trains, instead, the investment cost per km is computed as 
the 6% of that corresponding to diesel heavy trucks, as from the JRC-EU-TIMES 
[63], while [124] does not present any data. The same value is adopted for both 
passenger and freight trains and also assumed as representative for navigation 
technologies, due to the of any relevant data for this analysis. Since hydrogen 
internal combustion and fuel cell-based engines are not envisaged in any capital 
cost analysis, the same ~ 70% cost differences observed between fuel cell and 
traditional vehicles for road transport technologies are reported here for all the 
concerned non-road transport technologies. Table 13 also reports costs for 
passenger (in $/pkm), freight (in $/fkm) trains and ships (in $/vkm). 

2.2.4 Fixed O&M cost 

Fixed O&M costs for non-road vehicles are calculated as a percentage of the 
investment costs listed in Table 13. The JRC-EU-TIMES Model suggests to 
consider a 2% of the investment cost for trains [63], while a more conservative 
5% is assumed for aircrafts and ships.   
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Table 12. Efficiency (Mvkm/PJ) for the different modes/technolgies in the non-road transport module for the year 2020.  
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Domestic 
aviation 

3.97 - - - - - - - - - 8.73 

International 
aviation 

4.72 - - - - - - - - - 10.38 

Passenger train - 3.73 - - - - - 11.2 7.46 - - 
Freight train - 3.54 - - - - - 10.6 7.09 - - 
Domestic 
navigation 

- 0.510 - 0.510 0.510 0.510 0.510 - - 0.919 0.919 

International 
navigation - - 0.153 0.153 0.153 0.153 0.153 - - 0.275 0.275 
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Table 13. Investment cost (in $/pkm for aircrafts and passenger trains, in $/fkm for 
freight trains and in $/vkm for ships) for the different modes/technologies in the 
TEMOA-Europe non-road transport module. 

 
Fossil fuels, methanol and 

ammonia in internal 
combustion engines 

Electricity 

Gaseous or 
liquid hydrogen 
and ammonia 

in fuel cell-
based engines 

Domestic aviation 710 - 1300 
International 
aviation 390 - 710 

Passenger train 300 300 500 
Freight train 300 300 500 
Domestic 
navigation 300 - 500 

International 
navigation 

300 - 500 

 

2.3 Energy-intensive industrial subsectors 

Given the large technical and economic detail required for technological 
characterization in ESOMs, a comprehensive characterization of industrial 
energy-intensive technologies for TEMOA-Europe is presented here. 

The ETSAP database [126] of supply [127] and demand [128] technologies 
contains technical and economic characteristics also used in this work, but the 
latest update dates back to 2013 (for some end-use sectors, while for some others 
it dates back to 2011 or 2012) and, at the steady pace of development the current 
world is witnessing, this represents in some cases a strong limitation (e.g. most of 
the technologies considered in this work are considered in this work for the first 
time).  

Also the JRC-EU-TIMES provides a very extensive dataset [63] for supply 
and demand technologies in all sectors. However, the JRC-EU-TIMES industrial 
module only includes well-established technologies, and it mainly relies on the 
MATTER database. The main issue with that source is that it is no longer 
available, or at least not so easily accessible – to the best of our knowledge – and 
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on the other hand it lacks explanations about the formulation of parameters 
included in it, for its validation was mainly based on expert-based reviews. 

In the EFDA-TIMES Model [129], a mix of sources, including the MATTER 
database, was used for the latest update of the industry sector. With respect to 
that, here more up-to-date sources and a larger set of technologies are considered 
to describe, above all, future possibilities for the developments of a low-carbon 
industry sector.  

The database presented here is in line with the technology portfolio available 
in the IEA ETP Model, for which, however, full data access is restricted, so that 
only qualitative evaluations for a wide range of existing and innovative 
technologies are available in [27]. For this reason, a comparison with the detailed 
characterization adopted in the ETP Model is not possible here. Since 
transparency of data is often limited by non-disclosure agreements, whereas, in 
non-open models, assumptions, sources and methodology for data gathering and 
processing are unclear [111], it is deliberately decided to use for this work only 
freely accessible sources (documents and datasets), as that choice is deemed 
fundamental for pursuing data transparency and result reproducibility. 

In this section, the focus is on 5 energy-intensive industrial subsectors: the 
iron and steel subsector, in which steel and ferroalloys are produced; the non-
ferrous metals subsector, producing aluminum, copper and zinc; the non-metallic 
minerals subsector, which presents cement, ceramics, glass and lime production 
technologies; the chemicals subsector, giving ammonia, chlorine, high value 
chemicals (HVC) and methanol as end-use products; and the pulp and paper 
subsector that satisfies paper demand. For each of those subsectors, the analysis of 
the consumption of fuels and other energy carriers, along with economic and 
environmental features, is carried out, giving a broad picture of the RES for the 
energy-intensive production processes in the industrial sector. Each of the 
subsectors includes a set of technologies for the production of bulk industrial 
products, identified as material commodities, each one with a general structure as 
in Figure 6. Such way of modeling energy-intensive technologies allows for 
radical technological change to be represented in the model, as large detail can be 
provided for all the stages of the technological routes contributing to the 
satisfaction of each demand commodity. 
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Figure 6. General structure of an energy-intensive industrial technology. 

As a clear and unambiguous “key-term definition” is very important for the 

transparency issue discussed above for energy system modeling [130], the 
input/output to any technologies in Figure 6 deserve some explanations. The 
input of any energy-intensive technology can be constituted by: fuels involved in 
the transformation process, quantified in GJ/tproduct, where tproduct is the mass of 
the product in output from the selected technology (can be both an end-use 
product or an intermediate energy-intensive material needed to produce it): among 
fuels,   coal, natural gas, etc. are considered,; energy carriers involved in the 
transformation process, quantified in GJ/tproduct. In this category, we consider 
process steam and electricity for electrochemical processes and machine drive; 
Feedstock fuels (only used in the chemical sector), quantified in GJ/tproduct, 
which differ from common fuel for the fact that they are not involved in any 
combustion process; energy-intensive materials involved in the transformation 
process, quantified in t/tproduct. the output of any energy-intensive technology 
can be made of: End-use products, quantified in tproduct; byproducts to be used in 
other processes for end-use product manufacturing, quantified in t/tproduct; 
recovered energy carriers, e.g. excess steam re-usable in other processes, 
quantified in GJ/tproduct; GHG emissions related to the use of fuels and materials, 
quantified in kgGHG/tfinal product; waste materials, e.g. slag from steel production, 
quantified in t/tproduct, even though they cannot represent any valuable element 
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until circular economy and material flows are not implemented in the ESOM 
framework. 

Each technology is characterized by technical factors, such as its energy input 
requirements, the starting date for the availability of the technology in the 
production system, the plant lifetime and the availability factor (i.e., the fraction 
of time for which the plant can be available for operation to produce the demand 
commodity over a year), by economic factors, such as investment cost or annual 
fixed O&M costs, both given in $/tfinal product, and an environmental 
performance factor. Variable O&M costs, related to the utilization of industrial 
processes, are not taken into account in this analysis due to their large variability. 

Manufacturing- and other process-related specific emissions can already be 
calculated at the stage of the characterization of the different technological 
process: the fuel input of each technology can be multiplied by the corresponding 
emission factor among the ones presented in Table 14 [131]. Emission factors 
highlight how coal and coke are the most highly emitting fuels (almost double 
emissions per energy unit with respect to natural gas), while an important remark 
has to be done on biomass, which is not considered as a zero-emission source, as 
CO2 sequestration during vegetable life before combustion of the biomass is not 
considered [131]. 

Table 14. Fuels in use in the industrial sector and their CO2 emission factors, based on 
their composition in TEMOA-Europe. 

Fuel Composition Emission factor 
(𝐤𝐠𝐂𝐎𝟐

/𝐆𝐉) 
Biomass Solid biomass 56 %, biogas 12 %, waste 31 % 13.9 
Coke - 96.0 
Coal Hard coal 78 %, brown coal 22 % 104.9 
Coke oven 
gas 

- 44.4 

Ethane - 57.9 
Gas oil - 74.1 
Heavy fuel 
oil 

Heavy fuel oil 92 %, non-specified oil 8 % 77.1 

LPG - 63.1 
Naphtha - 73.3 
Natural gas - 56.1 
Oil Gas oil 88 %, gasoline 2 %, jet kerosene 2 %, other 

kerosene 9 % 
73.8 
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For each technology in the industrial energy-intensive subsectors, the level of 
deployment and the corresponding starting date are reported in Table 34-Table 
38 in the Appendix, where, on top of 39 traditional technologies (some of them 
already considered in, e.g. [129]), also 9 innovative technologies at the 
commercial stage, 15 in their demonstration phase and 2 in R&D phase are taken 
into account. The reason for considering a broad set of innovative technologies is 
given by the TEMOA-Europe long-term time scale up to 2100. That would allow 
to depict an evolution of the energy system including at least some technologies 
which may largely shape future energy use, also identifying the most critical ones 
in ambitious decarbonization scenarios across several sectors. A comparison of 
the general structure and content of each subsector, implemented in this database, 
with respect to the JRC-EU-TIMES open database and the IEA ETP Model, is 
also presented in Table 34-Table 38. 

2.3.1 Iron and steel 

2.3.1.1 Technical characterization 

The blast furnace-basic oxygen furnace (BF-BOF) route is modeled according to 
the 2014 global average total energy intensity of 18.7 GJ/tCS * [27], out of which 
13.3 GJ/tCS  are used for iron reduction, provided that 20% of scrap is used [132]. 
Considering such data, additional 5.4 GJ/tCS should be allocated to the remaining 
processes. After the reduction of iron ore, the BF needs 2.52 GJ/tHM † (average 
EU data) [133], whereas the BOF processing only accounts for 1.00 GJ/tCS, 
distributed among natural gas, coke oven gas, electricity and steam, according to 
the estimations in [133], also considering that off-gas recovery can save up to 0.70 
GJ/tCS and can be recirculated in the steelmaking plant. Since 2.52 GJ/tHM 
correspond roughly to 4.40 GJ/tCS, the ratio of these two values (1 tCS ≃ 0.57 
tHM) is used for the conversion of energy quantities in GJ/tCS, to be used in the 
overall BF-BOF route energy intensity accounting. The BF also produces 175-350 
kg/tHM  (or equivalently ≃ 100- 200 kg/tCS) of waste slag. 

As far as the direct reduced iron-electric arc furnace (DRI-EAF) process is 
concerned, most of direct-reduced iron is produced by using the low-energy-
intensive Midrex technology option, considered as the representative DRI process 
here. According to [27], the global average energy intensity of the DRI-EAF route 

 
* tCS: tons of crude steel 
† tHM: tons of hot metal 
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is 22.4 GJ/tCS (2014 data). Since such data is not sufficient, the Best Available 
Technique (BAT) can be taken as baseline for the evaluation of the consumption 
breakdown in the current DRI-EAF: [134] provides details about the energy 
consumption breakdown, and will be used to describe the future development of 
this technology, too. The BAT total consumption of 18.5 GJ/tCS is used to derive 
energy inputs for the current version of the plant by simply scaling up BAT 
consumption of natural gas and electricity, to reach a total of 22.4 GJ/tCS.  

BAT energy intensity for steel from scrap and electric arc furnace is 4.3 
GJ/tCS [134], marking drastic savings in energy consumption compared to other 
processes. However, this consumption level is considered as future evolution of 
the process, while the current data is retrieved from [27]: an overall consumption 
of 6.7 GJ/tCS is used and the energy input breakdown is made coherently with the 
values reported in [134]. The adoption of this process is limited only by the 
availability of usable scrap. 

While being an interesting technology, the Smelting reduction-BOF process is 
also quite energy-intensive. In addition, the net energy intensity of the ironmaking 
phase is quite high, 17.3 GJ/tCS [134], out of which 15.9 GJ/tCS  are supplied in 
form of coal, and the remaining part by oxygen (1.2 GJ/tCS) and electricity for 
machine drive (0.3 GJ/tCS). The BOF part of the process is characterized as in the 
BF-BOF process.   

For the BF-BOF with CCS, energy consumption (in form of electricity and/or 
steam) values associated with CCS technologies in the iron and steel sector are 
reported in Table 15 [135], where several technological options for CCS in 
steelmaking plants, with the relative capture yields y, and specific 
electricity/steam energy consumption per ton of captured CO2, εel,t  and εst,t, 
respectively, are indicated.  

PSA is able to capture 79.7% of the produced CO2. The electricity 
contribution needed for CCS is calculated using Equation 6. 

MDCCS = εel,t ⋅ ∑ ki ⋅ ei ⋅ 10−3

i

 6
 

where MDCCS represents the electrical input needed for machine drive to 
perform carbon capture, quantified in GJ/tCS; εel,t = 0.36 GJ/tCO2

 in the case of 
PSA [3]; ki is the static emission coefficient associated to commodity i, expressed 
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in kgCO2
/GJ; ei is the energy intensity associated to the carbon-rich commodity i, 

expressed in GJ/tCS. In the case of the BF, where CO2 sources are blast furnace 
gas, coke oven gas and natural gas, MDCCS = 0.34 GJ/tCS. 

Table 15. Overview of technology options for CO2 separation and capture in the iron and 
steel sector [135]. 

Technology 
𝐂𝐎𝟐 yield 𝐲 

[%𝐯𝐨𝐥] 
Electricity 𝛆𝐞𝐥,𝐭 

[𝐆𝐉/𝐭𝐂𝐎𝟐
] 

Steam 𝛆𝐬𝐭,𝐭 
[𝐆𝐉/𝐭𝐂𝐎𝟐

] 
Pressure swing adsorption 
(PSA) 

79.7 0.36 - 

Vacuum PSA (VPSA) 87.2 0.38 - 
VPSA + compression & 
cryogenic flash 

96.3 1.05 - 

Amines + compression 100.0 3.20 0.61 
PSA + cryogenic distillation + 
compression 100.0 1.12 - 

   

Considering endogenous static emission coefficients for the BF emitting 
commodities, as customarily done in TIMES models, the quantity of captured 
CO2 from such plant is calculated according to Equation 7 – where SNKCO2i is 
the quantity of CO2 captured from commodity i, expressed in kgCO2

/tCS – and 
reported in Figure 7. 

SNKCO2i = y ⋅ ki ⋅ ei 7
 

Thus, the blast furnace in the BF-BOF with CCS is just characterized as the 
traditional BF, but considering additional electricity required for the compression 
phase for CCS. 

The BF-TGR-BOF with CCS accounts for beneficial reductions in the energy 
requirement for the iron reduction phase (∼ 18% in the latest ULCOS 
developments [4]), with respect to the traditional BF characterized in this work, 
considering an additional contribution from natural gas (1.40 GJ/tCS), and the 
electricity need for CCS (performed via PSA), evaluated according to Equation 
6. The quantity of captured CO2 from such plant (BF gas, coke oven gas, natural 
gas and BF reductant are the emitting sources) is calculated according to 

46



 

 

Equation 7 and reported in Figure 7. Concerning the BOF, the approach used 
previously is adopted again. 

 

Figure 7. Captured CO2 (kgCO2
/tCS) in traditional BF plants and BF-TGR plants 

equipped with CCS. 

The CO2 capture in a DRI-EAF with CCS process can be performed through 
pre-combustion using PSA, VPSA or chemical absorption [135]. The attempt to 
model DRI-EAF with CCS in this work will take the best practice DRI-EAF from 
[134] as baseline, with the application of PSA, and MDCCS calculated according to 
Equation 6, resulting in 0.35 GJ/tCS, given the quantity of captured CO2, 
calculated according to Equation 7, resulting in 782.5 kgCO2

/tCS (natural gas is 
the only emitting source). 

The total energy consumption of a commercial HIsarna-BOF allows 20% 
energy saving with respect to the current BF, while assuring the same yearly yield 
[136]. The carbon-rich source is here only coal, which will then replace blast 
furnace gas, coke oven gas and BF reductant. The second steelmaking process can 
be performed either by BOF or EAF (the latter option would require an additional 
step, namely desulphurization). For this reason, it is difficult to foresee an 
economically feasible route with EAF [137], even if more interesting from the 
energy consumption point of view. The BOF is again modeled as before. An 
estimation of the additional electricity needed for capture in HIsarna-BOF with 
CCS can be performed by using Equation 6, which gives MDCCS = 0.36 GJ/tCS 
using the PSA technique. The use of VPSA could be envisaged for a further 
development of the technology in the model, in order to capture higher CO2 
yields, at the cost of higher electricity consumption. 
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The amount of hydrogen needed in the hydrogen direct reduction (HDR)-EAF 
route is 51 kg/tCS [138], corresponding to 6.12 GJ/tCS if considering 120 MJ/kg 
as the hydrogen energy content. The total energy intensity for the HDR process is 
estimated at 12.53 GJ/tCS [138], out of which 11.25 GJ/tCS needed for the 
production of hydrogen from electrolysis. The difference between the total HDR 
consumption and energy for hydrogen production is just the electricity consumed 
for the auxiliary services, 1.28 GJ/tCS. The second part of the process is 
performed in the EAF, considering best practices values [134], due to the high 
grade of innovation introduced with this technology and its environmental-
friendly footprint. 

The Ulcored system with CCS can be modelled as a best practice DRI-EAF 
process, with an additional electricity consumption, calculated using Equation 6: 
using the VPSA, and considering natural gas as the only emitting source, 
MDCCS = 0.37 GJ/tCS should be added in the process. Finally, the application of 
Equation 7 to natural gas gives 856.1 kgCO2

/tCS of captured CO2. Future 
developments for this technology envisage the possibility of reducing the need of 
natural gas by 15-20%, and the use of either coal, biomass or waste degasification 
or pure hydrogen as alternatives to natural gas [135]. 

Table 39 in Appendix reports the detail of the technical features for steel 
production technologies in the TEMOA-Europe database. 

Energy-intensity values for the Ulcolysis and Ulcowin routes are retrieved 
from [139]; energy is mainly consumed as electricity for the electrochemical 
process and for the EAF steelmaking phase, with a relevant production of slag as 
waste (182 kg/tCS from Ulcowin, 69 kg/tCS from Ulcolysis). Several products are 
included among ferroalloys, including a vast category of alloys iron, chromium, 
silicon, manganese and other elements [140]. The combined production of 
ferrochromium FeCr, ferromanganese FeMn, ferrosilicon FeSi and 
silicomanganese SiMn has constituted the largest part of global ferroalloys 
production during the last 20 years (88% in 2002, 72% in 2011 and 65% in 2015, 
thus highlighting a constantly decreasing trend [141]), so a single technology is 
used to aggregate all ferroalloys (since data for energy consumption are only 
available for the most traditional ferroalloys), and its energy consumption is made 
up by the weighted average of values related to the production of the mentioned 
ferroalloys between 2011 and 2015. On the other hand, the JRC-EU-TIMES only 
considers ferrochromium as representative for the entire production field. Energy 
intensity values are retrieved considering FeSi of the most common typology, 
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containing 75% silicon, see Table 16. The analysis of energy consumption in 
[129] considered again historical data, with values from 2002 to 2005. Since the 
situation in this production field is quite stable, this approach seemed reliable. 

Table 16. Share of production for FeCr, FeSi, SiMn and FeMn between 2011 and 2015, 
and relative energy consumption, elaborated by the authors, based on [141]. 

 Unit FeCr FeSi SiMn FeMn 
Weighted 
average 

Normalized 
production  
share * 

% 30 22 32 16  

Electricity GJ/tFea † 11.7 27.0 14.1 9.7 15.6 
Coke GJ/tFea 14.6 32.4 11.0 11.9 17.0 

 

Lifetime and availability factors of steelmaking plants are based on data 
present in the JRC-EU-TIMES Model database [63]. While the structure of the 
subsector in JRC-EU-TIMES provides a detailed interconnected description of 
iron ore pelletizing/sintering, raw iron production and finally steelmaking, in 
models like ETM [129] or the ETP Model [27], that “splitting” is not represented, 

and each technology envisages all the required steps for steelmaking. For this 
reason, the lowest lifetime among the needed steps in the JRC-EU-TIMES will be 
taken as representative here and, in particular, 30 years are considered for BOF 
and 20 years for EAF. For electrowinning steelmaking, which is not present in 
JRC-EU TIMES, a lifetime of 20 years will be assumed. Regarding the 
availability factor for steelmaking processes, an 85% yearly availability is 
considered for all the technologies, as in JRC-EU TIMES. A lifetime of 30 years 
and an availability factor of 90% is considered for the generic ferroalloys 
production process, as from [129]. 

2.3.1.2 Economic characterization 

Investment cost figures for commercial steelmaking processes (BF-BOF, DRI-
EAF, Steel from scrap-EAF and Smelting reduction-BOF) are retrieved from 
[142]. Moreover, [143] reports a cost analysis for the HDR-EAF process. CAPEX 
and OPEX for HIsarna-BOF and HIsarna-BOF with CCS are identified in [137] as 

 
* Contribution to production of the mentioned ferroalloys only. 
† tFea: ton of ferroalloy. 
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the 75% and 90% of those for the BF-BOF route, respectively. Investment cost for 
electrowinning steelmaking strongly depends on the economics of the integrated 
electrolytic plant. In such case, as for CCS-equipped plants, determining the cost 
is a complex issue, mainly because of little experience in actual operation. 
Regarding Ulcolysis and Ulcowin, in [139] an estimation of 900-3350 € per ton of 
processed iron is considered. Since Ulcolysis is expected to require 1.51 tFe/tCS, 
while Ulcowin 1.59 tFe/tCS, an investment cost for such plants can be estimated 
at 1360-5070 €/tCS for Ulcolysis, and 1430-5330 €/tCS for Ulcowin. The largest 
values will be used as soon as the technology is introduced as commercially 
available in the model (2030), to reach the lowest calculated value in 2050 (as in 
[64] for chemicals production for electrolysis-based technologies, for which the 
minimum cost is estimated to be reached in 2050). 

Investment cost for CCS-equipped plants are obtained here by summing up 
the contribution of the original plant they derive from, and the capital cost of the 
CCS unit, reported, in € per ton of captured CO2 in [144]. The cost of the CCS 
unit is retrieved by using the simple correlation in Equation 8: 

INVCOSTCCS,t = SNKCO2t ⋅ cCCS 8
 

where INVCOSTCCS,t is the capital cost component associated with CCS-equipped 
technology t, quantified in €/tCS, SNKCO2t is the amount of captured CO2 by 
technology t, quantified in kgCO2

/tCS and cCCS is the unit cost of CCS technology, 
quantified in €/kgCO2

. It should be noted that just the traditional BF, BF-TGR 
and Corex with CCS are included in [144]. Anyway, since smelting reduction is 
considered as the natural evolution of DRI processes [145], while HIsarna is an 
advanced DRI technology, data for Corex will be used as baseline for DRI-EAF, 
HIsarna and Ulcored with CCS. Further information is reported in Table 17. 

Fixed O&M costs for BF-BOF, DRI-EAF, BF-TGR, HIsarna (with and 
without CCS), Ulcored and electrowinning routes are reported in[139]. For the 
remaining technologies, some assumptions are needed: steel from scrap is 
associated with a EAF steelmaking phase, thus the same cost of the traditional 
DRI-EAF will be used; fixed O&M cost for the Smelting reduction-BOF route 
will be taken the same as for the traditional BF-BOF, and the same happens for 
the BF-BOF with CCS, while the DRI-EAF with CCS and the HDR-EAF receive 
the same cost as their traditional correspondent (DRI-EAF). All economic features 
are finally reported in Table 18, and data available in € were converted in $, 
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according to the 2010 average exchange rate, 0.754 €/$ [146] (this choice was 
made since the standard monetary unit for the JRC-EU-TIMES is €2010). 

Table 17. Investment cost for CCS plants in steelmaking technologies 

Technology Captured 
𝐂𝐎𝟐 

CCS 
technology 

CCS unit 
cost 

CCS investment 
cost 

 (𝐤𝐠/𝐭𝐂𝐒)  ($/𝐤𝐠𝐂𝐎𝟐
) ($/𝐭𝐂𝐒) 

DRI-EAF with CCS 782.5 PSA 0.053 42 
BF-BOF with CCS 
(2020) 1146.9 PSA 0.25 287 

BF-BOF with CCS 
(2050) 

1011.3 PSA 0.026 27 

BF-TGR-BOF with 
CCS 986.4 PSA 0.08 79 

HIsarna-BOF with 
CCS 

1010.6 PSA 0.053 54 

Ulcored with CCS 856.1 VPSA 0.053 45 
 

While fixed O&M costs do not present relevant differences, the broad range 
covered by investments costs reflect the variety of the existing production 
technologies in the steel market. The scrap-based technology is the cheapest one, 
making this route the most attractive economically, other than environmentally. 
Instead, the most innovative processes have, as of today, cost estimations which 
keep them out of the market. However, both technologies based on CCS and 
electrolytical processes are expected to contract their costs in the future. A further 
electrification of the sector could benefit these technologies that base their 
operation on electricity. 

Ferroalloys production is not envisaged in [63], already taken as reference for 
the estimation of lifetime and availability factor of steelmaking technologies. For 
this reason, such parameters and also cost figures will be preserved as in [129] 
with an investment cost of 600 $/tFea and a fixed O&M cost of 60 $/tFea/year 
are considered. 
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Table 18. Costs for steelmaking processes. 

Technology Investment cost 
($/𝐭𝐂𝐒) 

Fixed O&M cost 
($/𝐭𝐂𝐒/𝐲𝐞𝐚𝐫) 

BF-BOF 586 14.6 
DRI-EAF 549 20.9 
Steel from scrap-EAF 244 20.9 
Smelting reduction-BOF 521 14.6 
DRI-EAF with CCS 590 11.0 
BF-BOF with CCS 611-825 14.2 
BF-TGR-BOF with CCS 661 14.5 
HIsarna-BOF 439 14.9 
HIsarna-BOF with CCS 493 20.9 
Ulcored with CCS 594 18.3 
HDR-EAF 761 26.9 
Ulcolysis 1800-6720 20.2 
Ulcowin 1900-6940 17.0 

 

2.3.1.3 Environmental performances 

Pollutant emissions for each steelmaking technology are strictly related to the 
nature of the adopted fuels and their consumption in the process. In the case of 
CO2, CH4 and N2O, endogenous static emission coefficients are typically included 
in macro-scale models for all fuels. When considering only CO2, specific 
emissions from the combustion processes in the analyzed steelmaking 
technologies are represented in Figure 8.  

Despite being mostly fueled by natural gas, the DRI-EAF process modeled in 
this work does not offer impressive improvements with respect to the BF-BOF 
route, if not considering the contribution of electricity to direct emissions. Instead, 
the scrap-EAF route can offer ∼ 84% direct emission reduction with respect to the 
traditional primary steel production technologies, even if requiring the double of 
their electricity consumption. The smelting reduction process is not so impressive 
in terms of CO2 direct emissions, with the highest value in the subsector, but the 
use of coal can be interesting for the reduction in the emissions of other dangerous 
substances, e.g. sulfur [147], present in coke and blast furnace gas. Among 
innovative technologies, CCS-equipped plants provide large abatement 
performances, even with higher energy consumption than traditional technologies, 
while HDR and electrowinning technologies are linked with the capability of 
producing clean hydrogen and electricity, respectively. 
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As far as ferroalloys production are concerned, given the energy-intensity 
characteristics from the average CO2 emissions from ferroalloys manufacturing 
are ∼ 1782 kgCO2

/tFea. 

 

Figure 8. Specific CO2 emissions of steelmaking technologies. Note that the values for 
BF-BOF, DRI-EAF, Scrap-EAF and BF-BOF with CCS refer to the basic versions of the 
processes characterized for the year 2020. 

2.3.2 Non-ferrous metals 

2.3.2.1 Technical characterization 

According to [27], world average energy intensity for Bayer process is 14.7 GJ/

tAl2O3
, but the use of BAT (assumed for the year 2050, as in the iron and steel 

sector) would result in a net decrease, to reach 10.4 GJ/tAl2O3
, with energy 

breakdown based on [148]. The world average energy consumption for the Hall-
Héroult process is 51.48 GJ/tAl [27], very close to the BAT value of 48.96 GJ/tAl 
[134]. Nearly all the energy consumed is electricity, which is used in the smelting 
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process. The only other non-negligible fuel source is natural gas involved in the 
production of anodes, quantified in 2.8 GJ/tAl [149].  

An average consumption of 4.3 GJ/tAl is proposed in [150] for secondary 
aluminum production. More than 86% of the used fuel is natural gas, while the 
use of heating oils is attested at 3.3%. The remaining part is used as electricity for 
heating. Recycling is only limited by the availability of scrap: recycled aluminum 
constituted 33% of world supply in 2012 [151], but it should grow up to 40% by 
2030 to meet the IEA SDS targets [152]. 

The potential energy savings with the use of Hall-Héroult process with inert 
anodes are estimated at 11 GJ/tAl, assumed proportionally distributed among the 
different energy sources. The carbothermic reduction of alumina would be able to 
allow energy savings of 30% compared to a modern Hall-Héroult carbon anode 
technology, despite a considerable amount of energy expenditure related to the 
production of alumina [153]. These savings are assumed to be proportionally 
distributed among the different energy sources. Kaolinite reduction, with an 
energy consumption mainly in the form of electricity, is promising for its potential 
26% energy intensity reduction, with respect to the traditional route starting with 
alumina [154]. 

Table 40 in Appendix reports the detailed energy-intensity for alumina and 
aluminum production technologies. 

Although theoretical energy requirement for copper production is very low, 
actual specific energy consumption is much higher, largely depending on copper 
concentration in the metal ore. Detailed energy consumption figures for copper 
are available for a Chilean copper factory (Chile is the world’s largest producer of 

copper [155]) and taken as representative plant in [156]. Figure 9 represents the 
detailed energy-intensity breakdown for copper production, showing that 
electricity plays the largest role, both as direct source and as a supply for machine 
drive. An improvement in energy use during time is not assumed due to the 
absence of literature. 

Around the world, the hydrometallurgical route for zinc consumes on average 
∼20.3 GJ/tZn, out of which electricity represents ∼77% of total consumption 
(15.55 GJ/tZn), in average, while the remaining part is steam (4.73 GJ/tZn) [149]. 
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Figure 9. Energy-intensity breakdown for copper production. An improvement in energy 
use during time is not supposed due to the absence of literature. 

Lifetime and availability factors for technologies involved in non-ferrous 
metals production are taken again from [63]: lifetime of 20 years and an 
availability factor of 0.95 are considered for all the modelled aluminum 
technologies. By extension, the mentioned availability factor is also taken for 
alumina production, while considering a lifetime of 40 years, i.e. the average 
value provided in [157]. Copper and zinc production are characterized with 
availability factor of 0.90 and a lifetime of 30 years [129]. 

2.3.2.2 Economic characterization 

The economics of the Bayer process are retrieved from [157]. Regarding 
aluminum production facilities, an average investment cost from [151] is taken as 
reference for Hall-Héroult plants. Fixed O&M cost is indicated in [63], but in a 
process including both alumina reduction and production of aluminum, therefore 
the fixed O&M cost used for Bayer process is subtracted from that. Secondary 
aluminum is cheaper than the traditional Hall-Héroult process, in terms of 
investment cost [63]. On the other hand, fixed O&M cost results far higher than 
for the primary route [5]. Shifting the focus towards innovative aluminum 
technologies, Hall-Héroult with inert anodes would require costs estimated as 
lower than for traditional plants [63]. For carbothermic reduction, an investment 
cost much lower than for Hall-Héroult is estimated in [153], while fixed O&M 
cost is the 20% lower than the traditional Hall-Héroult process. Kaolinite 
reduction has a lower raw material price, and could be competitive on the market, 
as suggested in [154]. Anyway, in absence of more detailed data, costs for this 
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particular innovative process have been assumed equal to those of the Bayer 
process only. Table 19 reports all investment and fixed O&M costs for alumina 
and aluminum production technologies, properly converted (when needed) in $ 
according to the 2010 average exchange rate, 0.754 €/$ [6]. 

Table 19. Costs for aluminum and alumina production. 

Technology Investment cost 
($/𝐭𝐍𝐅 *) 

Fixed O&M cost  
($/𝐭𝐍𝐅/𝐲𝐞𝐚𝐫) 

Bayer process 1560 137 
Hall-Héroult 4400 68 
Secondary aluminum 1260 365 
Hall-Héroult with inert anodes 3880 56 
Carbothermic reduction 1300 55 
Kaolinite reduction 1560 137 

 

Innovative processes have, for aluminum production, the potential to be 
disruptive and their appeal could be supported by economical attractiveness. On 
the shorter term, the secondary route is much cheaper than the traditional primary 
route, the only drawback being the cost of the scrap and its availability. 

Copper production was already characterized in [129] with an investment cost 
of 4400 $/tCu

† and a fixed O&M cost of 10 $/tCu/year, with no supposed 
evolution in time. The same values used for copper have been deemed appropriate 
for tin, due to the lack of more detailed data and the absence of this material in 
databases and models. Zinc, on the other hand, while having the same O&M cost 
as copper (10 $/tZn/year), is characterized by a much lower investment cost: 2000 
$/tZn [129].  

2.3.2.3 Environmental performances 

The specific emissions from the combustion processes in the analyzed 
steelmaking technologies are represented in Figure 10a for the Bayer process for 
alumina production, and in Figure 10b for aluminum manufacturing, considering 
only the contribution of direct CO2 to pollutant emissions. 

 
* tNF: ton of non-ferrous metals 
† tCu: ton of copper 
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Figure 10. Specific CO2 emissions of alumina and aluminum production technologies 
Energy intensity breakdown taken from Table 40 and emission factors from Table 14.  

If considering that the traditional Hall-Héroult technology, the one with inert 
anodes and carbothermic reduction require almost 2 tAl2O3

/tAl, their CO2 
emissions are extremely higher than the secondary aluminum route and, of course, 
kaolinite reduction, which does not involve any energy-intensive primary material 
and is completely supplied by electricity. Of course, kaolinite reduction can be a 
zero-emission process only if using clean electricity sources. On the other hand, 
secondary aluminum production requires slight electricity contribution, avoiding 
this issue, but is subject to material availability. 

Zinc production as modeled here is fueled by non-emitting commodities, thus 
it presents no CO2 emissions. The copper production process emits 246 kgCO2

/

tfinal product. 

2.3.3 Non-metallic minerals 

2.3.3.1 Technical characterization 

The best practice for dry production of clinker establishes a thermal energy 
intensity of 2.9 GJth/tcl

* [158]. However, the least expensive, least efficient and 
more widespread commercially available system consumes a total of 4.6 GJ/tcl 
(including thermal and electrical requirements) [159]. In order to obtain a 
representative value of the global average energy intensity of the process, the 
average of the specific energy consumption for the major producer countries 
(representing over 70% of total world production), weighted on their yearly yield 
of cement, has been considered, as from Figure 11. 

 
* tcl: ton of clinker. 
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Figure 11. Dry-clinker production statistics and relative energy consumption, elaborated 
by the authors, based on [159], [160]. 

The estimation leads to an average total energy intensity 4.31 GJ/tcl, of which 
the majority (3.90 GJ/tcl) is represented by the thermal component. Since that 
technology is very versatile in accepting different fuels, coal, oil, natural gas and 
biomass can be all used to provide the required thermal energy. The repartition of 
fuels is made according to [158] as reported in Figure 12a, while Table 41 in 
Appendix provides details about the correspondent energy input requirement in 
GJ/tcl. 

As there is no substantial difference between a dry and a wet process plant for 
clinker production, the energy consumption component related to thermal power 
is simply rescaled, in relation to the average thermal energy intensity of the wet 
process, 6.07 GJth/tcl [159], due to the additional energy requirement for drying 
the raw materials. 

In absence of further information regarding the application of CCS to the 
cement sector, data from the techniques selected for the iron and steel sector will 
be used. Electricity and steam consumption for performing post-combustion CCS 
using the amines absorption technology, see Table 15, are summed up to the 
standard dry process energy need. Since the selected capture technique consumes 
both electricity for machine drive, εel,t =  0.61 GJ/tCO2

, and steam, εst,t =

3.2 GJ/tCO2
, the dry process with post-combustion CCS will require additional 
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energy calculated according to Equation 6 and Equation 9, respectively for 
electricity and steam: 

SCCS = εst,t ⋅ ∑ ki ⋅ ei ⋅ 10−3

i

 9
 

where SCCS represents the steam input needed for carbon capture, expressed in 
GJ/tcl; εst,t is the specific steam input needed by the CCS technology t. 
Considering that in this case carbon-rich sources are coal, heavy fuel oil, natural 
gas, and that additional 505.2 kgCO2/tcl

 are produced during calcination, MDCCS =

2.66 GJ/tcl and SCCS = 0.51 GJ/tcl. 

                            

                     

Figure 12. Use of fuels in the dry process for clinker production for the year 2020, 
elaborated by the authors, based on [158] (a), and CCS features for post-combustion CCS 
applied to the dry process, in terms of captured CO2 (b). An improvement in energy use 
during time is not supposed due to the absence of literature. 
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For the dry process with oxy-fuel CCS, the thermal energy consumption is in 
the range of the standard plant. Regarding electricity consumption for oxy-fuel 
combustion, [161] recommends to consider, as a rule of thumb, twice the 
consumption of the traditional dry process, for capturing the same amount of CO2 
as with post-combustion CCS. 

Energy intensity for the cement blending process itself is negligible. The 
moderate energy consumption for alkali-activated concrete (AAC) production, 
together with the absence of calcination emissions makes this route particularly 
appealing to meet the sustainability targets, in particular, AAC based on high-
magnesium nickel slag requires 1.2 GJ/tcmt

* [162]. In the absence of additional 
information, its total energy consumption value has been rescaled by the dry 
process for clinker production. Belite cement production requires lower energy 
and produces lower CO2 emissions from fuel combustion [7]. Specifically, a 
saving of 10% thermal energy, and an increase of 5% of electricity use due to 
grinding with respect to ordinary cement blending should be taken into account 
for commercial belite [163]. 

Concerning lime, long rotary kilns allow good fuel flexibility: solid biomass 
waste represents a solid share of fuel for this technology, ~ 14% in the EU-27 in 
2008 [158]. The distribution of fuel use in the EU, taken from the same source, is 
considered as representative for global production. Energy-intensity is, however, 
significant in this process, on average: 7.6 GJ/t lime of thermal energy and only 
0.08 GJ/tlime of electricity. Thermal energy inputs, distributed according to the 
shares from [158], give the results reported in Figure 13. An improvement in 
energy use during time is not supposed due to the absence of literature. 

A detailed energy-intensity breakdown for glass production is reported in 
Figure 14. Fossil fuel furnaces are fueled by a mix of natural gas (53-79%) and 
fuel oil [164]. Here the mean value of that range (66%) for the natural gas 
contribution will be considered. Additional energy is required for electricity 
boosting and electricity for oxygen production (in oxy-fuel combustion furnaces). 
A critical point in the characterization of this subsector was the high variability of 
energy requirements, strongly depending on the specificity of the processes, even 
if usually in the same range of values as for the melting step. Restricting the 
technologies to container glass, the mean specific total energy use has been 

 
* tcmt: ton of cement 
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attested at 7.7 GJ/tgl
*. Energy required for glass finishing has been then added, 

according to data from [164]: a range of 5-10 GJ/tgl was indicated, and the mean 
value of 7.5 GJ/tgl has been considered here as representative value. All-electric 
glass furnaces show much lower energy intensity, on average 3.3 GJ/tgl [164]. 
Note that the same energy for finishing as in fossil fuel furnaces is considered 
here, too. 

 

 

Figure 13. Energy-intensity breakdown for the lime production process for the year 2020.  

 

Figure 14. Energy-intensity breakdown for glassmaking technologies. 

 
* tgl: ton of glass 
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2.3.3.2 Economic characterization 

Data regarding costs for the dry process for clinker production (both with and 
without CCS) are retrieved from [160]. Due to the strong similarities between wet 
and dry processes, the same cost figures are also assumed for the latter. Costs for 
cement blending are almost negligible, considering that grinding of clinker, 
substitutes and additives into cement plays a small role if compared with clinker 
production [159], [165]. Regarding AAC, the cost of geopolymer cement concrete 
and the addition of activating chemicals make the geopolymer cement 
significantly more expensive than ordinary Portland cement, making this route far 
more expensive than the traditional clinker-cement blending process, even in the 
absence of clinker production [166], [167]. Finally, since belite cement production 
is not so different with respect to the production of OPC, cost figures can be 
assumed equal to the sum of dry process and cement blending. Table 20 reports 
all cost information about clinker and cement technologies, properly converted, 
when needed, in terms of $, according to the 2010 average exchange rate, 
0.754 €/$ [146]. 

Table 20. Costs for clinker and cement production. 

Technology 
Investment cost 

($/𝐭𝐍𝐌
*) 

Fixed O&M cost ($/𝐭𝐍𝐌/

𝐲𝐞𝐚𝐫) 
Dry clinker 349 73 
Wet clinker 349 73 
Blended cement 12 3 
Dry clinker with post-
combustion CCS 

740 145 

Dry clinker with oxyfuel CCS 433 88 
AAC 1100 230 
Belite cement 361 76 

 

Concerning lime production, [63] reports an investment cost of 300 €/tlime 
and O&M costs of 15 €/tlime. Taking as reference the same source, container 
glass furnaces, considered as representative of the sector in this work, have been 
characterized with an investment cost of 332 $/tglass and fixed O&M cost of 27 
$/tgl/year. As for ceramics, in absence of more recent reliable data, these 

 
* tNM: ton of non-metallic minerals 
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parameters have been collected from [129], which in turn reports [62] as source: 
the investment cost is 125 $/tcer and the fixed O&M cost 15 $/tcer/year. 

2.3.3.3 Environmental performances 

Pollutants are emitted both from fuel consumption and from calcination reaction 
when clinker is made. Specifically clinker production generates 505.2 kgCO2

/tcl 
from the limestone decomposition process (CaCO3 forming CaO and CO2) during 
calcination [8]. This is true for several technologies modeled: dry process (with or 
without CCS), wet process and belite cement. Figure 15 reports overall 
CO2emissions for technologies involved in cement production: among them, just 
the coupling of a dry process for clinker production with CCS and cement 
blending would allow a net zero-emission balance. However, the use of 
alternative cements like AAC and belite would allow to avoid emissions from the 
traditional clinker production processes. 

 

Figure 15. Specific CO2 emissions of clinker and cement production technologies. 

Glassmaking also brings along a considerable amount of emissions. Even the 
electric furnace-based process implies fossil fuel consumption for refining and, as 
a consequence, direct emissions as shown in Figure 16. Concerning direct 
emissions for ceramics production, the low natural gas consumption results in just 
129 kgCO2

/tcer. 
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Figure 16. Specific CO2 emissions of glassmaking processes. 

2.3.4 Chemicals 

2.3.4.1 Technical characterization 

As a general remark, fuels in the chemicals subsector can be consumed in two 
ways: as energy to drive processes (as in the other industrial subsectors) and as 
feedstock. The word “feedstock” describes the use of various fuels as material 

inputs. Differently from iron ore used in the iron and steel sector or from alumina 
used for aluminum production, chemical feedstock represents the source of 
primary chemicals (hydrogen and carbon) for generating final products but 
quantified in energy units because indistinguishable from energy inputs before 
use. The importance of feedstock is relevant since they represent almost half of 
total energy use in the chemical sector, as of today [129], [168]. The detailed 
technical characterization for HVCs, ammonia and methanol is reported in Table 
42, Table 43 and Table 44 in Appendix. Data about energy intensity and the 
related energy breakdown are retrieved according to [64], which is the only 
publicly available source by IEA providing data for energy modeling.  

While all the technological routes for HVC production have comparable 
consumptions of the particular fuels and feedstock, bioethanol dehydration (BDH) 
adopts a very large steam input, but the lowest amount of feedstock and fuel 
among the considered processes. On the other hand, it should be noted that the 
feasibility of BDH is strongly subject to the availability of biomass [48].  

Concerning ammonia production, electrolysis is the only route allowing the 
absence of directly emitting sources, and the same applies for methanol 
production. 
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For chlorine, the energy requirement has been modeled according to the 
European BATs [169], considering the mercury cell, diaphragm cell and 
membrane cell technologies. In addition, all these technologies produce hydrogen 
as byproduct but unfortunately such hydrogen is not so often exploited. Data 
considered in this analysis for chlorine production are summarized in Figure 17, 
highlighting that the currently most diffuse process – mercury cell – is also the 
most energy intensive alternative. 

 

Figure 17. Energy-intensity breakdown for chlorine production technologies. 

Lifetime and availability factors for the production of chemicals are found 
again in [63]. However, there the only distinction is made between ammonia and 
“other chemicals” production, including both olefins and methanol. The 
considered lifetime and availability factor for “other chemicals” are 30 years and 

85%, respectively, with the only exception for electrochemical processes, which 
instead are characterized by an availability factor of 95%. On the other hand, 
ammonia plants are characterized by a lifetime of 25 years and an availability 
factor of 90%. 

2.3.4.2 Economic characterization 

Costs for HVC, ammonia and methanol are based on [9] and reported in Table 21. 
Concerning electrolysis processes, the cost of the electrolytic plant is already 
considered in the model characterization of hydrogen-generation technologies, 
thus costs for the synthesis unit only are considered. Regarding chlorine, the costs 
for all the three routes are estimated at 676 $/tCl, while O&M costs at 7 $/tCl 
[169]. 
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Table 21. Costs for the chemicals sector. 

Product Technology 
Investment cost 

($/𝐭𝐜𝐡) 
Fixed O&M cost 

($/𝐭𝐜𝐡/𝐲𝐞𝐚𝐫) 

HVC 

Naphtha SC 2060 51 
Ethane SC 1490 37 
Gas oil SC 2330 58 
LPG SC 1900 48 
Propane dehydrogenation 
(PDH) 1690 42 

Naphtha catalytic cracking 
(NCC) 

3000 75 

Methanol-to-olefins (MTO) 1000 25 
BDH 1330 33 

Ammonia 

NG steam reforming (SR) 860 22 
Naphtha partial oxidation 
(POX) 

1200 30 

Coal gasification (GSF) 2060 52 
Biomass GSF 6000 300 
Synthesis via electrolysis* 110 3 
NG SR with CCS 930 51 

Methanol 

NG SR  300 22 
Coke oven gas SR 300 22 
LPG POX 300 22 
Coal GSF 710 18 
Synthesis via electrolysis† 44 1 
Biomass GSF 4900 123 

Chlorine 
Mercury cell 676 7 
Diaphragm cell 676 7 
Membrane cell 676 7 

 

Concerning HVCs, the MTO route has received great attention thanks mainly 
to its intrinsic competitiveness but also to the price of methanol. Indeed, methanol 
production is cheap, on average, the only exception being the biomass-based 
process which has an out-of-scale investment cost because of the low yield 

 
* The reported costs only consider the ammonia synthesis unit. 
† The reported costs only consider the methanol synthesis unit. 
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achievable via that route. Even if the costs of electrolytic processes here presented 
do not account for energy costs, their attractiveness is undeniable. 

2.3.4.3 Environmental performances 

Starting from the energy-intensity breakdown by fuels, energy carriers and 
feedstock for the considered processes, emission factors have been applied to 
retrieve direct emissions coming from such processes, which are reported in 
Figure 18 for HVCs, Figure 19 for ammonia and Figure 20 for methanol, 
respectively.  

 

Figure 18. Specific CO2 emissions of HVC production processes. 

Concerning HVCs, bioethanol dehydration is the only route able to reach 
almost zero direct emissions, due to its use of just biomass and steam, while 
innovative techniques (PDH, NCC and MTO) also show good capabilities to 
reduce emissions with respect to the most traditional alternatives. Note that, 
however, emissions for MTO sum up with the ones from the adopted methanol 
production route. 

Emissions from methanol production are very high just if involving coal in 
the process, but its substitution with biomass in the gasification process would 
allow to cut emissions by 85%. For electrolysis, the same observation as for 
ammonia applies here. 

Chlorine production technologies are practically emission-free, if just 
considering direct emissions from combustion processes, which are absent. 
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Anyway, the strong reliance on electricity makes the evaluation largely dependent 
on the adopted electricity production mix. 

 

 

Figure 19. Specific CO2 emissions of ammonia production processes. 

Concerning ammonia, the electrolysis routes shows zero emissions, but it is 
subject to the generation source for electricity involved in the process, while 
biomass gasification and NG SR with CCS show extremely better performances 
with respect to the most traditional processes. 

 

Figure 20. Specific CO2 emissions of methanol production processes. 
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2.3.5 Pulp and paper 

2.3.5.1 Technical characterization 

Pulp and paper mills may exist as integrated or separate systems, but they are in 
general complex plants incorporating many different process areas (raw material 
preparation, pulping, pulp processing, chemical recovery, bleaching, stock 
preparation and papermaking). They are aimed at supplying demand from printed 
paper, packaging material, household and sanitary paper. The most energy 
consuming part of the pulp and paper processing is drying of paper products and 
pulp [170].  

For mechanical pulping, semi-chemical pulping, recycled fiber pulping and 
papermaking energy use is based on [171], while the source about chemical 
processes is [172]. Energy intensity for recycled fiber pulping is almost negligible 
with respect to the other routes, even if subject to the availability of usable 
recycled paper, while chemical processes (Kraft and Sulfite) have both higher 
energy intensity and wood requirements. Anyway, the type of pulping stage 
defines the quality and properties of the produced paper, even if this is not a 
peculiarity that can be directly addressed here, if considering a single end-use 
commodity for paper. For paper production, 0.58 tpulp/tpaper are currently 
needed [172], apart from energy inputs. Details are reported in Table 45 in 
Appendix. 

Always taking [63] as reference, lifetime for pulp mills is 30 years, with 95% 
availability factor. A lifetime of 20 years and an availability factor of 95% are 
reported for papermaking plants. 

2.3.5.2 Economic characterization 

Concerning the economics of pulping technologies, since mill costs strongly 
depend on the final product, plant capacity, integration or not of pulp and paper 
processing, both CAPEX and OPEX, reported in Table 22, are retrieved from 
[63], and properly converted in $, according to the 2010 average exchange rate, 
0.754 €/$ [146]. Semi-chemical pulping is not included in the JRC-EU TIMES 
database, then the mean value between costs for mechanical and chemical pulping 
will be assumed to represent it. Regarding paper, the mean value between low 
quality and high quality-papermaking investment and fixed O&M costs are taken 
from [63]. 
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Data presented in Table 22 show that the chemical route for pulp production 
has an investment cost almost not comparable with the other technologies. This is 
mainly due to the chemicals involved in the process. Nevertheless, the benefits in 
term of energy efficiency and the possible market of byproducts make this 
alternative the most widespread. 

Table 22. Economic parameters for pulp and paper technologies, based on [5]. 

 
Investment cost 

($/𝐭𝐩𝐮𝐥𝐩) 
Fixed O&M cost 
($/𝐭𝐩𝐮𝐥𝐩/𝐲𝐞𝐚𝐫) 

Mechanical pulping 399 20 
Semi-chemical 
pulping 

1100 37 

Recycled fiber pulping 851 40 
Chemical pulping* 1800 53 
Papermaking 2390 118 

 
2.3.5.3 Environmental performances 

Despite being largely energy-intensive processes, pulp and paper production 
processes do not involve any direct CO2 emission, making use of just heat, steam 
and electricity, which in turn are subject to the variability of their production 
sources, influencing the environmental performances of this subsector. Fossil fuel 
consumption, and consequently CO2 emissions, can be related to the auxiliary 
equipment, e.g. for lighting and heating in the industrial facility, but not directly 
related to pulp and paper production. For this reason, this additional energy use is 
considered in the ETP Model [27], as in ETM [129], under “Other industrial 

energy uses”. In the JRC-EU-TIMES [63], instead, direct use of fossil fuels is 
taken into account for pulp and paper manufacturing, thus implying direct 
emissions. 

2.4 Hydrogen 

The hydrogen module included in TEMOA-Europe is mainly based on the JRC-
EU-TIMES [63], covering the hydrogen value chain in 4 steps: production, 
storage, delivery and end-use, as presented in Table 23. Figure 21 reports an 

 
* Includes both Kraft and sulfite pulping. 
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overview of the TEMOA-Europe hydrogen module; note also that hydrogen can 
be generated as a by-product by chlorine production technologies.  

Table 23. Overview of the hydrogen value chain in TEMOA-Europe. 

Value chain step Classification 
Production (17 technologies) • Centralized production (underground storage) 

• Centralized production (underground storage) 
produced from electrolysis 

• Centralized production (tank storage) 
• Centralized production (tank storage) produced from 

electrolysis 
• Decentralized production (tank storage) 
• Decentralized production (tank storage) produced 

from electrolysis 
Storage (3 processes) • Underground  

• Centralized tank  
• Decentralized tank 

Delivery (12 technologies) • One or more processes for each end-use sector, 
including blending with natural gas 

Synfuel production (11 
technologies) 

• Methane production 
• Diesel production 
• Kerosene production 
• Methanol production 

Electricity production (1 
technology) 

• Utility scale fuel cell generation plant 

End-use • Industry (3 technologies) 
• Transport (5 technologies) 

 

Table 24 lists the commodities and associated codes related to hydrogen 
production and use. 

The description of the hydrogen production technologies listed in Table 23 
and included in TEMOA-Europe retraces the classification of the European 
Commission for the hydrogen strategy [173] including:  

• Grey hydrogen produced using fossil fuels; 
• Blue hydrogen produced using fossil fuels processes equipped with carbon 

capture; 
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• Water electrolysis-based hydrogen production; 
• Renewable energy sources-based hydrogen production; 
• Green hydrogen production using renewable-based electricity in 

electrolytic processes. 

Produced hydrogen can be either stored without losses before the delivery or 
delivered to consumption processes. Storage processes in Table 23 are used 
according to the scale of the associated production technology [174]: 

• Underground storage: associated to medium- or large-scale production 
conventional technologies (e.g. SMR). 

• Centralized tank storage: associated to unconventional processes (e.g., 
oxidation of heavy oil) and small-scale production. 

• Decentralized tank storage: associated to small-scale production. 

The delivery process is again based on [63] and allows considers both pure 
hydrogen and methane-hydrogen blending. Hydrogen may undergo several steps 
in the JRC-EU-TIMES [63] as in the list below: 

• Compression; 
• Underground storage; 
• Transmission; 
• Distribution; 
• Liquefaction; 
• Storage bulk; 
• Road transport; 
• Refueling. 

The additional possibly needed commodities (electricity and gasoline) are 
taken into account for the delivery process assigned to the specific hydrogen 
commodity. The delivery process associated to each centralized or decentralized 
production technology are listed in Table 25 and Table 26, respectively, and 
generate commodities to be consumed in different end-use sectors. 
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Figure 21. Overview of the TEMOA-Europe hydrogen module [175]. 

The delivery of the methane-hydrogen blend involves compression, 
underground storage, transmission and blending, and produces a fuel that can be 
used in substitution of natural gas in all sectors. While the economic parameters of 
this steps retrace again the characterization in [63]. The hydrogen share in the 
methane-hydrogen blend is fixed to 5% in [63], while a maximum allowable share 
is taken into account in TEMOA-Europe that can vary along the decades: based  
on [176] and [177], a maximum 5% volume fraction is allowed in 2020, while a 
maximum 20% volume fraction is possible from 2050 on. 
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Table 24. Commodities envisaged in the production and end-use steps of the TEMOA-
Europe hydrogen value chain. 

Value chain 
step Commodity Code 

Production 

Hydrogen, centralized production, underground 
storage 

UPS_HH2_CU 

Hydrogen, centralized production, tank storage UPS_HH2_CT 
Hydrogen, decentralized production, tank 
storage 

UPS_HH2_DT 

Hydrogen from water electrolysis (WE), 
centralized production, underground storage UPS_HH2_WE_CU 

Hydrogen from WE, centralized production, 
underground storage 

UPS_HH2_WE_DT 

End-use 

Liquid hydrogen (transport) TRA_L2H 
Gaseous hydrogen (transport) TRA_GH2 
Hydrogen (industry) IND_HH2 
Hydrogen from WE (industry) IND_HH2_WE 

 

While details about end-use demand technologies consuming hydrogen as fuel 
are described in Sections 2.1, 2.2 and 2.3, both pure and blended hydrogen can be 
also used in the power sector for utility scale proton exchange membrane fuel cell 
(PEMFC)-based electricity generation plants, as in [63], and especially for synfuel 
production. 

Technologies for synfuel production are characterized as in [63]. Synfuel 
production includes: 

• Synfuels produced through methanation, hydrogenation or co-electrolysis 
of hydrogen and CO2: synthetic methane, synthetic diesel, synthetic 
kerosene and synthetic methanol. The CO2 flow can be derived either as 
CO2 stored in plants equipped with CCS or CO2 in atmosphere directly 
captured in air. 

• e-ammonia produced using WE-based hydrogen. e-ammonia is defined as 
an electro-fuel, since it is produced hydrogen produced through 
electrolysis. 

Note that CO2-synfuels are identical to the corresponding fossil fuels from a 
chemical point of view in terms of specific CO2 emissions. Hence, technologies 

74



 

 

that already consume fossil fuels can now consume the corresponding synfuel 
without any modifications in their characterization. 

Table 25. Delivery processes for pure hydrogen from centralized production modeled in 
TEMOA-Europe. For each process, the steps included in the delivery chain are indicated 
with “×”. 

Input 

D
elivery process 

C
om

pression 

U
nderground storage 

T
ransm

ission 

D
istribution 

L
iquefaction 

Storage bulk 

R
oad transport 

R
efueling * 

Output 

UPS_HH2_CU 
Electricity 
Gasoline 

1 × × ×  × Liquid × L2L TRALH2 

2 × × ×  × Liquid × L2G TRAGH2 

3 × × ×   Gas × G2G TRAGH2 

UPS_HH2_CU 
Electricity 

4 × × × ×    G2G TRAGH2 

UPS_HH2_CT 
Electricity 
Gasoline 

5 ×  ×  × Liquid × L2L TRA_LH2 

6 ×  ×  × Liquid × L2G TRA_GH2 

UPS_HH2_CT 
Electricity 

7 ×  × ×    G2G TRAGH2 

8 ×  × ×     IND_HH2 

9 ×  × ×     IND_HH2_WE 

* Refueling can be liquid-to-liquid (L2L), liquid-to-gas (L2G) and gas-to-gas (GTG). 
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Table 26. Delivery processes for pure hydrogen from decentralized production modeled 
in TEMOA-Europe. For each process, the steps included in the delivery chain are 
indicated with “×”. 

Input 

  D
elivery 

process 

L
ocal gas 

storage bulk 

D
istribution 

O
n-site 

liquefaction 

R
efueling 

Output 

UPS_HH2_DT 
Electricity 

  10 ×  × L2L TRA_LH2 
  11 ×   G2G TRA_GH2 

UPS_HH2_WE_DT 
Electricity 

  
12 × ×   IND_HH2_WE 

 

2.5 Nuclear fusion 

In the framework of the consideration of nuclear fusion technologies among the 
available alternatives in the electricity generation sector, its main technical and 
economic features are lumped in the following parameters for the characterization 
in TEMOA-Europe, see also Table 27: 

• Lithium consumption 
• Yearly operation time (annual availability) 
• Lifetime 
• Investment, fixed O&M and variable O&M costs 

Being the optimization process performed with ESOMs generally driven by 
an economic paradigm (aiming at producing the minimum-cost energy system in 
the examined scenario), the economic parameters (costs) play a crucial role to 
establish the optimal technology mix. The work in [45] does not show any data 
used for the characterization of nuclear fusion power plants in the PLANELEC-
Pro, while in [46] and [48] some detailed information about the adopted data for 
the Asian-DEMO reactor encompassing the features of both CREST and SlimCS 
reactors are reported. Specifically, the starting availability dates, lifetimes and 
investment costs show good agreement in [46] and [48], even though the two 
works were developed 12 years apart. In particular, nuclear fusion availability 
starts in 2048 in the World-TIMES [46] and in 2050 in ITER-participating 
countries in the DNE 21+ [48]. The assumed lifetime is 40 years in both models, 
while investment costs range from 8820 $/kW in [46] to 8500 $/kW in [48]. Such 
data is considered for the first year of availability of the plants, while a 
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physiological cost decrease driven by technology learning is progressively taken 
into account in both World-TIMES and DNE 21+. In addition, DNE 21+ 
considers one basic and one advanced versions of the technology based on the 
Asian tokamak concepts, accounting for a 22% cost reduction between the two 
types of plants. Concerning the fixed and variable operation and maintenance 
costs, the study in [46] is the only document reporting data adopted in the World-
TIMES model, which considers 77 $/kW and 0.36 $/GJ for them, respectively. On 
the other hand, the annual capacity factor is only quoted in [48] to be 90 %, as 
adopted in the DNE 21+. 

Two technologies were already included in ETM [178] to represent two 
different stages of development of a reactor based on the EU-DEMO concept, the 
first available starting from 2050 (Basic EU-DEMO-based concept), the second 
available starting from 2070 (Advanced EU-DEMO-based concept) [179]. The 
costs for those fusion technologies are computed according to the fusion reactor 
cost estimation performed by means of the PROCESS code [180], which aims to 
minimize the cost of electricity, accounting for constraints on engineering, physics 
and materials of the nuclear fusion power plant (NFPP) [181] and arbitrarily 
increased by 30 %. In this work, a single technology is considered for the EU-
DEMO-based commercial NFPP accounting for a shift in the starting date for the 
availability of the technology due to the most recent adjustments to the 
EUROfusion Roadmap towards commercial NFPPs [32] placing commercial 
fusion starting from 2060. Specific lithium consumption and cost reductions are 
prescribed starting from 2080 (instead of 2070 as in the previous ETM-based 
analyses). 

Concerning ARC, it was added to ETM and made available starting from 
2035, as expected in [36], despite the several technical and economic criticalities 
concerning nuclear fusion for electricity production. The techno-economic 
parameters representing the EU-DEMO-like plant included in ETM are reported 
in Table 27 and compared with those assumed for an ARC-like plant. In 
particular, it is highlighted how the compact nature of ARC allows to consider a 
shorter construction time (5 years) than the EU-DEMO-based reactor concepts (10 
years). Nonetheless, construction times have no role in the TEMOA optimization 
algorithm [56], while they represent a decision parameter in TIMES when run in 
myopic (partial look-ahead) mode [55]. 

Also the Asian-DEMO-based reactor, in the wake of the approach adopted in 
[48] was added to the TEMOA-Europe technological database as representative of 
a family of NFPP developed in Asia, considering a single technology available 
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starting from 2060. The same investment cost as in [48] is taken into account for 
the Asian-DEMO (more than 40% higher than for the 2060 version of the EU-
DEMO-based reactor), while fixed and variable operation and maintenance costs 
are assumed as comparable to those of the EU-DEMO-based NFPP. 

Lithium consumption is taken into account as a parameter contributing to the 
economic optimization in ETM [16]. However, while its cumulative availability, 
attested at 12 Mt [182] makes it essentially inexhaustible, the extraction process 
contributes to the total cost of the system with a contribution of 93 k$/t [182], 
which remains small when compared to the total NFPP cost, for all the 
technologies considered here. All in all, such a parameter is expected not to have a 
considerable influence on the choices made by the model.  

The lithium consumption is estimated on the basis of the expected declared 
tritium consumption for all the reactors considered here and reported in Table 27. 
The tritium consumption for the EU-DEMO is estimated at 0.38 – 0.76 kg/day for 
1.5 GWe, corresponding to 92.4 – 184.9 kg/year for 1 GWe full power year (fpy) 
and, approximately, to 14 – 7 kg of Li 

6 /PJe [183]. For the Asian-DEMO-based 
reactor, the estimation of 123 kg of tritium per GWye performed in [35] for the K-
DEMO is considered to be applied, corresponding to ~ 9 kg of Li 

6 /PJe.  

As no data concerning tritium consumption for ARC could be found in the 
literature, the 14.1 MeV neutrons being stopped in the blanket were taken as 
starting point to estimate the tritium (thus lithium) requirement. Considering the 
ARC fusion power (525 MW)  [184], a fusion frequency of 2.32 ⋅ 1020 1/s and the 
tritium mass, the tritium consumption can be estimated. The obtained requirement 
is 0.10 kg/day, equivalent to 36.5 kg/year for the rated net electric power to the 
grid at a first development stage of 190 MWe (set at 2035 in this work) [184], 
returning 192.1 kg/GWe. The final estimations for Li 

6  consumption per PJe for 
ARC are reported in Table 27. A further development is taken into account for 
the ARC-based reactor technology in 2050, with a shift to a higher electrical 
power output of 250 MWe, expected in [36] and to a lower specific lithium 
consumption (starting from the same fusion power of 525 MW). 

Table 27 also highlights how ARC would represent the least expensive NFPP 
concept, in terms of single plant costs (construction, operation and maintenance) 
and investment requirement per MW installed power. On the other hand, the costs 
for the EU-DEMO and the Asian-DEMO are computed on the basis of a reactor 
expected to provide 500 MWe to the grid, and that would make ARC’s investment 
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cost per MWe (2035) just the 10% lower than EU-DEMO (2060), while the 
economic advantage of ARC for this analysis is visible when, in 2050, it would 
provide 250 MWe electricity to the grid with a cost per MWe more than 50% 
lower than EU-DEMO (2060). 

Nevertheless, costs reported in Table 27 may be highly disputable due to the 
strong uncertainties related to the development of fusion technologies. For 
instance, costs for the ITER project have been already significantly revised 
upwards [43] and research and development costs for fusion (as in all the other 
sectors of the whole economy) may be affected by the current framework of 
generally high inflation and issues to the [185] supply chain. The availability 
factor considered here for fusion technologies, close to 70% (considering a 
operation time around 6000 hours per year) is adopted to account for the 
periodical replacement of main components, such as the blanket and the divertor 
[186]. 

Note that in TEMOA-Europe, presented in Chapter 3, both the European-
DEMO, the Asian-DEMO and ARC are modeled as a single technology each 
encompassing both efficiency and cost improvements envisaged between the 
basic and advanced technologies in ETM (actually only for EU-DEMO). That is 
done in order to avoid entering in function of the advanced technology without 
any installation of the base reactor in the preceding time periods. 
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Table 27. Comparison of techno-economic description of the EU-DEMO, the Asian-
DEMO and ARC-based nuclear fusion reactors. 

Parameter EU-DEMO Asian-DEMO ARC 
Lithium consumption (kg of 

Li 
6 /PJe) 

14 (2060) 
7 (2080) 9 14 (2035) 

11 (2050) 
Yearly operation time  
(h/year) ∼ 6000 ∼ 6000 ∼ 6000 

First year of availability 2060 2060 2035 
Lifetime (years) 40 40 40 
Construction time (years) 10 10 5 
Investment cost 
(B$/plant) 

3.0 (in 2060) 
2.2 (in 2080) 

4.3 
1.0 (in 2035) 
0.7 (in 2050) 

O&M cost 
(M$/plant/year) 

Fixed ∼ 33 ∼ 33 
∼ 20* (in 2035) 
∼ 14 (in 2050) Variable ∼ 23 (in 2060) 

∼ 17 (in 2080) 
∼ 23 

 

 
* Preliminary rough estimation, starting from the estimation considering that the O&M cost 

for an European Pressurized Reactor (EPR) corresponds to 3.3% of the investment cost [234] and 
reducing that value to the 2% of the investment cost for ARC, as nuclear fission fuel requires more 
complex management than in a fusion plant. 
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Chapter 3 

TEMOA-Europe: main features 
and results 

This section present the development of the first version of TEMOA-Europe. 
TEMOA-Europe is the first-of-a-kind open-source and open-data energy system 
optimization model for the analysis of the European energy mix, particularly 
suited for studies concerning penetration of nuclear fusion technologies. TEMOA-
Europe is based on the energy balance for the European region as structured in the 
EUROfusion TIMES Model. While ETM is a model of the global energy system 
in 17 regions connected via trade processes [187], TEMOA-Europe takes into 
account a closed system representing Europe alone. TEMOA-Europe adopts an 
optimization strategy aiming to supply energy services at the minimum global 
cost (more precisely, at the minimum loss of total surplus) [16] starting from 2005 
(the so-called "base year") up to 2100, in order to effectively observe the possible 
effects of the integration of nuclear fusion in the electricity production sector once 
it would be commercially available. In general, TEMOA-Europe is suited for the 
exploration of future energy scenarios according to a set of either technical 
constraints or policy-driven strategies. 

Therefore, the TEMOA-Europe dataset includes a detailed techno-economic 
characterization for the construction of the existing RES in the base year and for 
its future development, socio-economic trends, constraints for the availability of 
resources (including limits for both extraction and import) and user-defined 
constraints for the generation of alternative scenarios, e.g., CO2 emission 
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trajectories. Taking advantage of the involvement in the EUROfusion WPSES for 
the maintenance and development of ETM, which is not fully accessible to the 
general public for the time being, TEMOA-Europe and ETM present a similar 
structure.  

This section presents the general structure of TEMOA-Europe, along with the  
novelties purposedly developed to enhance the TEMOA framework and adopted 
in the model itself. Indeed, the original TEMOA source code already included a 
large set of parameters and constraints, but they have been enhanced or integrated 
with additional features within the MAHTEP Group at Politecnico di Torino 
[188]. The full TEMOA-Europe database in the version produced for this work is 
available at [189], along with a preprocessing file to reduce the manual 
compilation of the database. 

3.1 Spatial scale, time scale and treatment of time 

The spatial scale under consideration in TEMOA-Europe includes 26 out of the 27 
EU Member States (excluding Croatia), the EFTA countries (Iceland, 
Liechtenstein, Norway and Switzerland) and the United Kingdom, as visible in 
Figure 22. The mentioned countries are gathered into a single region, therefore 
sharing a single set of socio-economic drivers and the same features for all the 
technologies included in the database. For that reason, results cannot be analyzed 
for individual countries, as it happens instead in the JRC-EU-TIMES [63] 
including a different characterization for all the EU countries. 

In order to perform future projections, the long-term TEMOA-Europe time scale 
(from 2005 to 2100) is articulated over several time steps: 2005, 2010, 2015, 
2020, 2025, 2030, 2035, 2040, 2050, 2060, 2070, 2080 and 2100. The time 
periods resolution is chosen to be less refined by the end of the time horizon 
because of the higher degree of uncertainty about driver projection. 

While the annual value of each final service demand of the model is known at 
the base year and projected using exogenous drivers and elasticities, the intra-
annual distribution of the demand is also important to consider seasonal and daily 
variations of environmental conditions that affect the energy demands. The 
subdivision of each milestone year into more refined time slices is performed in 
TEMOA-Europe considering three seasons (intermediate, summer, winter) and 
three times of day (day, night and peak), leading to 9 time slices per year. A 
percentage of the total time of the year is assigned to each time-slice, as reported 
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in Table 28. The time repartition among the seasons is uniform (25% of the total 
time of year per season), while it reflects the different duration of day and night in 
summer and winter. 

 

Figure 22. Countries included in the TEMOA-Europe energy statistics. 

 

Table 28. Subdivision of the time scale of each milestone year among seasonal and daily 
time slices in TEMOA-Europe. 

Season 
Time of Day 

Intermediate Spring Summer 

Day 19.0% 19.0% 18.8% 

Night 9.4% 9.4% 9.4% 

Peak 5.0% 5.0% 5.0% 

 

Final service demands could be distributed among the time-slices according to 
different proportions with respect to those shown in Table 28 to consider their 
possible significant dependence on environmental conditions. For instance, that is 
crucial for lighting and thermal energy in buildings, being lighting demand 
influenced by the time of day and space heating and cooling strongly dependent 
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on the season of the year. Such an unbalanced time distribution of demands 
among the time-slices implies that an overcapacity of technologies producing 
them is installed, since the energy system must be able to satisfy the demands in 
all the time-slices (due to the application of inelastic demands, thus not affected 
by price variations). At the current state of development of TEMOA-Europe all 
the demands are considered simply on an annual basis, due to their effect on the 
computational cost. Therefore, intra-annual optimization is now limited to power 
production, e.g. from renewable energy sources considering their different 
availability in the different time slices, using a variable capacity factor. To 
examine in detail also the role of, e.g., storage technologies coupled with 
renewable energy plants, additional developments of TEMOA-Europe would 
consider more refined time representation. 

3.2 Reference Energy System 

The TEMOA-Europe RES is represented in a schematic version in Figure 23. It 
encompasses all the steps between primary commodity production and import and 
the satisfaction of energy service demands. Figure 23 also reports the number of 
both existing (base year) and new technologies included in the TEMOA-Europe 
RES. 

The upstream sector considers the extraction from reserves of fossil fuels 
(heavy oil, oil sands, natural gas, brown coal, hard coal), uranium and lithium and 
the availability of primary renewable potential from hydroelectric, geothermal, 
solar, tide, wave, wind and biomass (including ethanol production from crop, 
solid biomass, industrial biowaste, municipal wase, renewable biogas and liquid 
biofuels) sources. Extracted fossil resources are then processed and transformed 
for use in energy technologies. The upstream sector also includes the hydrogen 
value chain characterized in Section 2.4. In parallel, fossil fuel commodities – oil, 
gas, liquified natural gas (LNG) and hard coal – can also be imported from 
abroad. 

Fossil fuels, renewable commodities and hydrogen in output from the 
upstream sector can be either used for power generation or directly adopted in 
end-use sectors. The power sector considers heat and electricity production plants 
(including cogeneration) and electricity imports. Also heat and electricity (from 
centralized and decentralized plants) can be used in end-use sectors (agriculture, 
commercial, residential, transport and industry). End-use sectors serve a set of 
end-use demands specified along the entire model time horizon (from 2005 to 
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2100), as described afterwards in Section 3.5. In particular, agriculture is modeled 
through a single technology aggregating agricultural energy uses. The commercial 
sector satisfies space heating, space cooling, water heating, refrigeration, cooking, 
lighting, other non-specified energy uses and electric office equipment demands. 
Similarly, the residential sector accounts for the satisfaction of space heating, 
space cooling, water heating, dish washing, clothes washing, clothes drying, 
refrigeration, cooking, lighting and other electricity use demands. As shown in 
Section 2.1 and Section 2.2, the transport sector includes road (cars, light 
commercial vehicles. light trucks, medium trucks, heavy trucks, buses two-
wheelers and three-wheelers) and non-road (aviation, trains and navigation) 
transportation technologies satisfying demands in terms of driven distance, 
besides non-energy uses, modeled according to a single technology consuming 
oil-derived lubricant. Also industrial technologies include energy services (steam 
boiler, process heat, machine drive, electro-chemical processes, feedstock for the 
chemical sector and other energy uses) production to feed the energy-intensive 
industrial subsectors described in Section 2.3, which satisfy demands in terms of  
production of industrial materials, and namely steel and ferroalloys in the iron and 
steel subsector; alumina, aluminum, copper and zinc in the non-ferrous metals 
subsector; HVCs, ammonia, methanol, chlorine and other minor chemical 
products in the chemical subsector; paper in the pulp and paper subsector; cement, 
glass and ceramics in the non-metallic minerals subsector. Also other industries, 
non-specified industrial energy use and non-energy uses are modeled according to 
a single aggregated process (as in the case of the agriculture sector), each 
satisfying a single demand. 

Moreover, a sequestration module on the example of that modeled in ETM is 
present to take into account the possibility to store and utilize CO2 instead of just 
venting it. Indeed, some technologies characterized for the power and the 
industrial sector are able to capture CO2. Then, that can either contribute to the 
total levels of CO2 emissions computed by the tool or be stored/absorbed, 
considering afforestation and reservoirs (onshore/offshore enhanced oil recovery, 
onshore/offshore depleted oil fields, offshore gas fields, enhanced coalbed 
methane recovery, onshore/offshore deep saline aquifers, mineralization and 
storage in the deep ocean). While details about this section of the model are 
visible in the TEMOA-Europe database, the presence of a sequestration module 
eases the realization of low-carbon scenarios providing alternatives for the 
decarbonization process (instead of the use of low- or zero-emission technologies 
alone), as long as CCS is considered available in the represented scenario. 
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All in all, more than 1200 technologies (including ~150 fictitious technologies 
to group commodities in output from the upstream and the power sector and ease 
the allocation to the different end-use sectors and the electricity generation sector, 
too) and ~360 commodities (300 physical commodities representing energy 
carriers, energy services, materials and 44 demand commodities, besides emission 
commodities used to represent CO2 and CH4 outputs in the different sectors of the 
RES) are included in TEMOA-Europe. 
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Figure 23. TEMOA-Europe Reference Energy System.

87



  
 

 
 

3.3 The optimization problem 

The optimization problem solved by TEMOA is comparable to the primal model 
solved by TIMES [190] and is able to compute the optimal values for the decision 
variables of the linear programming (LP) problem (e.g. activity level of 
technologies or new capacity additions), while the dual solution of a TIMES 
model computes marginal costs assigned to each constraint of the primal problem. 
Therefore, TEMOA-Europe is based on the minimization of the objective 
function, which expresses the total cost of total discounted cost of the energy 
system Ctot. The total cost of the system is computed through Equation 10 
according to the discounted sum (through the parameter GlobalDiscountRate 
[56]) of the cost values – investment cost (M€/cap), fixed (M€/cap) and variable 

(M€/act) O&M costs – of each technology t selected in the optimal technology 
mix for the whole considered time scale (considering costs encountered in all 
periods p, vintages v, seasons s and times of day d). It has to be highlighted that 
base year technologies are considered as already completely paid off, thus 
investment costs can be just associated to new technologies. While the investment 
cost and the fixed O&M cost are proportional to the installed capacity (Capt,v) of 
a technology, the variable O&M cost is proportional to the total flow of output 
commodities (FOp,s,d,i,t,v,o, where the index i represents input commodities and o 
represents output commodities). DiscountRate is the technology-specific discount 
rate (or hurdle rate). 

Ctot = GlobalDiscountRate ⋅ ∑(CostInvestt,v ⋅ DiscountRatet,v  ⋅ Capt,v)

t,v

+ ∑(CostFixedp,t,v ⋅ DiscountRatet,v  ⋅ Capt,v)

p,t,v

+ ∑ (CostVariablep,t,v ⋅ DiscountRatet,v  ⋅ ∑ FOp,s,d,i,t,v,o

s,d,i,o

)

p,t,v

 

10 

3.4 Techno-economic parameters 

A list of the main parameters involved in the construction of the database 
containing the techno-economic characterization of the RES in TEMOA-Europe 
is provided in Table 29, reporting the parameters description and their names in 
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TEMOA. In particular, 3 categories of parameters are included in the TEMOA 
formulation:  

• Labels used for internal database processing identify the different kinds of 
commodities (physical, demand, emissions) and technologies (“supply-
side” or “demand-side” sectors), and the belonging of each time period to 

the set of “existing” or “future” years. More in detail, existing (historical) 

periods represent a base for the model where the energy system 
configuration at a certain point in time can be defined and has no freedom 
neither associated investment costs as the existing technologies are already 
present in the energy system when the analysis begins. Existing periods 
are also used to calibrate the energy-use features of the technologies 
included in the model, based on energy statistics. Future periods, on the 
other hand, represent the optimization horizon in which the total cost of 
the system has to be minimized. In the case of TEMOA-Europe, the base 
year is the only existing year. 

• Sets associate definite entities to the labels mentioned above. In TEMOA 
there are mainly four kinds of sets: periods, sub-annual “time slices”, 

technologies, and energy commodities. Periods require to assign the 
definition of the milestone years considered as representative of each 
period. Then, sub-annual time slices subdivide each period into portions of 
the day (day, night, and peak) and seasons of the year in order to better 
tune the model of the supply part of the RES under exam. Indeed, 
production features of some technologies (e.g., renewable plants) can 
strongly vary according to the seasonal or daily time slices in which they 
operate. The technologies set contains the definition of all the possible 
energy technologies that the model can build, and the commodity set 
contains the definition of all the input and output forms of energy that the 
different technologies consume and produce. 

• Parameters can be used to define processes or constraints, thus, to assign 
techno-economic features, or to assign upper or lower bounds for the 
evolution of technologies. 

Besides the standard parameters and equations implemented in the TEMOA 
framework and accurately treated in [56], the development of TEMOA-Italy [92] 
and TEMOA-Europe within the MAHTEP Group at Politecnico di Torino 
required the expansion of the model capabilities, including thus new parameters 
and features to enhance the accuracy in the techno-economic description of the 
technologies belonging to the RES. 
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Table 29. Main items included in TEMOA. The new/modified parameters are in bold. 

Category Description TEMOA name 

Labels used for internal 
database processing 

Commodity category commodity_labels 
Technology category technology_labels 
Time period labels time_periods_labels 

Sets 

Commodity names commodities 
Technology names technologies 
Milestone years time_periods 
Seasons of the year time_season 
Time periods of the day time_of_day 

Parameters used to  
define processes 

Discount rate GlobalDiscountRate 
Demands 𝐃𝐞𝐦𝐚𝐧𝐝 
Efficiency Efficiency 
Existing capacity ExistingCapacity 

Capacity factors 
CapacityFactor 

CapacityFactorTech 
CapacityFactorProcess 

Capacity to activity Capacity2Activity  
Fixed O&M cost CostFixed 
Investment cost CostInvest 
Variable O&M cost CostVariable 

Emission factors 
𝐂𝐨𝐦𝐦𝐨𝐝𝐢𝐭𝐲𝐄𝐦𝐢𝐬𝐬𝐢𝐨𝐧𝐅𝐚𝐜𝐭𝐨𝐫 

𝐄𝐦𝐢𝐬𝐬𝐢𝐨𝐧𝐀𝐜𝐭𝐢𝐯𝐢𝐭𝐲 
Economic lifetime LifetimeLoanTech 

Technical lifetime 
LifetimeTech 

LifetimeProcess 

Parameters used to  
define constraints 

Minimum capacity constraint MinCapacity 
Maximum capacity constraint MaxCapacity 
Minimum activity constraint MinActivity 
Maximum activity constraints MaxActivity 
Minimum activity for technology 
groups MinGenGroupTarget 

Maximum activity for technology 
groups 

𝐌𝐚𝐱𝐀𝐜𝐭𝐢𝐯𝐢𝐭𝐲𝐆𝐫𝐨𝐮𝐩 

Minimum capacity for technology 
groups 𝐌𝐢𝐧𝐂𝐚𝐩𝐚𝐜𝐢𝐭𝐲𝐆𝐫𝐨𝐮𝐩 

Maximum capacity for technology 
groups 𝐌𝐚𝐱𝐂𝐚𝐩𝐚𝐜𝐢𝐭𝐲𝐆𝐫𝐨𝐮𝐩 

Maximum production across time 
periods 

𝐌𝐚𝐱𝐑𝐞𝐬𝐨𝐮𝐫𝐜𝐞 

Share of input commodity TechInputSplit 
Minimum commodity input share for 
technology groups 

𝐌𝐢𝐧𝐈𝐧𝐩𝐮𝐭𝐆𝐫𝐨𝐮𝐩 

Maximum commodity input share for 
technology groups 

𝐌𝐚𝐱𝐈𝐧𝐩𝐮𝐭𝐆𝐫𝐨𝐮𝐩 

Share of output commodity TechOutputSplit 
Maximum commodity output share for 
technology groups 

𝐌𝐚𝐱𝐎𝐮𝐭𝐩𝐮𝐭𝐆𝐫𝐨𝐮𝐩 
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The first new parameter and the associated equation implemented in the 
TEMOA model formulation is the annual capacity factor, used to connect the 
technology capacity (Cap) to its activity (Act), according to Equation 11. The 
capacity-to-activity (Capacity2Activity) factor, representing a conversion factor 
from capacity to activity unit of measurement and especially useful for electricity 
production technologies, is also included in the evaluation. 

(CapacityFactor ⋅ Capacity2Activity) ⋅ Cap ≥ Act 11 

While the activity represents the total flow of output commodities from a 
technology (e.g., the activity of a power plant is the energy produced during the 
year in PJ, the activity of industrial facilities is the total periodical production in 
terms of demand commodity and by-products in Mt, etc.), the capacity of a 
technology can be defined as its nominal production capability as if it was 
continuously operated at full load. The capacity of a power plant is for instance its 
nominal installed power in GW while the activity corresponds to the actual 
electricity output in PJ; on the other hand, the capacity of industrial facilities is the 
maximum production capability in Mt, while the activity is the actual production 
output, always accounted for in Mt. The capacity factor is used to account for the 
unavailability periods of technology, due to unavailability of its input energy 
resources or to maintenance. Capacity2Activity represents the maximum annual 
energy producible if the plant was constantly operated at its nominal power, and it 
is evaluated according to Equation 12 for electricity generation technologies, 
while is usually equal to 1 for all the other technologies sharing the same capacity 
and activity units. 

Capacity2Activity = 8760 (
h

y
) ⋅ 3600 (

s

h
) ⋅ 10−6 (

PJ

GJ
) = 31.536 (

PJa

GW
) 12 

The LifetimeTech (assigned to technologies with constant lifetime along the 
time scale) and the LifetimeProcess (indexed by time period, so possibly 
different according to the time period in which the technology is installed) 
parameters are used to define the technical lifetime of a technology. 

Moreover, some operations can be automated to guarantee a manageable 
database compilation, like the data interpolation/extrapolation and the 
computation of technology-specific emission factors. An automatic algorithm was  
developed [191] to perform a preprocessing on the database file (manually 
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compiled), including all the descriptive parameters of the RES. The new functions 
implemented to automatically preprocess the data to obtain the desired RES 
description consist of: 

An automatic interpolation and extrapolation process (totally missing in the 
original TEMOA version [192], that requires the manual specification of the 
parameters for all the time periods included in the optimization process), 
performing the same operations encompassed in, e.g., the TIMES framework. 
This feature, including the option of setting different interpolation and 
extrapolation rules for different parameters in the Excel files, is automatically 
executed by the software. In particular, it is possible to assign 
interpolation/extrapolation options to the parameters included in the TEMOA 
database to set: 1) the interpolation type (linear or log-linear); 2) whether 
interpolation only or also extrapolation should be operated; and 3) whether 
extrapolation should be performed backward or forward. Table 30 lists the 
parameters for which interpolation and extrapolation are required, specifying the 
applied rule. For the technology lifetime, a piecewise constant interpolation curve 
has been chosen, to maintain an integer value for the parameter. Note that the 
constraints applied to technology groups (rather than to single technologies) – and 
namely MaxGenGroupLimit, MinGenGroupTarget, MinInputGroup, MaxInputGroup 
and MaxCapGroupLimit are only linearly interpolated, but not forward 
extrapolated, as it happens for the other parameters. These integrations strongly 
simplify the database construction and its modification, allowing to build larger 
and more complex RESs. 

The automatic evaluation of the technology-specific emission factors, which 
are implemented in TEMOA through the dedicated parameter EmissionActivity, 
proportional to the technology activity. A parameter representing the emission 
factors per unit of commodity consumed (CommodityEmissionFactor) has been 
added to the database, and the operation performed in the preprocessing script 
(reported in Equation 13) is the sum of the contribution of the Commodity-based 
Emission Factor CEF, divided by the efficiency of the technology to obtain the 
correspondent emission factor per unit of output, plus additional process-related 
emission factor TEF possibly associated to a technology. 

EmissionActivity (
kt

act
) =

1

Efficiency (
act
PJ )

∙ CEF (
kt

PJ
) + TEF (

kt

act
) 13 
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Table 30. Interpolation/extrapolation rules implemented in the preprocessing Python 
script. 

Parameter 

Interpolation/Extrapolation Rule 
Piecewise  
Constant  

Interpolation 

Piecewise  
Linear  

Interpolation 

Forward  
Constant  

Extrapolation 
LifetimeProcess ×  × 

Efficiency  × × 

TechInputSplit  × × 

TechOutputSplit  × × 

EmissionActivity  × × 

CostInvest  × × 

CostFixed  × × 

CostVariable  × × 

MaxActivity  × × 

MaxGenGroupLimit  ×  

MaxCapacity  × × 

MinActivity  × × 

MinGenGroupTarget  ×  

MinCapacity  × × 

MaxInputGroup  ×  

MaxOutputGroup  ×  

MinInputGroup  ×  

MaxCapGroupLimit  ×  
CapacityFactor  × × 

CapacityFactorProcess  × × 

CapacityCredit  × × 

3.5 Demand projection 

In TEMOA-Europe, the expected levels of energy service demands are projected 
along the analyzed time horizon according to socio-economic drivers. The future 
projection of energy service demands is performed according to Equation 14, 
where Demandt and Demandt−1 and the service demand levels at time step t and 
t − 1, respectively, δt and δt−1 are the driver values at time step t and t − 1, 
respectively, while et is the elasticity of the driver to the demand, associated to 
the time step. 
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Demandt = Demandt−1 ⋅ [1 + (
δt

δt−1
− 1) ⋅ et] 14 

Elasticities of such kind are usually adopted to correct demand projections in 
order to capture changing patterns in energy service demands in relation to socio-
economic growth, such as a saturation in some energy end-use demands, 
increased urbanization, or changes in consumption patterns once the basic needs 
are satisfied [16]. Driver projections along the whole time horizon taken from the 
International Energy Outlook 2021 [193] are implemented in the TEMOA 
formulation and included in the TEMOA-Europe database preprocessing script, 
also available at [189]. In the ESOM context, other elasticities may be used to 
adapt demand for energy services to the computed price of the commodities 
involved in the energy system under analysis. Such parameters, either called 
“price elasticities” or “elasticities of substitutions”, can be implemented in TIMES 
[16] and have also been tested in TEMOA [194]. However, they are not adopted 
in TEMOA-Europe for the time being. The demand constraint is the most 
important TEMOA equation as demands for all the energy services included in the 
model must be exactly met (no overproduction) at each time step. All the 
categories of service demands that must be satisfied in TEMOA-Europe, along 
with the drivers to be used in Equation 14 throughout the time scale, are listed in 
Table 31. The specific driver and elasticity values for each time period, as well as 
the base year demand level, instead, are reported in detail in the TEMOA-Europe 
database at [189]. 

3.6 Constraints 

Constraints are used in TEMOA-Europe to 1) define existing capacity for 
technologies already present in the model base year and their progressive disposal 
along the time scale and 2) to implement technical, economic and environmental 
constraints for the future evolution of the energy system. 

Besides constraints already implemented in TEMOA to limit the adoption of 
single technologies either based on their installed capacity or their activity 
(MaxCapacity and MaxActivity, respectively), some new features have been 
developed in [92] to enhance the representation of the energy system. As far as 
the residual capacity of an existing technology (already installed in the base year) 
is concerned, the existing capacity of a certain technology at the base year should 
be set, together with its residual capacity evolution in time. The evolution in time 
of that capacity is generally linear starting from the base year value and goes to 
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zero after a certain time interval to model the disposal of the existing technology 
in time (according to their lifetime) and to allow the substitution by new 
technologies. A constraint for a progressively decreasing maximum activity 
MaxActivity (linearly decreasing along time) is assigned to all the existing 
technologies forecasting substitution with new technologies contributing to the 
generation of the same output and therefore calling for investments in new 
capacity, i.e. all end-use base year technologies and those belonging to the power 
sector. 

Table 31. Categories of service demands and associated drivers in TEMOA-Europe. 

Sector Service demand Driver 
Agriculture Agriculture service demand (PJ) Value added agriculture sector 

Commercial 

Space heating (PJ) Value added services 
Space cooling (PJ) Value added services 
Water heating (PJ) Value added services 
Refrigeration (PJ) Value added services 
Cooking (PJ) Value added services 
Lighting (PJ) Value added services 
Other energy use (PJ) Value added services 
Office equipment (PJ) Value added services 

Residential 

Space heating (PJ) Average number of households 
Space cooling (PJ) GDP per household 
Water heating (PJ) Population 
Dish washing (PJ) GDP per household 
Clothes washing (PJ) GDP per household 
Clothes drying (PJ) GDP per household 
Refrigeration (PJ) GDP per household 
Cooking (PJ) Population 
Lighting (PJ) GDP per capita 
Other electric (PJ) GDP per household 

Transport 

Cars (Bvkm) GDP per capita 
Light commercial vehicles 
(Bvkm) 

GDP 

Light trucks (Bvkm) GDP 
Medium trucks (Bvkm) GDP 
Heavy trucks (Bvkm) GDP 
Buses (Bvkm) Population 
Two-wheelers (Bvkm) GDP 
Three-wheelers (Bvkm) GDP 
Passenger trains (Bpkm) Population 
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Freight trains (Bfkm) GDP 
Domestic aviation (Bvkm) GDP 
International aviation (Bvkm) GDP 
Domestic navigation (Bvkm) GDP 
International navigation (Bvkm) GDP 
Non-energy use (PJ) GDP 

Industry 

Iron and steel (Mt) Value added metals production 
Non-ferrous metals (Mt) Value added metals production 
Chemicals (Mt) Value added chemical sector 
Pulp and paper (Mt) Value added other energy-intensive 

sectors 
Non-metallic minerals (Mt) Value added other energy-intensive 

sectors 
Other industries (PJ) Value added other industries 
Non-specified energy use (PJ) GDP 
Other non-energy use (PJ) GDP 

 

To allow the definition of the maximum available resource potential for fossil 
fuels, uranium and CO2 sinking in the region under investigation, the  
MaxResource parameter is defined in [188]. With respect to the original 
formulation of the parameter [192] which imposed an upper bound to the 
summation of the resulting activity of a technology for each time period, the 
multiplication by the length of each time period is now added in the sum operator 
to correctly account for the relative weight of each milestone year to the total 
cumulative activity (see Equation 15). 

∑ Acti

tlast

i=tfirst

∙ ∆ti ≤ MaxResource 15 

 

New constraints on technology groups have also been implemented in the 
TEMOA framework [92]. The maximum total activity is used to set an upper 
bound to the total activity of a group of technologies (see Equation 16) in the 
new constraint is MaxActivityGroup, developed similarly to the analogous 
constraint for the minimum activity of a group of technologies 
MinGenGroupTarget, already included in TEMOA and redefined as 
MinActivityGroup for this work. Following the same principle, two new 
constraints were developed to impose limits on the capacity development for 
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groups of technologies. That was needed to allow the applications of the capacity 
curves for electricity generation technologies designed in Section 3.6.1 below. 
Therefore, MaxCapacityGroup and MinCapacityGroup were developed 
according to Equations 17 and 18. Moreover, new constraints on commodity 
shares  have been developed to set the minimum (MinInputGroup, see Equation 
19) or maximum (MaxInputGroup, see Equation 20) percentage that can be 
assigned to a certain commodity in input to a technology group 
(commodityin,group) or the maximum (MaxOutputGroup, see Equation 21) in 
output from a technology group (commodityout,group). Those constraints are very 
similar to the already implemented TechInputSplit and TechOutputSplit 
constraints, with the difference that they are applied to technology groups, while 
TechInputSplit and TechOutputSplit are applied to single technologies, 
imposing a minimum share to their input and output commodities. 

∑ Acttech

tech in group

≤ MaxActivityGroup 16 

∑ CapacityAvailableByPeriodtech

tech in group

≤ MaxCapacityGroup 17 

∑ CapacityAvailableByPeriodtech

tech in group

≥ MinCapacityGroup 18 

commodityin,group

∑ commodityin,group
i

i

≥ MinInputGroup 
19 

commodityIN,group

∑ commodityin,group
i

i

≤ MaxInputGroup 
20 

commodityOUT,group

∑ commodityout,group
i

i

≤ MaxOutputGroup 
21 

 

 

 
 

97



 

 

3.6.1 Maximum capacity curves for electricity generation 
technologies 

The formulation of educated constraints for TEMOA-Europe concerning the 
electricity generation sector is necessary due to the special focus dedicated to 
nuclear fusion. Moreover, Europe represented one of the largest electricity 
producers in the world (more than 4 PWh in 2021, behind North America and the 
Asia Pacific area) generating more than 1 Gt CO2 in 2021 [26]. Electricity 
generation represented the 16% of the total energy supply (TES) worldwide in 2019 
[195], with a 30% reduction with respect to 2010 levels. The increasing 
electrification shares of end-use sectors to address climate change issues and fulfil 
decarbonization targets worldwide are driving a massive boost in electricity 
production [196], with a total generation more than doubled between 1990 and 2019 
[195]. However, this growing tendency is not visible in Europe: whereas a 
continuous growth in electricity generation was experienced starting from the 
second half of the 1990s until the outbreak of the 2008 financial crisis [197], the 
subsequent retirement of traditional fossil plants and the simultaneous growing 
investments in renewable energy started modifying the generation matrix, keeping 
however electricity production levels quite stable in the last ten years [195], as also 
visible from Figure 24. Nonetheless, electricity generation levels are expected to 
increase in the near future, and at least a shift towards non-fossil sources for end-use 
energy services can be expect for the next decades [198]. In this framework, it is 
important to understand whether this change would be coupled to an adequate 
structure of the current electricity sector assessing, for instance, possible gaps in the 
future electricity generation. 

The approach using “S-curves” to describe technology adoption is the most widely 
used in the literature, spreading in the more diverse disciplinary fields and validated 
against technology diffusion pathways in a variety of sectors, from domestic 
appliances to computers, cell phones and the internet [199] over the last century. In 
[200], innovation is compared to the spreading of epidemics, in which the limit to 
the speed of adoption is the lack of information about anything new. Concerning the 
electricity generation sector, the S-curve approach is adopted in [201] to fit growth 
models of wind onshore and solar photovoltaic (PV) technologies in different 
countries. The methodology is based on the Logistic model [202] and the Gompertz 
model [203], and the evolution of wind and solar production is modeled according 
to 4 phases (pre-take-off, take-off, stalling and stability). The fitting parameters are 
established according to statistical variables representing drivers for the take-off and  
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Figure 24. Historical trend for European electricity generation by source. 

the maximum achievable growth in a certain region like, e.g., the share of nuclear 
power, being member of the European Union, the electricity demand growth rate, 
etc.. Historical data are often used as basis to adopt S-curve forecasting approaches, 
like in the case of [204] to compute the evolution of electric vehicle uptake across 
countries in England: an exponential model depending on time and parameters 
based on speed and shape of the transition towards a full electric vehicle fleet is 
presented. The typical technological S-curve, sketched in Figure 25, usually reports 
time on the x-axis and quantity on the y-axis. However, elapsed time is  sometimes 
replaced as the relevant parameter by the amount of economic effort put into 
development [205] or the engineering effort (e.g. number of working hours, 
allocated budged, employed researchers, etc.) needed for the improvement of 
technological performances [206]. Whereas the use of time as independent variable 
is claimed to be erroneous in [207], it is often used in empirical models as data for 
establishing investment levels are difficult to be retrieved [206]. In general, three 
phases are identified in technological development: 1) embryonic, 2) growth and 3) 
maturity (and ageing) [205], supporting the validity of the three-phase sketched 
model in Figure 25. Indeed, the embryonic phase cannot be skipped as time and 
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experience are needed to develop and enhance technologies, and to deploy sufficient 
industrial capacity to support a growth phase [208]. In this work, the embryonic 
phase is associated to a “revolutionary” development phase characterized by fast 

(exponential) growth, the growth phase to an “evolutionary” phase of linear capacity 
deployment, while “maturity” to a phase of slow or null growth. The nomenclature 

“revolutionary”, “evolutionary” and “mature” adopted here is borrowed from the 

experience curve model adopted in the National Energy Modeling System (NEMS) 
by the U.S. Energy Information Administration [209]. 

 

Figure 25. Typical shape of the S-curve for technology adoption, represented both in linear 
and logarithmic scale on the y-axis. 

In [208], these observations were used to formulate a mathematical growth 
model in three phases:  

• exponential growth with doubling of installed capacity every 2 – 4 years. In 
this phase, described by Equation 22, the technology is taken from 
laboratory scale to a level of visibility in the global energy mix (identified as 
“materiality” state [210]), supposed to be reached at 0.1-1% of the 
contribution to total energy supply; 

Pt = Psat ⋅
τexp

τlife
⋅ [exp (

t−ttrans

τexp
) − exp (

t−ttrans−τlife

τexp
)]  
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for t < ttrans 

where 𝑃𝑡 is the capacity at time 𝑡, 𝑃𝑠𝑎𝑡 is the asymptotic capacity level in the 
saturated state, 𝜏𝑒𝑥𝑝 is the characteristic time of exponential growth, 
computed according to Equation 23, τlife is the characteristic lifetime of the 
electricity generation plants and computed again according to Equation 23, 
𝑡𝑡𝑟𝑎𝑛𝑠 is the time at which the transition from the exponential to the linear 
phase occurs. 

τexp

doubling time
=

τlife

technology lifetime
= (1 + 1/e) 23 

• linear growth, described by Equation 24. 

Pt = Psat ⋅
τexp

τlife
⋅ [1 +

t−ttrans

τexp
− exp (

t−ttrans−τlife

τexp
)]  

 

for ttrans ≤ t ≤ tsat 

24 

Note that, despite the definition of “linear” phase provided in [208], 
Equation 24 actually includes also non-linear terms. 

• saturation phase when the growth is stopped and the level of installed 
capacity remains fixed, as described by Equation 25.  

Pt = Psat      for t > tsat 25 

The model is based on the fundamental that the rate of deployment, i.e. the 
number of plants installed each year, is equivalent to the industrial capacity, i.e. the 
capacity of the industry to produce plant components, to transport and install them, 
so that this includes workforce, logistics and the factories to produce plant 
components. 

Based on the observations made in [208], the aim of the methodology developed 
in [52] is to present a method based on the three phases of the S-curve in Figure 25 
and on the available historical data to forecast the deployment of electricity 
generation technologies. Through the forecast of future developments of the 
electricity sector technology capacities based on current trends, the work in [52] 
allows to identify possible gaps in future electricity generation until 2050 to be filled 
up by new technologies not yet visible on the radars of the electricity market (e.g. 
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nuclear fusion) or to raise awareness on the inadequacy of either the current 
installation rates of particular technologies or policies related to their development. 
The results of the projections are also validated against four IEA scenario results 
coming from the latest World Energy Outlook (WEO) 2021 [2] and the International 
Renewable Energy Agency (IRENA) Transforming Energy Scenario (TRES), 
examined in [19]. Here, instead, that method is replicated and extended to compute 
constraints for the maximum capacity development in TEMOA-Europe until 2100. 

The method presented in [52] envisages three cases for the future development 
of the analyzed technologies: 1) extrapolation of historical data is performed in case 
maturity has been reached in the examined time frame; 2) a S-curve is depicted in 
case the technology has either shown the roll-over out of the embryonic phase or is 
still in its initial development stage and shows considerable growth; 3) in the last 
case, the technology shows not considerable growth despite being far from maturity, 
and a stagnation of the current capacity is taken into account. Please note that the 
analysis in [52] is based on a global scale and adapted here to the European context 
under exam.  

3.6.2 Analysis of the historical installed capacity trends in the 
electricity generation sector 

Figure 26 collects the behavior of installed capacity for ten categories of electricity 
generation plants over the last four decades at the European level. The considered 
categories include fossil, biomass, hydropower, nuclear fission, geothermal, wind 
onshore, wind offshore, solar PV, concentrated solar power (CSP) and marine 
plants. Note that, considering the validity of the S-curve model applied to electricity 
generation technologies, the different technological classes are clearly in different 
phases of their development throughout the analyzed time frame. In particular, 
looking at the trends for the categories fossil (including coal, oil and gas power 
plants), hydropower and nuclear fission in Figure 26, they should be associated to. 
Indeed, global capacity for those technologies is the highest among all sources and 
shows stable levels always well above 100 GW all over the most part of the last 40 
years. 

In particular, Figure 26 shows how nuclear fission was experiencing a 
considerable growth in the first half of the 1980s; that trend was evidently 
interrupted in correspondence with the Chernobyl accident in 1986 [211] slightly 
above 100 GW. On the other hand, the Fukushima accident [212] in 2011 triggered 
a decreasing installed capacity trend also supported by political choices envisaging, 
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e.g., the planned nuclear phase-out in Germany [213]. 

On the other hand, a constantly growing trend is visible for biomass capacity, 
which has more than quadrupled in the last 20 years, with an average 8% yearly 
growth rate, corresponding to a doubling time slightly lower than 9 years. Also wind 
onshore and solar PV have been experiencing a clear growth trend, with far larger 
rates than the abovementioned biomass technological class. While wind onshore 
capacity increased by 15 times between 2000 and 2020, it showed a clearly slower 
growth in the last ten years, with a yearly growth rate well below 10%. Solar PV 
capacity increased by almost 800 times between 2000 and 2020, as visible in Figure 
26, with a doubling time even lower than 2 years in the first decade of this century. 
It has also to be observed that a clear decline of this growth rate has happened after 
that, with a yearly growth rate that is constantly decreasing and is now around 10%. 
Other renewable technologies like solar CSP and marine are clearly in their initial 
development stage with stagnating capacity for the most part of the last two 
decades; on the other hand, geothermal capacity shows a trend of constant growth 
since the beginning of the century, but stays well below 10 GW installed capacity, 
with a doubling time close to 10 years; wind offshore is the only technology 
showing the clear increasing trend typical of a revolutionary/exponential growth 
among them, retracing a similar path as that observed for wind onshore. 

3.6.3 Modeling future installed capacity trends for electricity 
generation technologies 

The overall methodology for the definition of future maximum capacity trends 
adopted in TEMOA-Europe is based on Figure 27 and articulated as described in 
the following bulleted list. 

• Case 1: for technologies that are already in their maturity phase according to 
historical data for installed capacity (see Figure 26), showing a slow growth 
in  the last 40 years and installed capacity above 100 GW in such time 
frame: the increasing trends for fossil and hydropower technologies over the 
last two decades suggest that the current industrial capacity is sufficient to 
support constantly growing capacity additions. However, policy 
commitments to phase out fossil fuels [7] or nuclear fission plants [214] 
cannot be recognized by this approach. Since historical data for the 
development in maturity phase are available here, that is modeled 
extrapolating the line of best fit of historical data to comply with the actual 
developments of the energy system (either according to an exponential trend 
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as in Equation 26, where the coefficients 𝑏 and 𝑚 are computed according 
to the Microsoft Excel function LOGEST [215], or to a linear trend as in 
Equation 27, where the coefficients 𝑚 and 𝑞 are computed according to the 
Excel function LINEST [216]), corresponding to the trend with the 
maximum coefficient of determination 𝑅2 [217]. Nonetheless, trends for 
fossil and nuclear installed capacities would be dictated by policy choices 
more than either actual technological development or capability of the 
industry to support technological advancement. 

Pt = b ⋅ at 26 

Pt = m ⋅ t + q 27 

• Case 2: for technologies showing exponential growth in Figure 26 at the 
beginning of the available data set, with doubling times below 4 years for at 
least one decade and a roll-over between revolutionary and evolutionary 
phase, retracing the typical shape of a S-curve as from Figure 25. In this 
case, an exponential regression is generated in the revolutionary phase, 
which is identified in the period presenting the best fit of historical data with 
an exponential curve [217], using Equation 26. Then, the evolutionary 
phase of capacity growth according to a linear trend is modeled according to 
the linear interpolation between the YOY capacity growth rate at the end of 
the revolutionary phase and 0, which is the growth rate associated to the end 
of the evolutionary phase (with a duration computed using Equation 23). In 
the transition between the revolutionary and the evolutionary phase, the 
derivative of the installed capacity, i.e. the industrial capacity, is continuous, 
while the duration of the linear growth is limited by the maturity capacity 
level, as the duration of the evolutionary phase is limited by the assumption 
that it lasts for one characteristic lifetime of the technology. Case 2 responds 
to the representation in Figure 27a. 

• Case 3: for technologies showing considerable growth in Figure 26 at the 
beginning of the available data set, with doubling times below 4 years for at 
least one decade but no evident roll-over between revolutionary and 
evolutionary phase. In this case, an exponential regression is generated in the 
revolutionary phase using Equation 26, as in case 2. The end of the 
revolutionary phase is computed backwards considering the assumption that 
the evolutionary phase would end in 2050 (that means maturity is reached at 
that point), as no data show evidence for that. Therefore, the projection in 
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the evolutionary phase is already carried out as in case 2, corresponding 
again to the representation in Figure 27b. 

• Case 4: for technologies showing slow growth over the most part of the time 
scale analyzed in Figure 26. In this case, a clear revolutionary phase cannot 
be identified at any point of the considered time frame as doubling times 
well above 4 years are computed from the whole set of historical data, 
therefore stagnation is taken into account for the whole time scale analyzed 
here. The best fit of historical data (according to a linear fashion as in Figure 
27c) is used to extrapolate future capacity trends, as the typical shape of a S-
curve cannot be retraced.  

Figure 28 reports the flowchart for the application of the abovementioned 
method to forecast curves for the installed capacity of electricity generation curves. 

The characteristic parameters used to perform installed capacity projections for 
Europe according to the abovementioned cases for the different technologies are 
listed in Table 32, while results of the application of the method to European data 
are shown in Figure 29. 

Maximum fossil fuel capacity (see Figure 29a) is anticipated to increase by 
25% in 2050 with respect to 2020 levels, reaching 650 GW. In 2100, instead, it 
would be increased by 67% with respect to 2020 getting to almost 900 GW. The 
same trend is observed for hydropower capacity (see Figure 29a), reaching almost 
300 GW installed capacity by 2100. Eventually, nuclear fission capacity (see Figure 
29b) shows a decreasing trend in line with the evolution in the last two decades, 
reaching less than 30 GW by 2100, even well below pre-Chernobyl levels. Although 
such result is in line with the recent policies considering phase-out or limits to 
nuclear fission capacity installations (even in countries leaders in the use of nuclear 
energy like France, that established a limit to bound nuclear contribution in the 
electricity mix to 50% and capacity to 63.2 GWe [221] by 2035), a decreasing 
growth trend imposed to a zero-emission technology category would represent a 
relevant factor for the decisions taken by the ESOM in the construction of the future 
electricity sector. 
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Figure 26. European trends for the installed electricity capacity 1980-2021 (according to 
data availability) for electricity generation technologies. Elaborated by the author based on 
[218], [219], [220]. 
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Figure 27. Technology development model to forecast capacity curve trends for electricity 
generation technologies. 

 

Table 32. Characteristic parameters for technology capacity projections. 

Technology Case 𝑹𝟐 
(%) 

𝒃 
(GW) 

𝒂  
(-) 

𝒎 
(GW/year) 

𝒒 
(GW) 

Fossil 1 (Equation 27) 96.2   4.32 341.5 
Hydropower 1 (Equation 26) 76.6 133.5 1.006   
Nuclear fission 1 (Equation 27) 90.5   -1.12 144.5 
Biomass 4 (Equation 27) 98.9   2.04 7.24 
Geothermal 4 (Equation 26) 98.7 0.670 1.076   
Wind onshore 2 98.5 13.89 1.176   
Wind offshore 3 95.9 3.385 1.226   
Solar PV 3 90.7 26.49 1.179   
Solar CSP 4 (Equation 27) 78.0   0.0016 2.308 
Marine energy 4 (Equation 27) 76.8   0.0251 1.098 
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Figure 28. Flowchart for the application of the method to forecast installed capacity 
curves for electricity generation technologies. 

 

Biomass and geothermal technologies (see Figure 29b) are modeled 
considering stagnation of installed capacity according to a linear trend using the 
parameters in Table 32. This leads to doubling of installed capacity by 2050 with 
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respect to 2100, while reaching more than 200 GW (biomass) and 12 GW 
(geothermal) by 2100, corresponding to more than four times the installed capacity 
in 2020. 

Concerning wind technologies, they follow almost the same trend but delayed 
by a decade. Both onshore and offshore technologies experienced a dramatic 
increase retracing an exponential behavior in the first decade of their development. 
On the other hand, wind onshore shows a clear bend towards linear development in 
the last part the first decade of this century (see Figure 29c). Then, according to 
case 2 described above, an evolutionary phase is modeled in a linear fashion for a 
technology lifetime of 20 years [222]. That leads to maturity by the early 2030s, at a 
level slightly below 400 GW installed capacity. In the case of wind offshore, the 
historical data in Figure 26 show large growth with a 3 years-doubling time. A roll-
over between revolutionary and evolutionary phase is not evident here, as it 
happened for wind onshore. Therefore, case 3 is used for the projection with 
parameters listed in Table 32. In order to guarantee that maturity is reached by 
2050, the revolutionary phase would last until 2022, while maturity would be then 
reached at 170 GW, as visible in Figure 29c. 

The historical data for installed solar PV capacity show the fastest growth 
among the technologies in Figure 26 in the last decade, with a doubling time lower 
than 2.5 years, thus sufficient to identify a revolutionary phase. As the roll-over to 
the evolutionary phase is not evident – despite a clear brake of the growth rate since 
2013 – the projection is performed according to case 3 guaranteeing that maturity is 
reached by 2050. Therefore, the revolutionary phase to model the evolution of solar 
PV technologies would last until 2022 and is characterized by the parameters in 
Table 32. Maturity would be reached at 2.6 TW, as visible in Figure 29d. 

The historical dataset for Solar CSP capacity in Figure 26 highlights a non-
constant increasing trend with no growth at all between 2015 and 2021. Therefore, 
stagnation is the only possible trend to be considered for the evolution of CSP 
capacity, leading to a very slow growth up to almost 2.5 GW by 2100. 

 Marine energy technologies, as visible in Figure 26, present again very low  
installation levels  and an almost null growth in the last decade. The observed 
doubling time is close to 60 years, thus out of the range 2-4 years required to 
identify a revolutionary phase, and sufficient to justify a stagnation, modeled using 
the parameters in Table 32. Figure 27d shows that projections made according to 
case 4 lead to slightly more than 3 GW installed by 2100. 
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 Concerning constraints for the development of nuclear fusion, targets have been 
set for the development of ARC capacity by Dr. Mumgaard, CEO of 
Commonwealth Fusion Systems, the company aiming to build a compact fusion 
power plant based on the ARC tokamak power plant concept. It has been claimed 
that 2 TW of fusion power are expected to be developed by 2050, supposedly 
starting the operation of the first ARC in 2035 [223]. That would mean having 8000 
reactors delivering 250 MW net electrical power each (as from Table 27). Roughly 
speaking, that target means to consider, in average, slightly more than 500 reactors 
per year entering into operation, thus more than one per day. If considering a simple 
exponential development as in Equation 28 (where P is the installed power and 𝑡 
represents time), the target of 2 TW capacity by 2050 may be reached with a 
doubling time (time needed for installed capacity to double in value) slightly higher 
than 1 year, as technology adoption usually follows an exponential law in the first 
development stages [199]. Note that currently the only source to have achieved 
doubling times lower than 2 years in the initial development phase at global level is 
solar PV, with slightly more than 1.4 years-doubling time (2.5 years at European 
level). 

Pt = Pt−1 ⋅ 2 
1

doubling time 28 

Figure 30 shows what such a high development speed would mean when 
compared against the historical development of other power technologies in the last 
two decades at global level, considering data provided by the U.S. Energy 
Information Administration [218], the International Renewable Energy Agency for 
wind [219] and solar energy technologies [46] and thethe REN21 Project [224]. 
From a first look, the fifteen-year CFS target appears quite ambitious if compared 
to, e.g., the twenty-year development of solar PV and wind offshore which, at a 
certain point, experienced a bend in their growth that slowed down their 
development, as shown in [52]. With such a trend, nuclear fusion capacity would 
surpass the current global installations of both nuclear fission and hydropower 
plants, getting close to the current levels of fossil fuels installed capacity (around 4 
TW in 2019). 

110



 

 

 

 
Figure 29. Historical data and installed capacity projections for a) fossil and hydropower 
technologies; b) nuclear fission, biomass and geothermal technologies; c) wind and marine 
technologies; d) solar technologies. 

In particular, the trend targeted by CFS is definitely not in line with the 

development experienced by solar PV and wind technologies throughout the first 15 

years for which data about installed capacity are available. Indeed, with a growth to 

2 TW by 2050, nuclear fusion capacity would increase by 100 million times, 

compared to 3.4 million times for solar PV and wind offshore, and slightly more 

than 20 thousand times for wind onshore. Note that the size and technological 

complexity of NFPPs with respect to either solar PV panels or wind turbines makes 

the target look quite unlikely to be suitable, especially in a very limited time frame. 
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Figure 30. Global historical capacity development of fossil, hydropower, nuclear fission, 
wind and solar PV technologies against nuclear fusion according to the CFS target of 2 TW 
by 2050, following a trajectory computed according to a simple exponential growth 
deployment. 

On those premises, the constraints adopted for fusion deployment are based on 

different development trends. Thus, three curves are developed here basing on the 

fastest growth model described in [208] and recalled in Section 3.6.1. Such model is 

feasible for the case of nuclear fusion as it is able to work when a target is set for 

Psat, and in the case of nuclear fusion that will be set here at 2 TW. The capacity 

curves are computed according to three different doubling times up to 2100: the 

lower and the upper limits are set to identify the exponential phase mentioned above 

(2 and 4 years) and while the value of 1.4 years corresponds to the fastest doubling 

time in the exponential phase, as identified in the set of global historical data 

belonging to solar PV [52]. In all cases, the lifetime for fusion technologies is set at 

40 years. The three curves are presented in Figure 31. When considering the fastest 

growth globally experienced in the exponential phase with 1.4 years-doubling time, 

the installed capacity in 2100 would almost reach 2 TW, thus very close to the 

targeted saturation capacity, while just 160 GW would be installed in 2050. On the 

other hand, with a 2 years-doubling time, the maximum achievable capacity results 
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in 1.8 TW in 2100. In that case, the installed capacity achieved by 2050 is just 

slightly below 30 GW. When considering instead a doubling time of 4 years, the 

installed capacity development is far slower in the exponential phase (with a 

duration of 40 years) and the final installation level in 2100 is slightly above 1 TW, 

and only 2.6 GW are installed by 2050. 

Concerning other works developing constraints for fusion development, ETM 

takes into account a constraint for the maximum global cumulative fusion capacity 

development based on tritium availability for the basic and the advanced EU-

DEMO-based reactors, considering just 184 GW to be possibly developed globally 

by 184, out of which just 15 GW in Europe [225]. Regarding the Asian-DEMO-

based technology, the study in [48] assumes that the reactor is available in the 

countries participating to the ITER endeavor starting from 2050 (and in some other 

regions of the world starting from 2070), and that installed capacity cannot grow by 

more than 2 GW/year in every region. Note however that the growth rate there is not 

substantiated by any specific study in support of it.  

In the following scenario analysis, the maximum capacity constraint for 

cumulative fusion capacity is selected to follow the “fastest growth” (1.4 years-

doubling time) curve in Figure 31, despite the analysis carried out in a global 

perspective. Indeed, the constraint is regionalized considering that just one-fifth of 

the total fusion capacity would be available for Europe in the model developed here.  

The computed capacity curves presented in Figure 29 and (one-fifth of) the 

fastest growth curve (doubling time 1.4 years) for nuclear fusion in Figure 31 are 

implemented in TEMOA-Europe adopting the MaxCapacityGroup constraint in 

Equation 17. However, fossil fuel and biomass plants equipped with CCS will not 

be constrained according to the trajectories in Figure 29a and Figure 29b, 

respectively, to be left free to contribute to decarbonization, even though their final 

installation/production level will be carefully examined to avoid an unrealistic 

behavior with exceptional growth in a short period of time. It has also to be 

highlighted again how nuclear fission is the only technology group envisaging a 

negative outlook throughout the time frame of the considered scenario. 
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Figure 31. Installed capacity trends for nuclear fusion computed according to 1.4, 2 and 4 
years-doubling times and constraint applied to EU-DEMO based on tritium availability. 

3.7 Main results 

TEMOA-Europe, as all the tools belonging to the ESOM family, is able to 
minimize the total cost of the system optimizing the construction of the RES 
network. Results are obtained in terms of installed capacity levels of the different 
technologies composing the optimized RES, along with their activity (i.e. output 
commodity flow) and the CO2 emissions related to their use. A proper 
postprocessing of the activity levels, combining them with the commodity usage, 
defined through the efficiency and the share of commodities possibly used as 
input for the technologies, gives the possibility to obtain detailed results 
concerning energy supply and consumption.  

3.7.1 Features of the presented scenarios 

This section presents a set of results obtained from illustrative challenging 
scenarios considering stringent CO2 emission trajectory coupled with good 
economic and moderate population growth, as even backed up by the targets of 
the European Green Deal [107]. Projections regarding GDP and population are 
taken from the latest version of the International Energy Outlook [193], which 
provides long-term projections on macroeconomic indicators until 2050. Figures 
until 2100 are simply extrapolated. The prescribed trajectory for the European 
GDP is reported in Figure 32, showing how more than doubling of the GDP 
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levels (+ 156%) reckoned for 2005 is envisaged by 2100. On the other hand, 
concerning population, Figure 32 shows modest growth throughout the TEMOA-
Europe time scale, with just a 13% increase with respect to 2005 levels and 
complete stagnation in the second half of this century. Figure 32 also compares 
trends derived from the International Energy Outlook 2019 [226], showing how 
the effects of the COVID-19 on very-long term projections generally have no 
effect, while GDP growth has been reviewed downwards for the next decades and 
that has effects until the end of the century. Additional relevant constraints 
envisage the end of the dependence on Russian fossil fuels starting from 2025, as 
from the targets of the REPowerEU Plan [6] and the possibility to increasingly 
resort to afforestation to abate up to 1 GtCO₂ per model period. 

Results for three scenarios will be presented, solely differentiated according to 
the availability of nuclear fusion technologies: in the scenario “Fusion_2035”, 

fusion (in particular, the ARC-based technology) is available starting from 2035, 
retracing the characterization in Section 2.5. The scenario “Fusion_2035” will be 

considered as a reference scenario for which detailed results will be presented in 
terms of CO2 emission trajectories and composition of the electricity supply 
sector, along with an overview of the results concerning energy consumption and 
a technology assessment for the transport sector.  

Two alternative scenarios are also considered to take into account the 
uncertainty about the possibility to actually develop nuclear fusion technologies: 
in “Fusion_2060”, all the fusion technologies characterized in Section 2.5 are 
available starting from 2060 and the constraint for the fastest capacity 
development depicted in Figure 31 is applied, but shifted by 25 years (note that 
just one-fifth of the capacity depicted by the curve retracing the 1.4-years 
doubling time in the exponential phase is considered available for Europe, as 
mentioned above). The same happens for ARC features, so that lithium 
consumption and costs are reduced starting from 2080, instead of 2050 as it 
happens in the reference scenario. Eventually, a “No_fusion” scenario is analyzed, 
considering that fusion technologies are not available over the whole time horizon 
of TEMOA-Europe. Results for those two scenarios will be just presented in 
terms of the computed evolution of the electricity generation mix, to show the 
solutions adopted by TEMOA-Europe to contrast the absence of an electricity 
production alternative that may never be unlocked at commercial level. 

In all the scenarios presented here, the maximum yearly CO2 emission levels 
are constrained such as to allow net-zero emissions by 2050, as already performed 
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by IEA in the World Energy Outlook 2021 [2] at the global level. The prescribed 
CO2 trajectory is also in line with the European Commission Fit for 55 [227] 
target, aiming at reducing CO2 emission levels by 55% by 2030 with respect to 
1990 levels (~ 5 Gt [228]). Table 33 reports the adopted emission limits and the 
relative reduction with respect to 1990 levels. Note that the emission limit is 
considered for the energy system as a whole, and not specified according to 
different sectors, so that the model can decide the sectors to be prioritized in the 
decarbonization process. 

 

Figure 32. Projections of the GDP and population growth rate as prescribed in TEMOA-
Europe. 

Table 33. Emission reduction trajectory implemented in TEMOA-Europe. 

Period Emission limit 
(Gt) 

Reduction with respect 
to 1990 (%) 

2030 2.25 55 
2035 1.50 70 
2040 0.75 85 
2050 0.00 100 
2060 0.00 100 
2070 0.00 100 
2080 0.00 100 
2090 0.00 100 
2100 0.00 100 
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Note that the results of the scenarios presented here are only used to show the 
effects of the implementation of the technological modules and constraints 
described in this thesis and the capabilities of the model to reproduce future 
energy trends, while they should be tested both against historical data and also 
compared to other acknowledgeable energy outlooks. Therefore, they do not 
intend to have any policy-relevant significance at this stage. 

3.7.2 CO2 emissions trajectories 

GHG emissions are computed in TEMOA-Europe according to a dynamic method 
that is able to take care of the possible evolution in the composition of some fuels 
to account for the contribution by either biofuels, synfuels (e.g. in traditional fuels 
like gasoline and diesel) or hydrogen (e.g. blended with natural gas with variable 
percentages), as explained in [229]. 

Figure 33 shows in detail the CO2 emissions generated by each sector in 
TEMOA-Europe compared to the net CO2 emissions for the “Fusion_2035” 

scenario. The net CO2 reduction trajectory depicted by net emissions perfectly 
retraces the one in Table 33 for the emission limit starting from 2030, 
highlighting how the model would possibly operate different economically 
optimal choices whenever left free of performing unconstrained optimization.  

The adoption of afforestation measures is the reason for the large difference 
between gross sectoral CO2 emissions and the net emission trajectory in Figure 
33 starting from 2030 on, when the net CO2 trajectory starts significantly moving 
away from the stack of gross sectoral emissions. The constraint on the possibility 
to adopt increasing afforestation as mitigation strategy (mentioned at the end of 
the first paragraph of Section 3.7.1) is also the reason for gross CO2 emissions to 
increase again from 2050 to 2100. The model is the able to find an optimal 
configuration for the RES while reaching the imposed decarbonization targets. 
Gross emission reduction alone, fostered by the transition of supply and demand 
sectors towards a cleaner energy mix, would just allow 85% reduction in CO2 
emissions by 2100 compared to 1990 levels, being below 1 Gt already starting 
from 2050 on. 
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Figure 33. Gross sectoral CO2 emission trajectories compared against the net-CO2 

emission curve depicted in the analyzed scenario. 

In the “Fusion_2035” scenario, the commercial sector is the only one to be 
completely decarbonized by 2100. Nonetheless, the combined contribution of the 
residential and the commercial sectors is very low already at the beginning of the 
time scale represented in Figure 33, contributing together to the almost 7% of 
total emissions in 2020 and to less than 2% of gross CO2 emissions in 2100. 

The power sector experiences almost full decarbonization (over 90% 
reduction in 2100 with respect to 2020), anticipating the phase-out of traditional 
fossil fuel plants, currently representing the bulk of generation capacity in Europe, 
see Figure 26. 

On the other hand, the agriculture sector is the only one experiencing an 
increase in carbon dioxide emissions (+ 12%), due to the unavailability of an 
alternative, low-carbon combination of fuels used to produce agricultural final 
demand which, instead, undergoes a significant increase. 

The set of low-carbon technologies envisaged in the TEMOA-Europe 
database for the industrial sector allows a 50% reduction with respect to 2020 
levels in 2100, making industry the hardest-to-abate end-use sector in TEMOA-
Europe among those represented with a high level of technological 
disaggregation, even though mainly due to the impossibility of decarbonizing 
some processes relying on aggregated fuel consumption (other industries, non-
specified industrial energy use and non-energy uses, see Section 3.2).  
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Also the transport sector presents an almost full decarbonization, with almost 
95% reduction in 2100 with respect to 2020 levels and around 100 MtCO₂ vented in 
2100. In particular, that is also possible thanks to the inclusion of data concerning 
futuristic clean vehicles like ships and aircrafts using hydrogen as fuel. 

Finally, the upstream sector (~ 85% reduction with respect to 2020 levels in 
2100) is mostly decarbonized due to the indirect effect of a general reduction in 
the use of fossil fuels in the other sectors, resulting in dismissed refineries 
avoiding thus more than 100 MtCO₂. 

3.7.3 Electricity supply 

Figure 34 shows the results in terms of electricity generation mix for the scenario 
“Fusion_2035”.  

The effect of the application of the technology adoption curves depicted in 
Section 3.6.3 is especially evident concerning the outlook on nuclear fusion. It 
contributes to the transition towards an almost fully decarbonized electricity 
generation sector with slightly more than 2000 TWh in 2100 – the 25% of the 
total electricity production computed by TEMOA-Europe in the “Fusion_2035” 
scenario. The only technology taken into account for nuclear fusion is ARC, 
which also corresponds to the cheapest reactor concept, as from Table 27. 
However, the global analysis performed in [110] concerning a less stringent 
scenario in terms of CO2 emission reduction (still allowing 1 GtCO₂ in 2100), but 
following the same fastest growth trajectory for nuclear fusion as in Figure 31 
(although based on the global level), showed how fusion would be more 
beneficial in regions of the world other than Europe. In particular, it shows that 
fusion is necessary where the current energy system lacks a prompt 
implementation of clean energy technologies due to a current mix almost 
completely based on fossil fuels (e.g. China), while not having any role in Europe. 
In both cases, ARC is selected as the only NFPP concept to be implemented, 
mainly due to its lower cost when compared to the EU-DEMO and the Asian-
DEMO. All in all, fusion characterization would need further attention in the 
future development of this work, especially concerning constraints tailored to the 
European case, especially to consider that the fusion fuel value chain and the 
industry to support such a massive construction of NFPPs still does not exist in 
large part. 
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The total electricity production is more than doubled in 2100 with respect to 
2020 (see Figure 34a) pointing out how electrification of end-uses is strictly 
related to an effective decarbonization process.  

As visible in Figure 34b, the electricity generation mix at the end of the 
century in the “Fusion_2035” scenario envisages the largest contribution from 
solar energy (28%), with fossil fuels almost completely phased-out (3%), even 
when considering plants equipped with CCS, which are only marginally present in 
the energy mix depicted by TEMOA-Europe for this scenario and just starting 
from 2050 on (representing less than 2% of total electricity production in 2100). 
Indeed, an important result is that, with the characteristics implemented in 
TEMOA-Europe, fossil fuels plants with CCS are deemed as useless for the 
energy transition, despite allowing a 90% emission reduction with respect to their 
traditional counterparts in the TEMOA-Europe database [189]. Wind (25%) and 
hydropower (12%) also represent considerable electricity sources in 2100. Other 
renewables like biomass, geothermal and marine energy technologies slightly 
contribute to the energy mix in 2100 (4% of total generation when considered 
together), despite being clean energy sources. Actually, the role of biomass 
electricity is non-negligible until fusion is available, reaching almost 9% of total 
generation by 2050. The imposed constraint for fission phase-out also almost 
completely excludes that from the electricity generation mix at the end of the 
century (2% in 2100, starting from 24% in 2020). 

All in all, the phase-out of fossil fuels and the increase of electricity demand 
are contrasted in the analyzed scenario adopting growing shares of solar, wind and 
fusion energy, while the role of biomass for electricity production is considerable 
only at mid-century, to contrast the decline of fossil fuel generation when fusion 
still covers a marginal role. Solar, hydropower and other minor renewables are the 
only technologies envisaging considerable growth in total generation even when 
fusion is made available to produce commercial electricity. 
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Figure 34. Evolution of the electricity generation mix at selected time steps in TEMOA-
Europe for the “Fusion_2035” scenario. 

The evolution of the electricity generation mix in Figure 35 for the scenario 
“Fusion_2060” highlights just one single difference with respect to 

“Fusion_2035” in Figure 34: the missing shares of fusion electricity, due to the 
application of the 1.4 years-doubling constraint in Figure 31 with a 25 years-
delay, lead to a larger role of biomass electricity. Indeed, its contribution is always 
around 9% starting from 2050 on, as visible from Figure 35b. 
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Figure 35. Evolution of the electricity generation mix at selected time steps in TEMOA-
Europe for the “Fusion_2060” scenario. 

Concerning the results of the “No_fusion” scenario reported in Figure 36, the 
complete absence of fusion is instead balanced by slightly growing shares of 
solar, wind and biomass electricity with respect to Figure 35, while the phase-out 
of fossil fuels is not possible. However, they contribute to an almost stable 
production level for the whole time scale, as visible from Figure 36a. On the 
other hand, Figure 36b shows how 80% of total electricity would come from 
renewable energy, despite a less effective decarbonization of the power sector. 
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Figure 36. Evolution of the electricity generation mix at selected time steps in TEMOA-
Europe for the “No_fusion” scenario. 

3.7.4 Energy consumption and technology assessment 

Concerning an end-use sector, the transport consumption mix allowing almost full 
decarbonization by 2100 computed by TEMOA-Europe for the “Fusion_2035” is 
shown in Figure 37. While total energy consumption is halved in 2100 with 
respect to 2020 due to the large contribution of electricity, allowing higher energy 
efficiency than traditional internal combustion engines and that can be used for all 
road transport modes and trains, as explained in Sections 2.1 and 2.2, TEMOA-
Europe envisages an almost complete phase-out of gasoline vehicles already since 
2040, despite the current actual transport framework still presents a large number 
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of gasoline vehicles, especially cars. On the other hand, natural gas always 
represents a negligible contribution. 

 Also gas oil (mostly used in heavy-duty road transport) consumption, 
undergoes almost 90% reduction and is mostly used in combination with 
electricity in plug-in hybrid heavy-duty vehicles by the end of the century. 

Figure 37 also shows the full transition from kerosene to hydrogen in 
aviation, especially after 2050, when liquid hydrogen-fueled international aviation 
vehicles are made available in TEMOA-Europe. Also ammonia, available as low-
carbon fuel for ships, represents a major choice to contribute to decarbonization, 
with over 2000 PJ consumed by 2100. 

 

Figure 37. Evolution of the energy consumption mix for the transport sector in the 
“Fusion_2035” scenario. 

An energy system optimization model like TEMOA-Europe is also able to 
provide details about the technology mix in different sectors. Indeed, Figure 38 
presents the choices made in the car sector with electric cars contributing to the 
totality of the demand share already starting from 2040, thus representing a 
necessary option to reach the full decarbonization target by 2050 despite the 
higher costs with respect to traditional vehicles. Nonetheless, it has to be noted 
that TEMOA-Europe cannot recognize, at this stage, possible issues like lithium 
availability for batteries, or other limitations to the diffusion of electric vehicles 
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due to, e.g., range anxiety. Gasoline, LPG and natural gas cars are instead 
disregarded already starting from the 2020 period, while full-hybrid cars 
contribute to substitute traditional internal combustion engines while the transition 
to a full-electric car sector happens. 

 

Figure 38. Technology mix computed for cars in the “Fusion_2035” scenario. 
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Chapter 4 

Conclusion and perspectives 

The pressing issue of climate change and the fast-changing economical and 
geopolitical dynamics require decision-makers to anticipate and shape possible 
future outcomes under a variety of different scenarios that consider resource 
availability and pricing, technology innovation, demand growth, and new energy 
and environmental strategies. 

In the framework of the development of climate change mitigation and energy 
security issues to ease fast and effective decarbonization of the economy, energy 
system optimization models are key tools to drive investment choices and policy 
measures. Indeed, they include detailed, bottom-up technology specifications and 
adopt linear programming techniques to minimize the system-wide cost of energy 
provision and use by optimizing the installation of energy technology capacity 
and its utilization. 

Since the deployment of new low-carbon technologies is strictly related to 
economic efforts to support research, development and commercialization, 
ESOMs play a crucial role in technology assessment to define their possible role 
in the climate change mitigation process. In this framework, the deployment of 
nuclear fusion technologies is experiencing an unprecedented effort concerning 
large financial expenditure in both public and private research, although 
any nuclear fusion reactor would be realistically available in the coming years. 
While private investors would be glad to know that they have bet on the winning 
horse, public financing is subject to the scrutiny of both governments and 
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taxpayers, and energy system models could play an important role in either 
justifying or discouraging huge monetary expenditures on projects that would not 
be able to respond to the expectations. 

Nonetheless, the typical tendency of working with energy system models is to 
rely on proprietary frameworks based on hardly accessible databases that do not 
guarantee full transparency of the results. On the other hand, unavoidable future 
uncertainties grow with time, and the use of models to produce quantitative 
predictions is a perilous approach that often produces misleading conclusions. 
Since it is also clearly impossible to validate the results of models that assess 
future scenarios against the actual developments of the energy system before they 
are realized, the possibility to strongly bias the outcomes of the analyses appears 
evident. 

In the framework of the EUROfusion Consortium to support the development 
of nuclear fusion, the EUROfusion TIMES Model (a global ESOM in 17 regions 
adopting a time scale from 2005 to 2100) is used to address design choices for an 
effective deployment of a reactor concept based on the outcomes of the ITER 
project that would be cost-effective once commercially available. However, the 
closed nature of this model both at the database and software level (TIMES is 
based on a fully accessible source code but relies on paid software) hinders the 
possibility of third-party verification and the guarantee of producing unbiased 
analyses.  

Some open tools for energy system optimization like OSeMOSYS and 
TEMOA have been tested in recent years and have proven themselves comparable 
to the reference TIMES model generator despite the lower degree of detail and the 
possibility to solve just a simplified version of the optimization problem.  

Given that, open-database and open-code partial equilibrium ESOMs allow to 
improve the reliability and transparency of such tools and their results, increasing 
their policy relevance. 

The work aims to develop TEMOA-Europe, the first open-database and open-
software model instance for energy system analysis concerning the European 
continent. The time scale is purposedly very long until 2100 to guarantee that the 
effects of the possible integration of nuclear fusion in the energy mix would be 
visible in the model outcomes. This activity takes advantage of the involvement in 
the EUROfusion WPSES with a three-year experience in the development and 
maintenance of technological modules for ETM. As TEMOA-Europe is mainly 
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based on the work carried out within the WPSES, this work presents a thorough 
explanation of the process to develop a techno-economic characterization for the 
industrial energy-intensive subsectors, for road transport and the hydrogen module 
as also currently implemented in ETM. The characterization of the industrial and 
road transport sectors presents a comprehensive portfolio of both well-established 
and innovative technologies, providing a very high level of disaggregation and 
considering some technological options which are not included in any other 
energy system model instance, like, for instance, steel production through 
electrolysis processes, fuel cell trucks or liquid hydrogen-fueled aircrafts. 

Moreover, a new characterization for non-road transport and nuclear fusion 
technologies is expressly developed for TEMOA-Europe to overcome two ETM 
drawbacks: 1) the formulation of non-road transport demand in terms of 
consumed energy instead of traveled distance, which hinders the optimization 
process from considering differences in the performance of alternative vehicles 
and 2) the absence of competition in the nuclear fusion module as just a single 
technology in a basic and an advanced configurations – both based on the 
expected outcomes of the ITER project converging in a European DEMO reactor 
– is available in the Reference Energy System.

As realistic technical constraints are also crucial to enhance the reliability of 
energy models, a method to obtain capacity curves based on historical data series 
and the S-curve approach to forecast technological development is presented in 
this work for the application to a European case study. In particular, the focus is 
on the electricity generation sector. The method presents four cases for the 
evolution of the installed capacity of commercially available technologies, namely 
fossil, hydropower, nuclear fission, geothermal, biomass, wind (both onshore and 
offshore), solar (both PV and CSP) and marine energy plants. 

To also define educated constraints for the adoption of nuclear fusion, another 
method, described in [208], is used here based on the claims presented by 
Commonwealth Fusion Systems [223]. As the target of 2 TW globally cumulative 
installed fusion power by 2050 appears quite far ambitious and unrealistic if 
compared to the actual development of currently available electricity generation 
technologies, the “fastest growth” trajectory towards 2 TW by 2100 is developed 

here and compared to constraints for the EU-DEMO retrieved for the European 
region in ETM and based on tritium availability [225]. However, just one-fifth of 
the 2 TW is conceived to be available for Europe in this work. 
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Some results from the TEMOA-Europe version developed for this thesis are 
also presented in terms of CO2 emission trajectories for the different energy 
supply and demand sectors, electricity generation mix and, finally, energy 
consumption and technology mix in the transport sector. The most relevant result 
is that TEMOA-Europe is able to compute trajectories toward an almost full 
decarbonization of the energy system under a set of very stringent constraints. 

In perspective, there is plenty of room for TEMOA-Europe, both concerning 
improvements in the methodology and practical applications of the model. Indeed, 
the TEMOA formulation shall still benefit from a continuous update to improve 
the capabilities to represent the technical features of energy technologies giving, 
for instance, the possibility to directly act on specific technology shares within 
groups, instead of setting absolute values for maximum capacities/activities. 
Moreover, the dual formulation of the TEMOA model will be explored to provide 
marginal costs of energy commodities as additional outputs in scenario analyses. 

Concerning updates to the model, a thorough benchmark against historical 
trends will be carried out and, in case of significant deviations, the causes of 
the discrepancies will be investigated and, if necessary, proper constraints will 
be implemented to align the model with historical data. Regarding technological 
modules, the most recent updates performed on the industry and the hydrogen 
modules are the only ones requiring no major changes shortly. 
Concerning the transport sector, the road transport module would also benefit 
from further disaggregation of service demands, separating, for instance, urban 
and extra-urban mobility and, in the case of cars, providing techno-economic 
details for different car sizes to substitute the currently implemented 
representative car. Also, the current structure of the power sector calls for a deep 
improvement, first considering economic parameters to be updated according to 
the most recent trends expected for the future, especially for renewable energy 
technologies, advanced nuclear plants. Nonetheless, nuclear fusion still 
requires special attention to improve the modeling of the fusion fuel chain and 
to expand the set of techno-economic parameters associated with NFPPs. 
Moreover, the distribution of some service demands throughout different 
seasons and times of day should be explored. Also, storage technologies for 
renewable plants have to be implemented, possibly investigating a more refined 
time scale to better focus on short-term mechanisms of electricity production 
and consumption. Another focus will be on electro-fuels, concerning their 
production (even allowing direct air capture to subtract CO2 from the 
atmosphere to produce fuels) and consumption in end-use sectors. 
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Concerning applications, a set of policy-relevant scenarios to represent and 
assess in detail the pathway to realize targets of the European Green Deal and the 
REpowerEU, along with the implementation of a set of different scenarios will be 
carried out to disseminate the model and test it in challenging frameworks. 
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Appendix 

A summary of the energy-intensive technologies included in TEMOA-Europe and 
described in Section 2.3 is provided here. The industrial database presented in this 
work is compared to the IEA ETP Model and the JRC-EU-TIMES in terms of 
availability of the different technologies. 

In the TEMOA-Europe database, steel production is articulated over a set of 
13 technologies including the whole manufacturing process starting from raw 
materials, to give steel as final product. The same happens in the IEA ETP Model, 
where, however, electrowinning (electrolysis-based) technologies are missing. In 
the JRC-EU-TIMES, instead, steel production is split in a set of processes starting 
from sintering and pelletizing of the iron ore, which can be then reduced either in 
a blast furnace or through direct reduction, and then further processed to give 
steel. Instead of modeling a secondary route for steel production from scrap, as it 
happens in this work and in IEA ETP, scrap iron is considered in the JRC-EU-
TIMES as input for basic oxygen furnaces, electric arc furnaces and cast-iron 
cupola furnaces (the latter not considered in this work), along with quick lime. 
Concerning carbon capture and storage CCS-equipped technologies, they are 
considered for smelting reduction, BF-BOF and DRI-EAF processes, as done in 
this work, while electrowinning technologies are absent. 

Ferroalloys production is modeled according to a single process in the present 
database, considering a weighted average energy consumption of global 
production processes, while they are not taken into account in the ETP Model and 
the JRC-EU-TIMES only considers ferrochromium as representative for the entire 
production field. 

Eleven non-ferrous metals manufacturing technologies are characterized in 
this work and reported in Table 35. Six technologies are related to the production 
of aluminum. Aluminum production is articulated over two steps, namely alumina 
production and proper manufacturing of the aluminum. The first step is 
represented by the Bayer process, whose alumina output is given as input for 
aluminum technologies (except for the secondary route and kaolinite reduction). 
In the IEA ETP Model, aluminum production considers two primary (Hall-
Héroult and Hall-Héroult with inert anodes) and one secondary processes, 
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neglecting alumina and the Bayer process. The same happens in the JRC-EU-
TIMES, where the joint transformation of bauxite into alumina and the subsequent 
processing into aluminum occurs through the Hall-Héroult process (which is 
presented in a traditional variant and in four enhanced versions, one taking into 
account the use of inert anodes), while the secondary route is modelled 
considering scrap as input material (the limit on production from this route could 
be then explicitly derived by the model, instead of adopting user constraints). 

Copper production is represented in this work by a single process, while it is 
not considered in the ETP Model and, in the JRC-EU-TIMES, an additional 
process with recycling is included, too (here not considered since the primary 
route already takes into account the presence of scrap). 

A minor non-ferrous metal like zinc is considered only in this work. 

A total of 11 non-metallic mineral manufacturing technologies are considered 
in the database for TEMOA-Europe and reported in Table 36. 

Cement production is modelled in the JRC-EU-TIMES as it is done here, 
considering a clinker production step prior to cement blending, but innovative 
alternatives as alkali-activated concrete and belite cement, or the application of 
CCS for clinker production, are taken into account for TEMOA-Europe. Clinker 
is also considered in the ETP Model, but not explicitly modeling its production. 

Lime production, ignored in the ETP model, is modelled in the JRC-EU-
TIMES as a single process using a generic fuel representing a combination of 
coal, coke, thus not relying on any specific existing process, while a single 
reference technology is taken into account here.  

Glass production in TEMOA-Europe just considers two processes relying 
either on fossil fuels or electricity. The JRC-EU-TIMES considers both standard 
and improved processes for hollow and flat glass production, including a process 
for glass recycling, since different commodities are considered to represent glass. 
Here, as in [129], a single generic type of glass is modeled, while glass production 
technologies are not at all present in the ETP Model. 

Ceramics as energy-intensive materials are only taken into account here as in 
[129], and their production is modeled according to a single technology. 
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Twenty-three technologies are characterized here for the chemical sub-sector, 
eight for high value chemicals, which include olefins and aromatics, six for 
ammonia production, six for methanol production and three for chlorine 
production, exactly retracing the ETP Model (full details about techno-economic 
characterization of chemical technologies in the ETP are provided in [168]), as in 
Table 37. In the JRC-EU-TIMES, instead, chlorine production considers the same 
processes already described in this work, plus an advanced membrane technology 
(neglected here due to no reference found in the literature about such process), but 
bulk chemicals as HVCs and methanol are totally neglected. 

Six “traditional” pulp-processing technologies are included in the TEMOA-
Europe database, plus one representative papermaking plant, as reported in Table 
38. In the JRC-EU-TIMES, instead, pulp production accounts for mechanical 
pulping, chemical pulping and recycled fiber pulping, while paper production 
includes low- and high-quality standard and advanced processes. For both, CCS is 
considered, differently from here. This last issue is quite relevant, because no 
directly emitting input sources are considered for pulp and paper production in 
this work, while natural gas use is considered in the JRC-EU-TIMES: CO2 
emissions from the pulp and paper industry are mainly related to the production of 
heat and steam for drying, which is not a subject of this work; furthermore, the 
European 2050 roadmap for pulp and paper does not include CCS as an option 
[230]. Pulping in the ETP Model considers again mechanical, chemical and 
recycled fiber techniques, while no details are provided on papermaking. 
Moreover, some innovative technologies at the R&D stage are mentioned in [27], 
but they are not modeled (an attempt was made for this work, but highlighting a 
lack of data to provide plausible estimations). 
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Table 34. Steelmaking technologies, with their deployment state and starting year for the introduction in the production system. The  
“×” indicates that a technology is present in the considered databases, the contrary for “-”. 

Product Technology 
IEA 
ETP 
2017 

JRC-EU-
TIMES 

TEMOA-
Europe 

Starting date 
(TEMOA-
Europe) 

Deployment state  Main references 

Steel 

BF-BOF × × × Base year Traditional [27], [129], [133],  
[134] 

DRI-EAF × × × Base year Traditional [27], [134] 
Steel from scrap-EAF × × × Base year Traditional [27], [134] 
Cast iron cupola furnace-BOF/EAF - × - - - - 

Smelting reduction-BOF × × × 2006 
Innovative – 
commercial [133] 

BF-BOF with CCS × × × 2020 Demonstration 
phase 

[27], [129], [133],  
[134], [135] 

BF with top gas recovery-BOF × × × 2020 
Demonstration 
phase 

[27], [129], [134], 
[135], [231] 

DRI-EAF with CCS × - × 2020 
Demonstration 
phase 

[27], [134], [135] 

HIsarna-BOF × - × 2025 Demonstration 
phase 

[27], [129], [133],  
[134], [137] 

HIsarna-BOF with CCS × - × 2025 
Demonstration 
phase 

[27], [129], [133],  
[134], [135] 

Hydrogen direct reduction-EAF × - × 2030 
Demonstration 
phase 

[138] 

Ulcored with CCS × - × 2030 Demonstration 
phase 

[27], [134], [135] 

Ulcolysis × - × 2030 R&D phase [139] 
Ulcowin × - × 2030 R&D phase [139] 

Ferroalloys Ferroalloys production - - × Base year Traditional [140], [141] 
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Table 35. Technologies for alumina and aluminum production, with their deployment state and starting year for the introduction 
in the production system. The “×” indicates that a technology is present in the considered databases, the contrary for “-”. 

Product Technology 
IEA 
ETP 
2017 

JRC-
EU-

TIMES 

TEMOA-
Europe 

Starting date 
(TEMOA-
Europe) 

Deployment 
state  

Main 
references 

Alumina Bayer process × - × Base year Traditional [27], [148] 

Aluminum 

Hall-Héroult × × × Base year Traditional [149] 
Secondary aluminum × × × Base year Traditional [151],  

Hall-Héroult with inert anodes × × × 2030 Innovative – 
commercial 

[149] 

Carbothermic reduction × - × 2050 
Demonstration 
phase [149], [153] 

Kaolinite reduction × - × 2050 
Demonstration 
phase 

[154] 
 

Copper 
Primary copper production - × × Base year Traditional [156], [155] 
Secondary copper production - × - - - - 

Zinc Zinc production - - × Base year Traditional [156] 
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Table 36. Technologies for non-metallic minerals production, with their deployment state and starting year for the introduction 
in the production system. The “×” indicates that a technology is present in the considered databases, the contrary for “-”. 

Product Technology 
IEA 
ETP 
2017 

JRC-EU-
TIMES 

TEMOA-
Europe 

Starting date 
(TEMOA-
Europe) 

Deployment 
state  Main references 

Clinker 

Dry process - × × Base year Traditional [158], [159], 
[160] 

Wet process - × × Base year Traditional [158], [159], 
[160] 

Dry process with post-combustion 
CCS - × × 2025 Demonstration 

phase 
[135], [158], 
[159], [160] 

Dry process with oxy-fuel 
combustion CCS - - × 2025 Demonstration 

phase 
[158], [159], 
[160], [161] 

Cement 

Cement blending × × × Base year Traditional [232] 
Alkali-activated cement-based 
binders - - × 2010 Innovative – 

commercial [233], [162] 

Belite cement - - × 2010 Innovative – 
commercial [163] 

Lime 
Long rotary kiln × - × Base year Traditional [158] 
Generic process - × - - - - 

Glass 

Fossil fuel-fired furnace - - × Base year Traditional [164] 
All-electric furnace - - × Base year Traditional [164] 
Hollow glass furnaces - × - - - - 
Flat glass furnaces - × - - - - 

Ceramics Ceramics production - - × Base year Traditional [129], [156] 
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Table 37. Technologies for chemicals production, with their deployment state and starting year for the introduction in the production 
system. The “×” indicates that a technology is present in the considered databases, the contrary for “-”. 

Product Technology 
IEA 
ETP 
2017 

JRC-
EU-

TIMES 

TEMOA-
Europe 

Starting date 
(TEMOA-
Europe) 

Deployment 
state  

Main references 

HVC 

Naphtha steam cracking (SC) × - × Base year Traditional [168], [64] 
Ethane SC × - × Base year Traditional [168], [64] 
Gas oil SC × - × Base year Traditional [168], [64] 
LPG SC × - × Base year Traditional [168], [64] 

PDH × - × 2010 
Innovative – 
commercial [168], [64] 

NCC × - × 2011 
Innovative – 
commercial 

[168], [64] 

MTO × - × 2015 
Innovative – 
commercial [168], [64] 

Bioethanol dehydration × - × 2020 
Demonstration 
phase 

[168], [64] 

Ammonia 

NG SR × × × Base year Traditional [168], [64] 
Naphtha POX × - × Base year Traditional [168], [64] 
Coal GSF × - × Base year Traditional [168], [64] 

Synthesis via electrolysis × - × 2015 Innovative – 
commercial 

[168], [64] 

Biomass GSF × - × 2025 
Demonstration 
phase [168], [64] 

NG SR with CCS × × × 2025 Demonstration [168], [64] 
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phase 

Methanol 

NG SR × - × Base year Traditional [168], [64] 
Coke oven gas steam reforming × - × Base year Traditional [168], [64] 
LPG POX × - × Base year Traditional [168], [64] 
Coal GSF × - × Base year Traditional [168], [64] 

Synthesis via electrolysis × - × 2015 Innovative – 
commercial 

[168], [64] 

Biomass GSF × - × 2025 
Demonstration 
phase [168], [64] 

Chlorine 
Mercury cell - - × Base year Traditional [169] 
Diaphragm cell - - × Base year Traditional [169] 
Membrane cell - × × Base year Traditional [169] 

 Advanced membrane cell - × - - - - 
Other 
chemicals 

Generic production processes - × - - - - 
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Table 38. Technologies for pulp and paper production, with their deployment state and 
starting year for the introduction in the production system. The × indicates that a 
technology is present in the considered databases, the contrary for “-”. 

Product Technology 
IEA 
ETP 
2017 

JRC-
EU-

TIMES 

TEMOA-
Europe 

Starting 
date 
(TEMOA-
Europe) 

Deployment 
state  

Main 
references 

Pulp 

Mechanical 
pulping 

× × × Base year Traditional [10], [11] 

Semi-
chemical 
pulping 

× - × Base year Traditional [10] 

Kraft 
process 

× × × Base year Traditional [10] 

Sulfite 
process 

- - × Base year Traditional [10] 

Recycled 
fiber 
pulping 

× × × Base year Traditional [11], [12] 

Paper 

Paper 
production 

× × - Base year Traditional [10] 

High quality 
paper 
production 

- - × - - - 

Low quality 
paper 
production 

- - × - - - 

 

Table 39 reports the detailed input/output energy-intensity breakdown by 
fuels and energy carriers for all the technologies taken into account in the iron and 
steel subsector. The most evident outcome is that the scrap-EAF route requires far 
lower energy with respect to all other technologies, even the most innovative 
ones. It has to be highlighted that CCS-equipped technologies, instead, rely on the 
same sources as traditional processes, and the additional electricity consumption 
has in general a slight impact on the overall energy intensity. On the other hand, 
the most innovative hydrogen- and electrolysis-based technologies (HDR-EAF, 
Ulcolysis, Ulcowin) require very low amount of direct CO2 emitting sources 
(natural gas above all). 

Table 40 reports the detailed energy-intensity for alumina and aluminum 
production technologies. 
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Detailed energy-intensity breakdown for clinker and cement production is 
reported in Table 41. Table 41 makes it evident that energy consumption related 
to the wet process is not comparable with all of the other routes and, in addition, it 
is mainly fueled by the most polluting source, coal.  

Table 42, Table 43 and Table 44 report the data considered in TEMOA-
Europe for HVC, ammonia and methanol production technologies, respectively. 

Table 45 reports the detailed energy-intensity breakdown by energy carriers and 
materials required for pulp and paper production processes. 
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Table 39. Energy-intensity breakdown for steelmaking technologies. 

Technology Input energy intensity (𝐆𝐉/𝐭𝐂𝐒) 
Output energy intensity 

(𝐆𝐉/𝐭𝐂𝐒) 

 

B
F reductant 

B
F gas 

C
oal 

C
oke oven gas 

N
atural gas 

E
lectricity 

M
achine drive 

Steam
 

O
xygen 

H
ydrogen 

T
otal 

R
ecovered off-gas 

Steam
 

BF-BOF (2020) 13.3 3.06  0.9 0.7  0.6 0.2   18.7   
BF-BOF (2050) 11.7 2.70  0.8 0.6  0.5 0.2   16.5   
DRI-EAF (2020)     21.2 1.2     22.4  0.2 
DRI-EAF (2050)     17.5 1.0     18.5   
Steel from scrap-EAF 
(2020) 

    3.4 2.8   0.5  6.7   

Steel from scrap-EAF 
(2050)     2.2 1.8   0.3  4.3   

Smelting reduction-BOF   15.9 0.4 0.4 0.4  0.1 1.2  18.4 0.4  
BF-BOF with CCS 
(2020) 

13.3 3.06  0.9 0.7  1.0 0.2   19.1  3.1 

BF-BOF with CCS 
(2050) 11.7 2.70  0.8 1.8  0.9 0.2   16.9   

BF-TGR-BOF with CCS 10.9 3.06  0.9 1.8  0.5 0.2   17.3   
DRI-EAF with CCS     17.5 1.0 0.4    18.8  0.2 
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HIsarna-BOF   13.1 0.8 0.6  0.6 0.2   14.3 0.7  
HIsarna-BOF with CCS   13.1 0.8 0.6  1.0 0.2   15.6 0.7  
Ulcored with CCS     17.5 1.0 0.7    19.2   
HDR-EAF     2.2 1.8 1.3   6.1 11.4  0.2 
Ulcolysis     1.2 14.5     15.7   
Ulcowin   0.9  2.27 12.6     15.7   

 

Table 40. Energy-intensity breakdown and energy-intensive material requirement for alumina and aluminum production technologies. 

Technology Input energy-intensity (𝐆𝐉/𝐭𝐍𝐌) 
Material input 

(𝐭𝐀𝐥𝟐𝐎𝟑
/𝐭𝐀𝐥) 

 

C
oal 

H
eavy fuel oil 

N
atural gas 

E
lectricity 

T
otal 

Alumina 

Bayer process (2020) 8.5 1.1 4.0 1.1 14.7  
Bayer process (2050) 6.0 0.8 2.9 0.8 10.4  
Hall-Héroult (2020)   2.8 48.7 51.5 1.9 
Hall-Héroult (2050)   2.6 44.6 47.2 1.9 
Secondary aluminum  0.1 3.7 0.5 4.3  
Hall-Héroult with inert anodes   2.2 38.3 40.5 1.9 
Carbothermic reduction of alumina   2.0 34.1 36.0 1.9 
Kaolinite reduction    50.4 50.4  
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Table 41. Energy-intensity breakdown and energy-intensive material requirement for 
clinker production. 

Technology Input energy-intensity (𝐆𝐉/𝐭𝐍𝐌) 
Material 

input 
(𝐭/𝐭𝐍𝐌) 

 

H
eavy fuel oil 

C
oal 

N
atural gas 

B
iom

ass 

E
lectricity 

M
achine 
drive 

T
otal 

C
linker 

Dry process 1E-2 1.9 1E-2 0.2 0.5  2.7  
Wet process 1.0 4.2 0.5 0.4 0.4  6.5  
Dry process 
with post-
combustion 
CCS 

1E-2 1.9 1E-2 0.2 0.1 0.3 2.6  

Dry process 
with oxy-fuel 
CCS 

1E-2 1.9 1E-2 0.2 0.5  2.7  

Cement 
blending 

       0.7 

AAC 0.2 0.7 0.1 0.1 0.1  1.2  
Belite cement 0.6 2.4 0.3 0.2 0.4  3.9  
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Table 42. Energy-intensity breakdown for HVC production, based on [64]. 

Technology Input energy-intensity Feedstock input 
Output energy  

intensity 
 (𝐆𝐉/𝐭𝐇𝐕𝐂) (𝐆𝐉/𝐭𝐇𝐕𝐂) (𝐆𝐉/𝐭𝐇𝐕𝐂) 

 

N
aphtha 

E
thane 

G
as oil 

L
PG

 

B
iom

ass 

Steam
 

M
achine drive 

T
otal 

N
aphtha 

E
thane 

G
as oil 

L
PG

 

M
ethanol 

B
iom

ass 

Steam
 

Naphtha SC (2020) 13.1      0.3 13.4 80.8      1.4 
Naphtha SC (2050) 11.8      0.3 12.1 72.7      2.1 
Ethane SC (2020)  13.6     0.3 13.9  56.7     1.4 
Ethane SC (2050)  12.2     0.3 12.5  51.0     3.0 
Gas oil SC (2020)   12.0    0.3 12.3   89.9    1.4 
Gas oil SC (2050)   10.8    0.3 11.1   80.9    1.4 
LPG SC (2020)    13.5   0.3 13.8    79.2   1.4 
LPG SC (2050)    12.2   0.3 12.5    71.3   2.8 
PDH (2020)    10.7  2.7 0.1 13.5    55.9   0.1 
PDH (2020)    8.9  2.2 0.1 11.2    50.3   0.1 
NCC (2020) 10.9      0.3 11.2 62.9      1.2 
NCC (2050) 9.8      0.3 10.1 56.6      1.2 
MTO (2020) 5.9      0.2 6.1     53.7  1.1 
BDH     1.6 45.5 1.9 49.0      45.9  
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Table 43. Energy-intensity breakdown for ammonia production, based on [64]. 

Technology Input energy-intensity Feedstock input Output energy 
intensity 

 (𝐆𝐉/𝐭𝐍𝐇𝟑
) (𝐆𝐉/𝐭𝐍𝐇𝟑

) (𝐆𝐉/𝐭𝐍𝐇𝟑
) 

 

N
aphtha 

B
iom

ass 

N
atural gas 

C
oal 

E
lectricity 

M
achine drive 

T
otal 

N
aphtha 

B
iom

ass 

N
atural gas 

C
oal 

H
ydrogen 

Steam
 

NG SR (2020)   26.3  0.3  26.6   19.5   9.3 

NG SR (2050)   15.5  0.3  15.8   19.5   11.4 

Naphtha POX 
(2020) 

27.9    2.0  29.9 18.4     8.4 

Naphtha POX 
(2050) 20.6    2.0  22.6 18.4     9.7 

Coal GSF (2020)    23.6 3.7  27.3    18.5  1.5 

Coal GSF (2050)    19.6 3.7  23.3    18.5  1.9 

Synthesis via 
electrolysis      4.3 4.3     36.0  

Biomass GSF   26.3   5.0  31.3  27.0    1.7 

NG SR with CCS   26.3  0.3  26.6   18.9   9.3 
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Table 44. Energy-intensity breakdown for methanol production, based on [64]. 

Technology Input energy-intensity Feedstock input Output energy 
intensity 

 (𝐆𝐉/𝐭𝐌𝐞𝐎𝐇) (𝐆𝐉/𝐭𝐌𝐞𝐎𝐇) (𝐆𝐉/𝐭𝐌𝐞𝐎𝐇) 

 

L
PG

 

B
iom

ass 

N
atural gas 

C
oke-oven gas 

C
oal 

M
achine drive 

T
otal 

B
iom

ass 

N
atural gas 

L
PG

 

C
oal 

H
ydrogen 

Steam
 

NG SR (2020)   15.7   0.3 16.0  21.9    2.8 

NG SR (2050)   13.8   0.3 14.1  21.9    3.0 

Coke oven gas SR 
(2020)    26.9  3.7 30.6  21.9    5.5 

Coke oven gas SR 
(2050)    24.2  3.3 27.5  19.7    5.5 

LPG POX (2020) 14.8     2.0 23.0   21.0   2.9 

LPG POX (2050) 10.1     2.0 23.0   12.1   2.1 

Coal GSF (2020)     26.9 3.7 30.6    19.5  5.5 

Coal GSF (2050)     24.2 3.3 27.5    17.6  5.5 

Synthesis via 
electrolysis      1.4 1.4     22.5  

Biomass GSF  28.0    5.0 33.0 28.4     5.9 
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Table 45. Energy-intensity breakdown for pulp and paper production technologies. 

Technology Input energy intensity (𝐆𝐉/𝐭𝐏 *) Material input (𝐭/𝐭𝐏) 
Output energy 

intensity (𝐆𝐉/𝐭𝐏) 
Material 

output (𝐭/𝐭𝐏) 
 Process 

heat 
Steam Machine 

drive 
Total Wood Pulp Electricity Steam Solid biomass 

waste 
Mechanical pulping* 
(2020) 

 0.9 7.4 8.3 1.2   3.3  

Mechanical pulping (2050)  0.9 6.6 7.5 1.2   6.6  

Semi-chemical pulping  2.3 1.6 3.9 1.3     

Kraft process 11.0 11.2 2.5 24.7 2.2  5.8  22.2 

Sulfite process 7.1 6.5 3.2 16.8 2.0  2.9  12.3 

Recycled fiber pulping  0.8 0.5 1.3      
Paper mill  4.1 2.5 6.6  0.6    
  

 
* tP: ton of pulp/paper 
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