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Abstract

Internet data traffic within data centre, access and metro networks is experiencing

unprecedented growth driven by many data-intensive applications. Significant

efforts have been devoted to the design and implementation of low-complexity

digital signal processing (DSP) algorithms that are suitable for these short-reach

optical links. In this thesis, a novel low-complexity frequency-domain (FD)

multiple-input multiple-output (MIMO) equaliser with momentum-based gradient

descent algorithm is proposed, capable of mitigating both static and dynamic

impairments arising from the optical fibre. The proposed frequency-domain

equaliser (FDE) also improves the robustness of the adaptive equaliser against

feedback latencies which is the main disadvantage of FD adaptive equalisers under

rapid channel variations.

The development and maturity of optical fibre communication techniques over

the past few decades have also been beneficial to many other fields, especially

coherent light detection and ranging (LiDAR) techniques. Many applications

of coherent LiDAR are also cost-sensitive, e.g., autonomous vehicles (AVs).

Therefore, in this thesis, a low-cost and low-complexity single-photodiode-based

coherent LiDAR system is investigated. The receiver sensitivity performance of this

receiver architecture is assessed through both simulations and experiments, using

two ranging waveforms known as double-sideband (DSB) amplitude-modulated

chirp signal and single-sideband (SSB) frequency-modulated continuous-wave

(FMCW) signals. Besides, the impact of laser phase noise on the ranging precision

when operating within and beyond the laser coherence length is studied. Achievable

ranging precision beyond the laser coherence length is quantified.
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Low-complexity digital signal processing (DSP) algorithms are desirable for

cost-sensitive intra- and inter-data centre connections. In this thesis, a novel

low-complexity frequency-domain equaliser (FDE) is proposed. It combines static

chromatic dispersion compensation and an adaptive multiple-input multiple-output

(MIMO) equaliser for mitigating time-varying effects, such as polarisation mode

dispersion (PMD) and state of polarisation (SOP) rotations, in one fast Fourier

transform (FFT) block processing. The interim FFT operations between individual

DSP stages can therefore be avoided, reducing computational complexity.

Additionally, the momentum-based gradient descent method is applied to the

frequency-domain adaptive MIMO equaliser for the first time. It is shown

to be capable of mitigating penalties arising from the feedback delays of the

adaptive equaliser, the major disadvantage in the adaptive frequency-domain

equalisation. Numerical simulations show that, compared to the conventional

gradient descent algorithm, the proposed momentum-based gradient descent

equaliser is significantly more tolerant to feedback latencies under rapid channel

variations.

Leveraging the maturity of optical fibre communication techniques, a low-cost

single-photodiode based coherent light detection and ranging (LiDAR) receiver,

suitable for LiDAR applications that require high cost-efficiency, is investigated

in this thesis. Through both experiments and simulations, it is shown that the

single-sideband (SSB) frequency-modulated continuous-wave (FMCW) signal is

a strong candidate for such coherent receivers. It does not suffer from laser

phase noise to amplitude noise conversion, as is the case with double-sideband
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(DSB) amplitude-modulated chirp signal, hence offering a better receiver sensitivity

performance. The system limitations and trade-offs in such single-photodiode based

coherent LiDAR systems are also identified.

Apart from the coherent receiver, the linewidth of the transmitter laser is

also critical for LiDAR performance. The dependence of ranging precision on

the laser linewidth and ranging distance is assessed through both experiments and

simulations in this thesis. The achievable ranging precision when operating within

and beyond the laser coherence length is identified.

In summary, the research work presented in this thesis makes significant

contributions to the understanding and implementation of low-complexity optical

communication and coherent LiDAR systems.
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Chapter 1

Introduction

1.1 Introduction to optical communication and

LiDAR technique
Data traffic today is experiencing an unprecedented rate of increase. It was

predicted that by 2023, two-thirds of the global population will have Internet access,

accounting for 5.6 billion Internet users [1]. In addition, there will be 3.6 networked

devices per capita by 2023, accelerated by the growth of Internet of Things (IoT)

where different kinds of devices are able to connect with each other and exchange

data over the network [1]. Among them, video devices, in particular, generate

a huge amount of data traffic, stimulated by ultra-high-definition (UHD) video

streaming, real-time gaming and so on. In fact, during the outbreak of the Covid-19

pandemic, the shift to remote working, lecturing, and social activities led to a

20% increase of Internet traffic within one week [2]. In order to help ease this

broadband strain, many streaming platforms reduced the default video quality or bit

rates of streams [3]. This (hopefully once-in-a-lifetime) global health crisis may

also change the way in which we communicate and collaborate over the long term,

as many companies announced that their employees can continue to work remotely

post-pandemic [4]. This continuing demand for high-quality and low-latency online

meetings and real-time communications will further add to the growth of Internet

data traffic.

In addition, the advances of augmented reality (AR) and virtual reality (VR)
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technologies in recent years, and the emergence of so-called ‘Metaverse’, with

which people are able to interact seamlessly using digital avatars, are expected to

push data usage by more than 20 times over the next decade [5–7]. While these

technologies open up our imagination about the future, all of them can only be made

possible by having a robust and reliable underlying communication infrastructure

with fast speed and low latency.

Such demand for high data rate transmission capacity motivated the

innovations and developments of optical fibre communications in the last few

decades, which essentially served as the backbone for Internet data traffic. The use

of optical fibre as the transmission medium was first proposed in 1966 [8]. The

fibre at that time suffered from high loss. The improvements in the manufacturing

process have significantly reduced the fibre attenuation, resulting in a low-loss

window of 0.2 dB/km around 1550 nm, which led to optical fibre becoming

the preferred communication medium [9]. In the early stage of optical fibre

transmission, only intensity-modulated signal formats with non-coherent detection

were utilised, known as intensity modulation (IM) / direct detection (DD). In such

schemes, only the amplitude is used for signalling and the signal phase information

is lost during the nonlinear square-law detection, which significantly limits the

transmission capacity.

To increase the system throughput, coherent optical fibre communication

attracted a lot of research interest in the 1980s [10, 11]. The presence of a

local oscillator (LO) improves the receiver sensitivity and allows more degrees of

freedom, including amplitude, phase and polarisation, to be employed for encoding

data. However, owing to the difficulty and complexity in implementing coherent

receivers at that time, especially the optical phase-lock loop (PLL) for aligning

the phase of the received signal and the LO, its popularity was overtaken by the

invention of optical amplifiers, i.e., Erbium-doped fibre amplifier (EDFA) [12]. The

EDFA can optically amplify the signal over a wide spectrum to compensate the loss

induced in the optical fibre. Together with the wavelength division multiplexing

(WDM) technique, in which independent channels can be transmitted at different
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Figure 1.1: Basic schematic of a digital coherent transceiver with some of the main signal
processing modules at the transmitter and the receiver [17].

wavelengths, this led to a significant increase in the system throughput compared to

that with the traditional IM/DD technique [13, 14].

After 2000, the development of high-speed digital-to-analogue converter

(DAC) and analogue-to-digital converter (ADC) technologies, and advanced digital

signal processing (DSP) algorithms renewed interest in coherent detection. With

the LO serving as the phase reference at the receiver, the optical field can be fully

captured at photodetection. The detected electrical signal can then be digitised and

passed to DSP modules for mitigation of various linear and nonlinear impairments

arising from the optical channels. Such digital coherent transceivers lead to

significant enhancement of spectral efficiency. Fig.1.1 shows the schematic of

a digital coherent transceiver with the main signal processing modules at the

transmitter and the receiver. Nowadays, DSP-based coherent optical transceivers

with WDM and forward error correction (FEC), a data coding mechanism to

enhance the system throughput, have become a standard for long-distance optical

fibre communication systems [15, 16].

There have been a number of investigations on many other novel techniques to

further improve the system throughput in order to keep up with the growth of data

traffic, for instance, coded modulation schemes, where the position of constellation

points or the occurrence probability of the points, known as geometric shaping

(GS) and probabilistic shaping (PS) respectively, can be optimised to improve the

system’s tolerance to certain noise and hence enhance the spectral efficiency [18,

19]. Besides, extending the transmission bandwidth beyond conventional (C)

band (1530-1565 nm) and long (L) band (1565-1625 nm) has attracted a lot of

research interest [20–22]. Table.1.1 shows the wavelength range and the average

fibre loss of each transmission band in the SSMF [23]. Combining all the bands
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Band
Wavelength
range

Bandwidth in
frequency

Average fibre
loss [dB/km]

Amplification

O 1260-1360 17.5 THz 0.36 PDFA

E 1360-1460 15.1 THz 0.28 BDFA

S 1460-1530 9.4 THz 0.22 TDFA

C 1530-1565 4.4 THz 0.18 EDFA

L 1565-1625 7.1 THz 0.18 EDFA

Table 1.1: Low loss transmission band of single mode fibre [23]. O band: original band; E
band: extended band; S band: short band; C band: conventional band; L band:
long band; PDFA: Praseodymium-doped fibre amplifier; BDFA: Bismuth-doped
fibre amplifier; TDFA: Thulium-doped fibre amplifier; EDFA: Erbium-doped
fibre amplifier.

together can give a total transmission bandwidth of 365 nm. With the assistance of

a variety of optical amplifiers, such as rare-earth-doped fibre amplifiers as shown in

Table.1.1, ultra-wideband transmission is proven to potentially play a leading role

in supporting high-capacity transmission [24–26]. Alternatively, multiple spatial

paths of the optical fibre can be utilised to carry information. This type of technique

is referred to as space division multiplexing (SDM) [27] [28]. SDM techniques

range from standard fibre bundles to multicore fibres or multimode fibres. Though

SSMF bundles do not require distinct associated fibre techniques, multicore fibres

and multimode fibres normally need a modified fibre design and profile [28].

More recently, the progress in the machine learning (ML) and deep learning

(DL) field has also motivated its application to optical fibre communication

systems [17, 29, 30]. A number of studies have explored the use of ML techniques

or neural networks to, for example, reduce the computational complexity of digital

back propagation (DBP) for mitigating linear and nonlinear impairments from

the optical fibre [31, 32] or to decrease the demodulation complexity of received

symbols in additive white Gaussian noise (AWGN) channels [33].

The rapid development and maturity of optical fibre communication techniques
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over the past few decades have also been beneficial to many other applications.

High-performance lasers and optical amplifiers, advanced modulators, coherent

receivers that are commonly used in telecommunications have found applications

in areas such as optical sensing, spectroscopy, chemical sensing and so on [34–38].

Among them, one of the emerging topics is light detection and ranging (LiDAR).

LiDAR is essentially the counterpart of the conventional technique radio detection

and ranging (Radar) in the optical domain. Instead of using radio frequency (RF)

waves to detect the distance and velocity of the object, LiDAR uses light at a much

higher frequency for sensing. The resulting shorter wavelength enables LiDAR to

generate the point cloud at a much higher resolution and precision compared to

Radar.

Using a laser as the light source for sensing is not new. This technique was first

demonstrated in Massachusetts Institute of Technology (MIT) Lincoln Laboratory,

shortly after the invention of the laser in 1960 [39]. Since then, it has been developed

and applied across a wide range of areas including topography, anemometry and

biomedical sensing [38, 40, 41]. In 2005, the LiDAR sensor was applied for the

first time to autonomous driving vehicles in the 2nd Defense Advanced Research

Projects Agency (DARPA) Autonomous Vehicle Grand Challenge [42]. The

winner of this competition, Stanley from Stanford University, was equipped with

5 roof-mounted SICK LiDAR units to build a 3D map of the environment [43].

In the same race, the first version of Velodyne 360° scanning LiDAR, which is

now a key player in the LiDAR market, was introduced, capable of generating a

high-resolution point cloud at more than 100 meters [42, 44]. In the following

3rd Challenge in 2007, 5 out of 6 winning teams were equipped with Velodyne

LiDAR [44]. The booming of the autonomous vehicle (AV) market since then

rejuvenated industrial and research interest in LiDAR.

For applications in AVs, the optical wavelength at around 1550 nm is

particularly attractive. On the one hand, advanced lasers, optical modulators, and

coherent receivers can be bought off-the-shelf thanks to the development of optical

fibre communications. On the other hand, as human eyes are less sensitive to
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Parameter Short range Long range

Range 20-30 m 200-300 m

Axial/longitudinal
resolution

a few cm

Lateral/azimuthal
resolution

1° 0.1-0.15 °

Precision ∼ mm ∼ cm

Frame rate 10-25 Hz

FOV > 90 ° < 90 °

Temperature range ACE-Q100 grade 2

Reliability AEC-Q100

Laser safety IEC60825-1 Class 1

Size 100 cm3 - 200 cm3

System cost $ 50 $ 100-200

Table 1.2: Suggested automotive LiDAR performance specifications [47, 48]. FOV:
field-of-view.

this wavelength, it can potentially alleviate eye safety issues when operating in

free space, allowing the possibility of transmitting the signal at a higher power

for detecting the target at a longer distance (200-300 m) [44]. Together with

well-established sensors such as Radar, ultrasonic sensors and cameras, LiDAR is

widely regarded as an excellent complement in self-driving cars [45, 46].

Apart from AVs, as mentioned earlier, LiDAR as an optical sensing technique

is useful for applications such as medical sensing, robotics and video gaming.

For different applications, the required LiDAR performance varies and different

trade-offs have to be made in the system design, carefully balancing cost, size,

performance and reliability. As the research work presented in this thesis focuses
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on the application to AVs, metrics for evaluating LiDAR’s performance in the short

and long-distance ranging are listed in Table 1.2, together with typical suggested

specifications [47, 48]. In this table, short-range usually refers to the case of

side-looking or rearview, while long-range refers to the scenario of forward-looking.

Axial/longitudinal resolution indicates the minimum resolvable distance in the

direction parallel to the beam direction while lateral/azimuthal resolution is for

assessing the resolution in the direction perpendicular to the beam. By scanning

horizontally and vertically, LiDAR can generate a 3D map, also known as a frame.

Typically, 10-25 frames are produced in one second, known as the frame rate. The

parameter precision, obtained by calculating the standard deviation of multiple

measurements of a target at a certain distance, suggests the confidence in the

measurement of the target location. The field-of-view (FOV) represents the beam

steering angle of the LiDAR sensor.

1.2 Research problem

Despite the exponential growth of Internet data traffic, it is reported that 86 % of

the data traffic is related to intra-data centre and inter-data centre communications,

where the transmission distance is below ∼100 km [23, 49]. Unlike long-haul

optical transmission systems, for which the main objective is to support reliable

and high data rate communication, the primary goal for implementing short-reach

optical fibre communication links (i.e.,<100 km) is cost-efficiency. Major

efforts have been put into investigations of low-complexity and cost-effective

transceivers and DSP algorithms for applications on short-reach systems. While

fibre nonlinearity has a major impact on long-haul transmissions as it accumulates

with the transmission distance, in short optical links, linear impairments such as

fibre loss, chromatic dispersion (CD), polarisation mode dispersion (PMD) and

state of polarisation (SOP) rotations are the main causes of system penalty. As the

research work presented in this thesis focuses on short distances for applications

in data centre, metro and access networks, the penalties arising from the optical

channel are confined to linear distortions.
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The fundamental causes of these impairments and various DSP algorithms

for their mitigation will be reviewed in detail in Chapter 2. While the fibre

loss due to material absorption and Rayleigh scattering is often compensated by

optical amplifiers, the other linear impairments need to be mitigated with the DSP.

In general, chromatic dispersion is often considered a static effect and can be

mitigated via a non-adaptive frequency-domain equaliser (FDE) by multiplying the

signal with the inverse transfer function of the dispersive link [50]. The latter two

effects, i.e., polarisation mode dispersion and state of polarisation rotation caused

by fibre birefringence, are non-static and typically vary with time. To mitigate the

resulting signal distortions, an adaptive equaliser is required, which uses an iterative

search algorithm to find the optimum filter coefficients to minimise the error and

recover the signal [51]. In the polarisation-division multiplexing (PDM) coherent

system, the adaptive equaliser is implemented in a butterfly structure, known

as an adaptive 2× 2 multiple-input multiple-output (MIMO) equaliser [52–54].

Conventionally, the adaptive MIMO equaliser is processed in the time-domain (TD)

through sample-by-sample equalisation [54]. Together with a non-adaptive FDE

for chromatic dispersion compensation (CDC) preceding the MIMO equaliser, this

structure is mostly used in the receiver DSP for PDM coherent systems [55–58].

Nevertheless, the TD adaptive 2×2 MIMO equaliser is rather computationally

expensive and power-hungry, especially when the filter length is large [59]. In fact,

this adaptive MIMO equaliser is often found to be the most power-consuming

block in the coherent DSP chain for short-reach optical links in addition

to FEC [52]. Therefore, many advanced DSP algorithms propose to move

the adaptive time-domain equaliser (TDE) to the frequency domain [60–62].

Instead of performing sample-by-sample equalisation as in the time domain,

frequency-domain (FD) equalisers process a large block of samples together. Taking

advantage of the low calculation complexity offered by fast Fourier transform

(FFT), the computational complexity can be significantly reduced [63]. With

the filter length of N samples, the computational complexity per sample of a

FDE increases approximately proportional to O(log2 N) while the TDE scales as
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O(N) [55]. Hence, with increased filter length, there is a great benefit of employing

FDEs due to the significant reductions in the computational complexity compared

to the TDE.

The low complexity and reduction in the power consumption offered by an

adaptive FDE come with the trade-off of feedback delays in the filter coefficients

update, which is the main disadvantage of adaptive FDE. This is due to the presence

of multiple FFTs/IFFTs and DSP operations involved in calculating errors and

updating gradients in the feedback loop [55, 64–66]. Such delays will degrade the

adaptive equaliser’s ability to track time-varying effects as the filter coefficients

are no longer up-to-date. This is particularly detrimental during rapid SOP

rotations, for instance when aerial fibres used in a transmission link are struck by

lightning, leading to SOP rotation frequencies on the order of a few Mrad/s [67–69].

Improving the robustness of the adaptive FDE against feedback latencies is hence

crucial to successfully recover the PDM signals.

Since it is possible to mitigate CD, PMD and SOP rotations together

in the frequency domain, it is beneficial to further combine these individual

DSP stages into one block, avoiding interim FFT/IFFT conversions to further

reduce the computational complexity. The design and implementation of such

a low-complexity FDE, combining static equaliser and adaptive MIMO equaliser

together, and the algorithm to improve the adaptive equaliser’s tolerance to feedback

latencies, have been investigated in this thesis.

For the implementation of LiDAR systems, minimising system cost while still

maintaining desirable performance is also important [47, 70]. Generally, there

are three categories of LiDAR, known as pulsed time-of-flight (ToF) LiDAR,

amplitude-modulated continuous-wave (AMCW) LiDAR and frequency-modulated

continuous-wave (FMCW) LiDAR. The operating principles and related literature

will be reviewed in Chapter 2. This thesis focuses on the investigation of FMCW

LiDAR, as it offers a higher receiver sensitivity, and higher ranging resolution and

precision over longer distances compared to the other two techniques.

There are two approaches to generate the FMCW signal. One is to directly
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modulate the laser which is simple and low cost [71, 72]. The directly modulated

laser (DML) can offer a frequency tuning from tens of GHz to even THz, thus

enabling a high-ranging resolution in the LiDAR system [35,73,74]. However, such

lasers usually suffer from a larger laser phase noise, limiting the maximum ranging

distance [45, 75]. This results in a system trade-off between ranging resolution

and ranging distance. Apart from the laser phase noise, obtaining a precise linear

frequency sweep is rather challenging in the case of directly modulating a laser, and

a linearisation technique is often required to optimise the signal waveform [76–78].

In addition, the frequency modulation of a laser by varying the injection current

into the gain section often comes with an unwanted intensity modulation which

cannot be compensated. To overcome these drawbacks, an alternative approach

is to externally modulate the laser source using an electro-optic modulator (EOM).

Apart from the possibility of using a low-linewidth laser source, this approach offers

a better modulation linearity and control of the frequency and amplitude of the chirp

signal.

When using an EOM to generate the chirp signal, there are two categories

of chirp signals that have been proposed for ranging, known as single-sideband

(SSB) frequency-modulated continuous-wave (FMCW) signal and double-sideband

(DSB) amplitude-modulated chirp signal [79, 80]. The DSB signal requires a

simpler transmitter design, as it is real-valued and can be generated using a

single-drive Mach-Zehnder modulator (MZM), while the SSB signal, which is

frequency/phase modulated, requires an in-phase and quadrature modulator (IQM)

based transmitter. The operating principle of these two waveforms will be discussed

in the research work presented in Chapter 4. Both signals have previously been

investigated in an optical 90◦ hybrid-based balanced phase-diversity coherent

receiver [79–81]. Nonetheless, this receiver architecture is rather complex and

expensive, limiting its practical implementations. Hence, a simplified receiver

architecture design for coherent LiDAR, which is desirable for cost-sensitive

applications such as autonomous vehicles, has been studied in this thesis, and the

performance of systems employing these two chirp waveforms has been assessed.
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Besides the coherent receiver, the transmitter laser is critical for LiDAR

performance. As mentioned earlier, the maximum ranging distance is commonly

assumed to be limited by the laser coherence length [74]. This is because the

ranging precision can be degraded by incoherent measurements. Hence, to enable

long-distance ranging of a few hundred meters, a low-linewidth laser is often

assumed to be necessary, which potentially increases the system cost. A number

of studies have explored the possibility of mitigating precision penalties from laser

phase noise. For instance, in [75], by exploiting the prior knowledge of the power

spectral density (PSD) of the received signal and using a least-squares estimation,

10× better-ranging precision can be realised when operating beyond the laser

coherence distance. Although a certain degradation in ranging precision would be

expected in the incoherent regime, its dependence on ranging distance and laser

linewidth has not been thoroughly assessed. If the performance is acceptable, the

use of a relatively high-linewidth laser source might be a compromise solution for

many cost-sensitive applications.

It should be noted that the research work carried out in this thesis focuses on the

LiDAR subsystem designs and evaluations. Immense efforts have been made across

industry and academia to fully integrate the LiDAR system on chip in order to make

it more power-efficient, compact and easily scalable for mass production [48, 70,

82–87]. Readers are referred to the aforementioned references for more exhaustive

discussion and review of various integrated LiDAR systems.

1.3 Thesis outline

The remainder of the thesis is organised as follows:

Chapter 2 presents the requisite theory for linear impairments that arise from

the optical fibre, including CD, PMD, and SOP rotations. Various DSP techniques

that have been proposed in the literature for the mitigation of these impairments are

reviewed. The second half of this chapter focuses on LiDAR systems. The operating

principle of different LiDAR techniques, i.e., pulsed TOF LiDAR, AMCW LiDAR

and FMCW LiDAR are discussed. Achievable performance in commercialised
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products are presented. As coherent FMCW LiDAR is the focus of this thesis,

its related literature is reviewed in more detail.

In chapter 3, a novel low-complexity frequency-domain MIMO equaliser

employing a momentum-based gradient descent algorithm is proposed. The

principles of the proposed FD MIMO equaliser are presented first. Its performance

is evaluated through numerical simulations of varying feedback delays and SOP

rotation speeds. The simulation results are discussed and compared with those

obtained using the conventional gradient descent algorithm.

Chapter 4 compares the performance of two categories of chirp signals,

namely DSB amplitude-modulated signal and SSB FMCW signal, in a low-cost and

low-complexity single-photodiode based coherent LiDAR system. The impact of

direct detection (DD) beating distortions arising from single-photodiode detection,

and penalties in receiver sensitivity due to laser phase noise are mathematically

studied first with expressions to calculate this being derived. Both simulations and

experiments are then performed for verification, followed by a detailed discussion

and comparison between simulation and experiment results.

Chapter 5 investigates the impact of laser phase noise on the ranging precision

when operating within and beyond the laser coherence length. Experimental results

comparing the ranging precision of 100 kHz and 1.2 MHz laser sources at various

ranging distances are discussed first, following which simulation results, sweeping

across a wide range of ranging distances and laser linewidths, are presented.

Chapter 6 summarises the research work presented in Chapters 3, 4 and 5.

Suggestions for future work are also proposed.

1.4 Key contributions
The key contributions from the research work presented in this thesis are as follows:

• A novel low-complexity frequency-domain equalisation technique, combining

chromatic dispersion compensation and an adaptive MIMO equaliser in

one FFT block is proposed (Section 3.1). The proposed equaliser has the

advantage of saving intermediate FFTs/IFFTs between individual DSP stages.
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The algorithm was published in VII as listed below in Section 1.5.

• A momentum-based gradient descent algorithm is applied to the FD adaptive

MIMO equaliser for the first time in order to improve its robustness against

adaptive filter feedback delays and dynamic SOP rotations (Section 3.1).

Through numerical assessments, the momentum-based gradient descent is

shown to outperform the conventional gradient descent algorithm, capable

of mitigating penalties from high feedback delays in the presence of rapid

SOP rotations (Section 3.3). The results were published in VII.

• Theoretical equations for desired beat signal, direct detection beating

interference, and the impact of laser phase noise on the receiver sensitivity

when employing SSB FMCW signal and DSB amplitude-modulated signal

in single-photodiode based coherent LiDAR systems are derived and

analysed (Section 4.1). This led to the publication of III.

• Numerical simulations and experimental verifications are performed

to compare the receiver sensitivity performance with SSB and DSB

signals (Section 4.3). System limitations and trade-offs in this single

photodiode based coherent LiDAR receiver are discussed. The results were

published in III.

• The penalties arising from the laser phase noise on the ranging precision

when operating within and beyond the laser coherence length are investigated.

Experiments are carried out comparing the ranging precision of 1.2 MHz

and 100 kHz linewidth lasers for a variety of ranging distances (Section 5.1).

Results were reported in I.

• Numerical assessments are performed across a wide range of distances and

laser linewidths (Section 5.2). Achievable ranging precision with varying

laser linewidths and ranging distances is identified and reported in I.

1.5 List of publications
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Chapter 2

Theory and literature review

This chapter presents the requisite theory and literature review for the research

described in this thesis. Sec.2.1 focuses on the linear impairments arising from

the optical channel, and DSP algorithms that have been proposed to mitigate these

distortions. Sec.2.2 introduces the LiDAR technique. Three types of commonly

used LiDAR systems are discussed, namely, pulsed time-of-flight (ToF) LiDAR,

amplitude-modulated continuous-wave (AMCW) LiDAR and frequency-modulated

continuous-wave (FMCW) LiDAR, followed by a summary and comparison of

these different LiDAR systems in Sec.2.2.4.

2.1 Linear optical fibre impairments and DSP

mitigation algorithms

2.1.1 Chromatic dispersion

The refractive index of the optical fibre is frequency-dependent, resulting in

different frequency components of the optical pulse travelling at different speeds.

This phenomenon is referred to as chromatic dispersion (CD). The main penalty

caused by chromatic dispersion in an optical communication system arises from the

pulse broadening as shown in Fig.2.1. In the time domain, the broadened pulses

may interfere with neighbouring pulses and induce inter-symbol interference (ISI).

This is particularly detrimental to high-speed transmission systems, as the symbol

period becomes rather short.



2.1. Linear optical fibre impairments and DSP mitigation algorithms 31

Figure 2.1: Inter-symbol interference (a) transmitted symbol; (b) broadened symbol.

From the mathematical perspective, if the amplitude of the optical signal is

denoted as A, the propagation of each frequency component of the signal through

standard single-mode fibre (SSMF) over a distance z can be described as [88]:

A(z,ω) = A(0,ω)exp( jβ z) (2.1)

where ω is the angular frequency and β represents the mode-propagation constant.

Expanding β as the Taylor series around the optical frequency ω0 gives [88]:

β (ω) = n(ω)
ω

c
= β0 +β1(ω−ω0)+

1
2

β2(ω−ω0)
2 + ..., (2.2)

βm =
(dmβ

dωm

)
ω=ω0

(2.3)

where the parameter n is the refractive index, c denotes the speed of light and β0 is

the propagation constant at frequency ω0.

The parameter β1 specifies the velocity at which the optical pulse propagates

in the fibre, known as the group velocity vg. They are related to each other

through [88]:

β1 =
dβ

dω
=

1
vg

=
ng

c
=

1
c
(n+ω

dn
dω

) (2.4)

where ng is the group refractive index. The parameter β2 denotes the 2nd-order

dispersion, representing the dispersion of group velocity, and thus is responsible for

pulse broadening [88]:

β2 =
dβ1

dω
=

d
dω

[1
c
(n+ω

dn
dω

)
]
=

1
c
(2

dn
dω

+ω
d2n
dω2 ) (2.5)

This phenomenon is referred to as group velocity dispersion (GVD). The dispersion
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of optical fibre is commonly specified by the chromatic dispersion parameter D (ps ·

nm−1km−1), which is related to β2 through [88]:

D =
dβ1

dλ
=−2πc

λ 2
dβ1

dω
=−2πc

λ 2 β2 (2.6)

where λ represents the reference wavelength and dλ = − λ 2

2πcdω . For SSMF

operating at 1550 nm, D≈ 17 ps ·nm−1km−1 [89, 90].

The higher-order dispersion plays a critical role in the propagation of ultrashort

pulses (around tens of fs) or at wavelengths approaching the zero-dispersion

wavelength at around 1.27 µm [88]. As the research work in this thesis considers

systems operating at 1.55 µm, the impact of higher-order dispersion is neglected.

With negligible contribution to distortion from fibre nonlinearity, usually the

case in short-reach optical links, the impact of chromatic dispersion on the signal’s

envelope A(z, t) at time instance t and distance z can be modelled as [53]:

∂A(z, t)
∂ z

= j
Dλ 2

4πc
∂A2(z, t)

∂ t2 (2.7)

where j =
√
−1. Taking the Fourier transform of Eq.2.7 yields the frequency

domain transfer function of the dispersive link, which is given by [53]:

G(z,ω) = exp
(
− j

Dλ 2z
4πc

ω
2
)

(2.8)

Hence, chromatic dispersion can be modelled simply by multiplying the signal,

represented in the frequency domain, with the transfer function G(z,ω).

Multiple DSP algorithms have been proposed to mitigate penalties induced

by CD. For example, it has been proposed to design a finite impulse response

(FIR) filter to approximate the inverse of the frequency response of chromatic

dispersion [53]. The FIR filter can be implemented through a tap-delay line [91].

The filter tap weights are expressed as [53]:

gk =

√
jcTs

2

Dλ 2z
exp
(
− jπcTs

2

Dλ
2z

k2
)

(2.9)
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where Ts represents the sampling interval. The parameter k is the index for filter tap

weights, which is defined as [53]:

−
⌊

N
2

⌋
≤ k ≤

⌊
N
2

⌋
and N = 2

⌊
|D|λ 2z
2cTs

2

⌋
+1 (2.10)

where the parameter N defines the filter length required for chromatic dispersion

compensation (CDC).

It can be seen from Eq.2.10 that filter length N increases proportionally with

the transmission distance z and inversely proportional to the square of the sampling

period Ts, which indicates that, for a high-speed transmission system over a long

distance, the filter length needs to be sufficiently high in order to compensate CD

effectively. This leads to a rapid increase in computational complexity due to

the linear time-domain convolution for implementing the FIR filter [92, 93]. One

approach to reduce the computational cost is to leverage the pulse shaping [94].

Since pulse shaping can effectively reduce the signal bandwidth, the FIR filter

length can be designed to cover only the signal bandwidth, rather than the whole

frequency band, limited by Nyquist frequency as in Eq. 2.10. Therefore, the FIR

filter length, and hence the computational cost, can be reduced.

In contrast to implementing CDC in the time domain using FIR filters, it is

possible to perform the equalisation in the frequency domain at a much-reduced

calculation complexity thanks to the low calculation complexity of the fast Fourier

transform (FFT) as mentioned in Chapter 1. The frequency-domain equaliser

(FDE) is implemented by transferring the signal into the frequency domain,

multiplying the signal with the inverse of the dispersive link’s transfer function

G(z,ω) (Eq.2.8), and then transforming the equalised signal back into the time

domain. While the time-domain equalisation is a continuous sample-by-sample

process, frequency-domain equalisation is based on block processing where a block

of samples are collected and processed together [93]. There are two main categories

for implementing block-based frequency-domain (FD) equalisation, known as

overlap-add and overlap-save methods. Readers are referred to [63, 95] for detailed

analysis and comparison between these two methods, but the general operating
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(a)

(b)

Figure 2.2: Frequency-domain equalisation with (a) overlap-save method and (b)
overlap-add method. K is the block index; M denotes the number of useful
samples in one block, together with added overlap samples comprising one
FFT block with NFFT samples. FFT: fast Fourier transform; IFFT: inverse fast
Fourier transform; FDE: frequency-domain equaliser.
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principle is shown in Fig. 2.2. Since directly transferring the signal into the

frequency domain and multiplying it with the frequency-domain filter response

yields a circular convolution after inverse fast Fourier transform (IFFT), a certain

overlap should be added to the block of useful samples to form each FFT block. The

linear convolution between the input signal and the filter response can be extracted

from a subset of the IFFT output samples. Specifically, the overlap-save method

divides the signal sequence into multiple blocks with a certain overlap of samples

from the previous block while overlap-add method divides the signal sequence

into blocks with overlap composed of zeros. After frequency-domain equalisation,

the overlap-save method combines the signal in the time domain and discards the

overlap samples. In contrast, the overlap-add method adds up the overlap samples.

Both methods can achieve similar performance but the overlap-save method has

been shown to be more computationally efficient and has been widely adopted for

equalisation [50, 96, 97], and hence is employed in the research work presented in

this thesis. Its operating principle will be presented in detail in Chapter 3.

The number of overlap samples in the FDE is determined by the pulse

broadening induced by chromatic dispersion. Similarly to the FIR filter length in the

TDE, the number of overlap samples is critical for performing accurate CDC [98].

The FFT size, on the other hand, is more flexible provided it is longer than the

minimum number of overlap samples. Depending on the implementation of FFT

algorithms in the field-programmable gate array (FPGA) or application-specific

integrated circuit (ASIC), the FFT size can be configured to optimise the calculation

complexity and power consumption [93, 96].

In most cases, it is assumed that the amount of CD that is accumulated from the

optical fibre is known to the receiver. Therefore, a simple static frequency-domain

equalisation is sufficient for CDC as discussed above. However, there are some

scenarios in which the chromatic dispersion may vary due to external perturbations

such as temperature changes or dynamic light path changes between two nodes

in a network. As a result, the receiver may not have prior knowledge of the

amount of chromatic dispersion that has accumulated in the link. Several adaptive
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equalisation schemes have been proposed to cope with such dynamic chromatic

dispersion variations, for instance, using a frequency-domain blind look-up table

in which transfer functions for various amounts of dispersion are stored in

memory [92]. The equaliser goes through a coarse and then a fine search of

dispersion, until a certain error criterion is satisfied. Alternatively, it was proposed

to employ an adaptive time-domain least mean square (LMS) equaliser [94, 98].

It is shown to be very robust in dynamic dispersive optical links; however, the

computation is rather cumbersome due to the need for multiple iterations and the

complex update procedure of the adaptive filter coefficients. In addition, it is

possible to combine both time-domain and frequency-domain equaliser together

for mitigating chromatic dispersion, which is referred to as a hybrid FD/TD

equaliser [99]. The idea behind this algorithm is to apply a frequency-domain

equaliser first to compensate the majority of chromatic dispersion, and then

employ a small time-domain adaptive equaliser for mitigating residual CD,

and time-varying impairments such as polarisation mode dispersion (PMD) and

polarisation rotations [97, 100].

It should be noted that in this thesis, the static transmission link is assumed,

where the accumulated chromatic dispersion is known to the receiver, and thus, a

non-adaptive frequency-domain equaliser is sufficient to achieve accurate chromatic

dispersion compensation.

2.1.2 Polarisation mode dispersion and state of polarisation

rotation

In contrast to chromatic dispersion, polarisation mode dispersion (PMD) and state

of polarisation (SOP) rotations typically vary with time. In the ideal case with

cylindrical fibre, the refractive indices for x and y polarisations are identical, as

shown in Fig.2.3(a), and thus the two polarisations travel at the same speed in the

fibre. However, in reality, the manufacturing imperfections and mechanical stress

during fibre fabrication, cabling and deployment result in an unsymmetrical core

of the fibre. The fibre refractive indices for the two polarisations are therefore

different as shown in Fig.2.3(b). This is known as fibre birefringence [88]. The fibre
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Figure 2.3: (a) The ideal-symmetric fibre with the same refractive index for x and y
polarisation; (b) The fibre with non-symmetric core. nx and ny denote the
refractive indices for the x and y polarisations. vx and vy represent the velocities
at which the signal travels with the two polarisations. c denotes the speed of
light.

Figure 2.4: Differential group delay (DGD) between x and y polarisation as they propagate
along the fibre.

birefringence leads to two orthogonal polarisations travelling at different speeds and

with random SOP rotations. At the fibre output, the optical pulse is broadened and

the signals on the two polarisations are mixed.

The accumulated time delay τ between the two polarisation modes as they

propagate along the fibre is known as differential group delay (DGD) as shown

in Fig.2.4 [101]. The measured instantaneous DGD changes in a random manner

due to random fibre birefringence, but in general, it can be approximated by

a Maxwellian probability distribution [102]. The root-mean-square value of

instantaneous DGD is known as the PMD of the fibre, usually measured in ps [88,

102]. Further dividing PMD by the square-root of the fibre length L (km) gives the
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PMD coefficient (ps/
√

km), and it is usually a specified parameter for commercially

available fibres [89, 90]. For most commercial fibres, the PMD parameter is within

the range of 0.1 to 1 ps/
√

km [88]. As PMD scales proportionally to
√

L, the impact

of induced pulse broadening is relatively small compared to that of CD [103].

The analytical description of PMD is rather complex due to its statistical

nature [102]. A numerical model of PMD considers the fibre as a concatenated

series of random birefringence sections [103]. For a given section, the fibre

birefringence remains constant but varies randomly from section to section. The

resulting impact on PMD and SOP rotations between two polarisations due to this

random fibre birefingence can be modelled by multiplying the signal with a 2×2

complex matrix, known as the Jones matrix. For section i, the Jones matrix Ri and

Di are given by [88]:

Ri =


cosθie− jφi sinθi

−sinθi cosθie jφi

 Di =


e− jω τi

2 0

0 e jω τi
2

 (2.11)

where θi and φi refer to the random rotation and random phase shift between

two polarisations, τi denotes the local DGD, and ω is the angular frequency.

Typically, variables θi and φi follow the uniform distribution between [−π,π] and

[−π/2,π/2] [88]. Given that the total fibre is modeled by m cascaded sections,

the effect of the fibre on the signal can be modelled using the Jones matrix

J = RmDm . . .RiDi . . .R1D1 [103].

The PMD and SOP rotations are time-varying effects, and an adaptive equaliser

is required to undo polarisation rotation and recover the signal. Normally, an

adaptive equaliser is composed of three steps [51]. The first step is referred to as

filtering, where the digital filter is linearly convolved with the input signal. The next

step, known as the error estimation, is to compute the deviation between the desired

output and the filter output. The final step is the updating of the filter coefficients

by examining the obtained errors from the previous step.
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Figure 2.5: Schematic of a 2× 2 MIMO equaliser. xin and yin denote the input signal
vectors for x and y polarisations. hxx, hxy, hyx, hyy represent the time-domain
filter vectors. xout and yout are the output signal samples after equalisation.

With two polarisation modes propagating in the optical fibre, the adaptive

equaliser is constructed as a 2× 2 multiple-input multiple-output (MIMO), shown

in Fig.2.5 [53]. hxx, hxy, hyx, hyy represent the time-domain filters. Considering the

input signal vector xin and yin with L samples, the n− th equalised signals for the

two polarisations are given by [54]:

xout(n) = hT
xxxin +hT

xyyin

yout(n) = hT
yxxin +hT

yyyin

(2.12)

where T denotes the transpose of the vector. Both input signals and filter coefficients

are represented by an L by 1 vector. For instance,

xin(n) = [xin(n), xin(n−1), . . . , xin(n−L+1)]T

hxx(n) = [hxx0(n), hxx1(n), . . . , hxx(L−1)(n)]
T

(2.13)

Similar expressions can be obtained for input signal vector yin, and other filter

coefficients.

After filtering, the next step is to calculate the errors. For the modulation

format of phase shift keying (PSK) where all symbols lie on the same ring in the

constellation (i.e., having a constant radius of 1), the constant modulus algorithm

(CMA) is often employed to calculate the deviation of the equalised sample from

the constant radius [104, 105]. For higher-order modulation formats, such as
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Error estimation

CMA
ex(n) = 1−|xout(n)|2

ey(n) = 1−|yout(n)|2

RDE
ex(n) = R2

x−|xout(n)|2

ey(n) = R2
y−|yout(n)|2

DD-LMS
ex(n) = ˆxout(n)− xout(n)
ey(n) = ˆyout(n)− yout(n)

Table 2.1: Error estimation in adaptive equalisers [53]. CMA: constant modulus algorithm;
RDE: radially-directed equalise; DD-LMS: decision-directed least mean square.
n is the sample index. ex(n) and ey(n) denote the estimated errors for x and
y polarisations respectively. xout and yout are the output signal samples after
equalisation. Rx and Ry represent the nearest constellation radii for xout and yout .

ˆxout(n) and ˆyout(n) denote the symbols that are closest to the equaliser output
after decision.

M-ary quadrature amplitude modulation (QAM) where the different symbols have

a variety of amplitudes, the deviation is obtained by subtracting the filter output

from its nearest constellation ring. This algorithm is known as radially-directed

equaliser (RDE) [106]. Alternatively, instead of bringing the received symbol to

the closest radius, the receiver can also directly make hard decisions on equalised

symbols, known as decision-directed least mean square (DD-LMS) algorithm. It

should be noted that, in contrast to CMA or RDE, DD-LMS is very sensitive to laser

phase noise as it makes an estimate of what the transmitted symbol might be after

adaptive equalisation [57]. Hence, DD-LMS often requires an accurate carrier phase

recovery before equalisation to eliminate the penalty from laser phase noise (e.g.,

through the use pilot symbols [107]). Otherwise, it might lead to unstable operation.

In many cases of using higher-order modulation schemes, CMA is often chosen

for pre-convergence before switching to RDE or DD-LMS for more accurate error

estimation [108]. The error calculations for these three methods are summarised in

Table 2.1.

The objective of the adaptive equalisation is essentially to minimise the

mean squared error (MSE) E[|e(n)|2], which is also referred to as the cost
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function [105]. As the cost function is related to adaptive filter coefficients (see

Eq.2.12 and Table 2.1), minimising the errors requires searching for the optimum

filter coefficients. Employing the stochastic gradient descent algorithm by taking

the instantaneous value of the gradient (i.e., replacing E[|e(n)|2] by |e(n)|2 ), the cost

function can be minimised by setting the partial derivative of |e(n)|2 with respect to

every filter tap weight (see Eq. 2.13) to zero, given by [51]:

∂ |e(n)|2

∂hi(n)
= 0, where 0≤ i≤ L−1 (2.14)

where i denotes the index for each individual filter tap weight in the filter coefficient

vector h(n). Collectively, Eq.2.14 can be written as [51]:

∇h|e(n)|2 = 0 (2.15)

where ∇h denotes the gradient operator with respect to filter coefficient vector h(n).

The obtained gradient is then used to update the adaptive filter tap weights given

by [51]:

h(n+1) = h(n)−µ∇h|e(n)|2 (2.16)

where µ is the convergence parameter which determines the convergence rate of the

equaliser, also known as the step size.

Employing CMA or RDE as the cost function, the equations for updating the

four sets of filter taps are given by [54, 105]:

hxx(n+1) = hxx(n)+µex(n)xout(n)x∗in(n)

hxy(n+1) = hxy(n)+µex(n)xout(n)y∗in(n)

hyx(n+1) = hyx(n)+µey(n)yout(n)x∗in(n)

hyy(n+1) = hyy(n)+µey(n)yout(n)y∗in(n)

(2.17)

where the asterisk denotes the complex conjugate. Similarly, the filter update in the
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case of DD-LMS is calculated as [53]:

hxx(n+1) = hxx(n)+µex(n)x∗in(n)

hxy(n+1) = hxy(n)+µex(n)y∗in(n)

hyx(n+1) = hyx(n)+µey(n)x∗in(n)

hyy(n+1) = hyy(n)+µey(n)y∗in(n)

(2.18)

The most complex step in these 3-step adaptive equalisation methods is

the filter coefficients update, which accounts for almost half of the calculation

complexity of the algorithm itself. A few techniques for reducing the

calculation complexity in the filter update have been investigated in [52]. In

particular, the proposed multiplier-free tap weight update algorithm is shown

to significantly reduce the complexity since multiplications are usually more

computationally intensive than additions. In the experimental verification of 3

Gbaud polarisation-division multiplexing (PDM)-quadrature phase shift keying

(QPSK) system in transmission over 100 km SSMF, it was shown to be capable

of achieving similar performance to that of using the conventional filter update

algorithm. Alternatively, one can reduce the filter length via sample pruning [59].

Normally, the adaptive equaliser is performed at two samples per symbol. Using

sample pruning, the input signal to the adaptive equaliser is downsampled to one

sample per symbol and calculations are only performed for the required samples for

the output symbols. In the simulation, the sample pruning method was shown

to offer a greater than 50% reduction in power dissipation in a 28 nm ASIC

implementation. Such a reduction is achieved at the expense of a small penalty

on the equaliser’s tracking ability due to a noiser gradient estimation.

Similarly to FD CDC discussed in the last section, the adaptive time-domain

equaliser can also be implemented in the frequency domain to reduce the calculation

complexity and power consumption [63]. In [60], an adaptive FDE comprised of

two sub-equalisers for odd and even samples was evaluated in a 40 Gbit/s dual

polarisation QPSK system. The performance is shown to be equivalent to TDE

but with reduced computation cost. In particular, a constrained gradient estimation
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Figure 2.6: Schematic of adaptive frequency-domain equalisation with constrained
gradient estimation based on overlap-save method. The red-dash box displays
the implementation of constrained gradient estimation [63]. xin(K) and
Xin(K) represent the time-domain and frequency-domain input signal vector
respectively. H denotes the frequency-domain filter coefficients. xout(K)
is the time-domain output signal after equalisation. d(K) and e(K) are the
time-domain desired signal vector and error vector respectively. G(K) is the
frequency-domain gradient vector. ∇ denotes the gradient.

is employed in the proposed FDE [60, 63]. A schematic of the overlap-save

method-based adaptive frequency-domain equalisation with constrained gradient

estimation is shown in Fig.2.6. As with the static frequency-domain equalisation

shown in Fig.2.2(a), the adaptive FDE also requires a block of samples (xin(K)

as shown in Fig.2.6) added with certain overlaps to be converted to the frequency

domain first (Xin(K)). Following this, the frequency-domain equalisation (H) is

performed and the signal is then transformed back to the time domain to obtain

the equalised output signal (xout(K)). The main difference compared to the static

FDE is that the adaptive FDE involves two more steps for calculating errors

(e(K)) and updating the adaptive filter coefficients using the obtained G(K). The

red-dash box displays the implementation of constrained gradient estimation where

a time-domain constraint is imposed on the frequency-domain gradient vector by

converting it back to the time domain, discarding the last set of samples of the
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gradient vector and padding the same number of zeros before converting it back to

the frequency domain again for updating filter coefficients [63]. This time-domain

constraint is imposed to ensure that the calculated frequency-domain gradient vector

is the result of a correct linear correlation between the error signal and the input

signal vector [63].

It can be seen that constrained gradient estimation used in adaptive

frequency-domain equalisation adds some computational complexity to the

feedback loop in the filter update. Compared to a static (i.e., non-adaptive) FDE

used in CDC, the adaptive FDE with constrained gradient estimation for mitigating

PMD and SOP rotations in one polarisation increases the computation complexity

by 250 % (five more FFTs/IFFTs, with four from constrained gradient estimation

since equalising one polarisation involves two adaptive filter coefficient updates,

and one from error calculation). It is possible to reduce the computation complexity

by omitting the time-domain constraint and hence saving four FFTs/IFFTs for

recovering one polarisation [109]. This approach is known as unconstrained

gradient descent algorithm [63]. In this case, the calculation complexity increases

by only 50 % compared to the static FDE. Nonetheless, this comes with small

penalties in the performance of the adaptive equaliser as demonstrated in [110].

Therefore, the constrained gradient descent estimation has also been adopted for

the research work presented in Chapter 3.

The above-mentioned adaptive equalisation algorithms are all blind, which

means that the receiver has no knowledge of what signal has been transmitted.

In some situations, it might be challenging for the blind adaptive equaliser to

converge quickly and to be able to track dynamic effects. For example, the

rapid SOP rotations caused by lightning strikes on aerial fibres can lead to rapid

SOP rotations at the order of a few Mrad/s [67–69]. These fast changes of SOP

rotations make it almost impossible for most commercial DSPs in polarisation

multiplexed transmission systems to successfully de-multiplex the signal as the

adaptive equaliser is only capable of tracking SOP rotations at rates of up to a few

hundred krad/s [65, 111]. Hence, a number of studies explored the possibility of



2.2. LiDAR architecture 45

Figure 2.7: Overview of a LiDAR system. Tx: transmitter; Rx: receiver.

training-based feed-forward equalisation technique where part of the transmitted

signal is known to the receiver [65, 112]. In this case, pilot symbols are inserted

periodically. Comparing transmitted and received pilot symbols, the inverse of the

Jones matrix of the optical channel can be obtained without the filter update process.

Moreover, in [113], it was proposed to update the adaptive equaliser only based

on pilot symbols. The filter coefficients were then kept constant for the following

payload until the next pilot symbol. This type of feed-forward equalisation is shown

to have a faster convergence speed than blind equalisation and is capable of tracking

higher-speed SOP rotations. Nonetheless, the insertion of training or pilot symbols

will inevitably add a certain overhead [56].

2.2 LiDAR architecture

Fig.2.7 shows an overview of a typical LiDAR system. It consists of a transmitter

generating a modulated LiDAR signal. The signal is then collimated and illuminates

the target. After being reflected back from the target, the signal is focused

onto the photodiode for detection [114]. Signal processing is applied to the

detected signal to extract the range and velocity information. Fig.2.8 shows three

types of LiDAR that can be applied for ranging, known as pulsed time-of-flight

(ToF) LiDAR, amplitude-modulated continuous-wave (AMCW) LiDAR and

frequency-modulated continuous-wave (FMCW) LiDAR. While the pulsed TOF

LiDAR directly measures the distance to the target by measuring the time delay,

AMCW LiDAR and FMCW LiDAR encode the distance information into phase

shift and beat frequency respectively.
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Figure 2.8: LiDAR sub-systems. ToF: time-of-flight; AMCW: amplitude-modulated
continuous-wave; FMCW: frequency-modulated continuous-wave; MEMS:
micro-electromechanical system; OPA: optical phased array.

The main advantage of LiDAR over conventionally remote sensing techniques

such as radio detection and ranging (Radar) is its ability to generate a

high-resolution 3D point cloud. This imaging ability can be realised through

a non-scanning approach, for instance flashing the entire field-of-view (FOV)

simultaneously, or various beam scanning techniques as shown in Fig.2.8. The

working principle of flash LiDAR is very similar to the flash light used in camera.

The entire FOV of interest is illuminated at once, and all the reflections are received

by a detector matrix at the receiver [45, 115]. Since the entire scene is measured

at once, this approach enables faster data acquisition and is more resistant to

vibrations and movements when taking the measurements. On the other hand, as

the light is dispersed in all directions in the flash LiDAR, this approach significantly

reduces the signal optical power and thus constrains the ranging distance to tens of

meters [46].

To extend the ranging distance, a focused beam can be used instead,

concentrating light at one point and generating one pixel at a time. The entire

FOV is then scanned sequentially. This method is referred to as beam scanning.

A number of techniques have been developed to achieve beam scanning, e.g.,
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mechanical beam steering technique [116], optical phased array (OPA) [84, 117],

micro-electromechanical system (MEMS) mirrors [118] and so forth. Mechanical

beam scanning includes a galvanometer-driven mirror, to rotate the beam to

different angles. It usually works in combination with pulsed TOF LiDAR system

and is currently prevalent in the automotive industry, with leading sensor providers

such as Velodyne, Ouster and Hesai [42, 119]. Despite its popularity, such system

still presents a few drawbacks. First, it is usually very bulky and power hungry, and

the inertia of the rotating module limits the scanning speed to 100 Hz [46]. Besides,

the system is very susceptible to vibrations which might lead to misalignment and

raise questions about their long-term reliability.

The other two beam scanning techniques, namely MEMS mirrors and OPAs,

have received growing research and industrial interest in recent years and have

proven to be appealing alternatives to mechanical beam steering [85, 114, 119].

MEMS systems replace external rotating mirrors with micromirrors to adjust the

direction of the incoming light. These micromirrors with diameters of just a

few millimeters are tilted to different angles in response to the stimulus such as

electrostatic, electromagnetic or piezoelectric [120]. MEMS beam steering systems

tend to be compact and have a low power consumption. However, as the system still

involves moving components, it is sensitive to shocks and vibrations.

The OPA is the alternative solid-state beam steering technique, consisting of

multiple phase modulators to adjust the delay of the light as it travels through phase

modulators. The constructive and destructive interference of the light emerging

from the phase modulators changes the optical wave-front shape and hence the

beam steering angle [85]. Combined with integrated photonic circuits, OPAs have

the potential to achieve a chip-scale system. The main drawback of OPAs is their

high insertion loss of the laser power, limiting the transmitter’s maximum emission

power and hence the ranging distance [42, 84]. As both flash LiDAR and beam

scanning LiDAR come with their own features and shortcomings when in use to

generate a 3D representation of the environment, hybrid approaches to combine the

strength of each are being explored and many other emerging scanning techniques
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are under development to potentially provide better optical sensing performance and

reliability [42].

After the LiDAR signal has been generated and directed at the target, the

back-scattered signal needs to be detected and processed at the receiver. In the

flash LiDAR, a detector matrix is used to collect all the light reflected back from

the FOV of interest with each detector corresponding to one pixel [46]. In terms

of beam scanning where a single point is measured at a time, it is possible to use

detector arrays, each responsible for a certain direction, in order to accelerate the

data acquisition speed [82].

In the following sections, the operating principles of three optical sensing

techniques, i.e., the pulsed TOF LiDAR, AMCW LiDAR and FMCW LiDAR,

are presented in Sec. 2.2.1, 2.2.2 and 2.2.3 respectively. The unique strengths

and drawbacks of each, and the system trade-offs are discussed. As coherent

FMCW LiDAR was investigated in the research work presented in Chapter 4,

its operating principle and related literature, including various signal generation

techniques, detection mechanisms, are reviewed in more detail. Readers are referred

to [121–124] for more comprehensive discussions on pulsed TOF LiDAR and

AMCW LiDAR. Section 2.2.4 presents a summary and comparison of these three

LiDAR techniques.

2.2.1 Pulsed time-of-flight (TOF) LiDAR

The pulsed TOF LiDAR is the most-commonly used type of laser range finder and

currently prevails in the LiDAR market due to its simple modulation principle and

low-cost, low-complexity architecture [125]. It directly measures the time delay τ

between the emission and the arrival of the optical pulse after being reflected back

by the target as shown in Fig.2.9. Hence, the target distance L can be obtained by

multiplying this time difference τ and the speed of light in the air c given by:

L =
cτ

2
(2.19)
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Figure 2.9: Schematic for pulsed TOF LiDAR.

The factor of two maps the round-trip delay to one-way distance. In practice,

this time delay is often measured by a high-speed and high-precision timing

discriminator. The start of the emission pulse triggers the timer and the

back-reflected pulse stops it [126]. In practice, the jitter of the timing circuit,

variation of the pulse shape and amplitude due to transmission together with other

typical noise sources such as electronics, shot noise, background noise, will affect

the precision of timing, hence impacting the ranging precision [77].

Ranging resolution is another important parameter which determines a

LiDAR’s ability to differentiate two closely located targets in space. A higher

resolution is desirable as it captures more details when generating a 3D point cloud.

In the TOF LiDAR, the ranging resolution is related to the pulse duration Tp, given

by [127]:

Rres =
cTp

2
(2.20)

Therefore, a shorter pulse can provide a finer ranging resolution. A typical pulse

duration of a few nanoseconds enables a ranging resolution of tens of centimeters

(e.g., 5 ns pulse gives a ranging resolution of 0.75 m) [128].

Another important system metric is the maximum ranging distance. In the TOF

LiDAR, if the timing interval of the timing discriminator is sufficiently long, the

maximum ranging distance is limited by the following factors. First, the ambiguity

distance which refers to the scenario that the echo of the first pulse returns after the

emission of the second pulse. This causes ambiguity of identifying the correct time
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delay and thus induces errors in the distance measurement. The longest distance

the pulse can travel without inducing aliasing from other pulses is known as the

maximum unambiguous range [129]. It is obvious that the unambiguous range

is associated with the pulse repetition rate. The higher the pulse repetition rate,

the shorter the unambiguous range. In addition, the optical power of the pulse

is critical in defining the maximum ranging distance. Under the condition that

the eye-safety requirement is always met, the pulsed LiDAR can be operated at

a shorter pulse duration of a few nanoseconds or even picoseconds to increase

the optical peak power [77]. The high optical peak power offsets the loss in free

space when travelling long distances. The corresponding system trade-off is the

increase of the required receiver bandwidth (∝ 1/Tp), introducing more noise into

the system, and thus degrading the signal-to-noise ratio (SNR) [127, 129]. The

constant high-peak-power operation may also cause damage to the laser source,

potentially reducing its lifetime [77].

Apart from sending shorter pulses to increase the optical peak power at

the transmitter, one can also use highly-sensitive detectors at the receiver, for

instance, the single-photon avalanche detector (APD) [130], to improve its ability

of successfully detecting weak signals. APDs normally operate in the reverse-bias

mode (Geiger mode), under which a single photon can generate an electron-hole

pair that triggers the avalanche process and leads to a large current [45]. The large

amplitude of the current triggers the timing circuit. Nonetheless, the APDs are very

susceptible to ambient light and scattering and may cause false detections [45,115].

As mentioned earlier, TOF LiDAR prevails in the current LiDAR market. Most

commercial TOF LiDAR systems work at 905 nm, as pulsed diode lasers are readily

available at a low cost, as are the photodetectors. In addition, this wavelength range

is within the detection range of silicon, so it is compatible with complementary

metal-oxide semiconductor (CMOS) techniques [42, 47]. The main drawback

associated with this wavelength is the eye-safety issue. As light with the wavelength

of 905 nm can penetrate human eyes and reach the retina, the maximum emission

power needs to be kept low which limits its ranging distance to tens of meters [44].
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Nowadays, most commercially available products can achieve a ranging resolution

and precision of a few centimeters at these distances [121, 131–133].

In addition to applications in range-finding, the pulsed TOF LiDAR has also

been used for anemometry to detect the wind velocity [134]. Such detection

technique is also referred to as Doppler Wind LiDAR, in which the light is

backscattered by aerosols and introduces a Doppler frequency on the carrier

frequency [135]. In contrast to the direct detection scheme used in ranging, coherent

detection is required in anemometry in order to resolve the Doppler ambiguity [40].

At the receiver, by mixing the Rx signal with the local oscillator (LO) and applying

the Fourier transform after digitisation, a Doppler frequency can be found through

a peak search [134]. The radial velocity vr can be determined from the identified

Doppler frequency fd by [134]:

vr =
c

2 fc
fd (2.21)

where fc is the carrier frequency. The velocity resolution is defined as [134]:

vres =
c

2 fcTp
(2.22)

As Tp refers to the pulse duration as shown in Fig.2.9, Eq.2.22 suggests that a longer

pulse duration enables a better velocity resolution. On the other hand, a shorter

pulse duration offers a finer ranging resolution as shown in Eq.2.20. The selection

of pulse duration involves the trade-off between range and velocity resolution in the

Doppler Wind LiDAR [81].

2.2.2 Amplitude-modulated continuous-wave (AMCW) LiDAR

In AMCW LiDAR, the light intensity is modulated by a sinusoidal wave of

frequency fm [45]. The target distance information is extracted by measuring

the relative phase shift ∆Φ between the backscattered Rx signal and the reference

signal as displayed in Fig.2.10 [46]. Therefore, this method is also known as phase

measurement [77] or continuous wave intensity modulation [136].

There are a number of techniques to extract this phase shift. One approach
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Figure 2.10: Schematic for AMCW LiDAR.

Figure 2.11: Measurement of phase shift in the AMCW LiDAR with ‘four-bucket’
sampling [124].

is to use the amplitude of the Rx signal as shown in Fig.2.11. By measuring the

amplitude at four equally spaced offsets of 90°, the phase shift ∆Φ can be calculated

by [124, 137]:

∆Φ = arctan
(A3−A1

A0−A2

)
(2.23)

where A0, A1, A2 and A3 denote the measured amplitudes. As the Rx signal is

sampled at four points in each modulation cycle, this phase demodulation method

is also known as ‘four-bucket’ sampling [124].

Alternatively, one can use mixers and low-pass filters to remove the modulation
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Figure 2.12: Measurement of phase shift in the AMCW LiDAR using mixers and low-pass
filters [138].

frequency and then filter out the desired phase change that is associated with the

target distance as shown in Fig.2.12. Nonetheless, this technique involves rather

complex circuitry for implementing mixers and low-pass filters [138].

With the phase shift ∆Φ being measured, the round-trip delay can be obtained

through [126]:

∆Φ = 2π fmτ (2.24)

where the time delay τ = 2L
c . Hence, the target distance L is described as [126]:

L =
c∆Φ

4π fm
(2.25)

The ranging resolution of AMCW LiDAR varies inversely proportional to

the modulation frequency fm [139]. A higher modulation frequency leads to a

better ranging resolution [140]. The maximum unambiguous ranging distance

in the AMCW LiDAR is limited by the 2π phase shift due to the periodicity

of the modulated signal (i.e., Lmax = c
2 fm

) [77, 138]. As the signal modulation

frequency increases to improve the resolution, the ranging distance decreases

accordingly. Normally, the modulation frequency fm is of a few tens of MHz,

allowing a maximum ranging distance of a few meters and a resolution of a few

centimeters [124, 141].

AMCW LiDAR has been used in products since the 1990s and is often referred

to as TOF cameras with parallel arrays of emitters and detectors [124]. Numerous
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studies have been carried out on the design of low-cost TOF cameras using

complementary metal-oxide semiconductor (CMOS) pixel array with an active

modulated light source [142–144]. In contrast to pulsed TOF LiDAR or FMCW

LiDAR which normally use lasers as the light source, AWCW LiDAR more often

uses near-infrared light-emitting diodes (LEDs) with wavelength around 630 nm

- 950 nm [141, 145]. The non-concentrated light emitted by LEDs, in addition

to the finite unambiguous range limited by 2π phase shift, constrains the AMCW

LiDAR to short-distance applications (normally below 10 m), mostly indoors such

as video gaming and robotics [45, 122, 136]. Currently, ranging resolution of a few

centimeters and precision at ∼cm or ∼mm level have been achieved in commercial

TOF cameras [141, 142, 144, 146].

2.2.3 Frequency-modulated continuous-wave (FMCW) LiDAR

Both pulsed ToF LiDAR and AMCW LiDAR are intensity modulated as

discussed above. Frequency-modulated chirp signal, more commonly known as

frequency-modulated continuous-wave (FMCW), employs frequency modulation

of the lightwave while keeping its amplitude constant [45]. The operating principle

of FMCW LiDAR is based on the interference between the reference signal and the

back-reflected signal, generating a beat frequency that varies proportionally to the

target distance.

The sawtooth waveform of the optical frequency, which is commonly used for

ranging in the FMCW LiDAR systems is shown in Fig.2.13. The instantaneous

frequency starts from f1 and linearly increases over the modulation period of Tm

with a chirping bandwidth of B. It can be mathematically described as:

cos(ϕ(t)) = cos
(

2π f1t +
πBt2

Tm

)
(2.26)

where ϕ(t) denotes the phase of the chirp signal, and t is the time instance. The

back-reflected signal is time delayed by τ , and beats with the reference signal at the
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Figure 2.13: Schematic for FMCW LiDAR using a sawtooth chirp waveform.

receiver, producing a beat frequency fb:

cos(ϕ(t)−ϕ(t− τ)) = cos
(

2π fbt +2π f1τ− πB
Tm

τ
2
)

(2.27)

where fb =
Bτ

Tm
. In Eq. 2.27, while the last two terms are of constant values, the first

term is associated with time t and varies proportionally with time delay τ . Usually,

the beat frequency is identified by a peak search in the frequency domain after taking

the Fourier transform of the detected beat signal (i.e., applying Fourier transform to

Eq.2.27 ). By detecting fb, the one-way ranging distance can be obtained:

L =
cTm

2B
fb (2.28)

This sawtooth chirp signal has been used in the research work presented in Chapter 4

and Chapter 5 for laser ranging. Detailed derivations regarding the modulation of

the chirp signal and the detection of the beat frequency can be found in Chapter 4.

In the presence of a moving target, the Doppler frequency fd will be

superimposed onto the distance-dependent beat frequency fb, introducing errors

in the distance measurement. Hence, in this case, the sawtooth waveform is no

longer suitable. Triangular frequency modulation can be utilised instead to resolve

the distance and velocity ambiguity as shown in Fig.2.14. Two beat frequencies, fup

and fdown, are measured separately from the upward and downward ramps. While

the Doppler frequency fd is one half of the frequency difference between fup and
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Figure 2.14: Schematic for FMCW LiDAR using a triangular waveform.

fdown, distance-dependent beat frequency fb is the average of the two [147]:

fd =
1
2
| fup− fdown|

fb =
1
2
| fup + fdown|

(2.29)

The target distance and radial velocity are related to fb and fd by [147]:

L =
cTm

4B
fb

v =
c

2 fc
fd

(2.30)

The same notations as before are used. c denotes the speed of light, Tm is the

modulation period, B is the chirping bandwidth, fc represents the transmitter laser

carrier frequency. The direction of the velocity is estimated by comparing the

relative frequency at the upward and downward ramp. For the positive Doppler

frequency with the target moving closer, fup obtained with the upward ramp is

smaller than fdown measured with the downward ramp (i.e., fup < fdown) as shown

in Fig.2.14. Conversely, if the target is moving away, producing a negative Doppler

frequency, then fup > fdown.

The maximum unambiguous range in the case of a sawtooth waveform

corresponds to half of the modulation period. Otherwise, the second beating tone
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caused by the discontinuity of the sawtooth waveform will introduce errors [148].

In addition to the modulation period which sets a limit on the ranging distance, the

laser coherence length plays a major role as well. It is commonly assumed that

the reference beam and the time-delayed beam due to the back-reflection from the

target should be within the laser coherence length [75,77]. When operating beyond

the laser coherence length, the laser phase noise causes certain spectral broadening

in the frequency domain, and therefore, the distance measurement precision is

degraded. The laser coherence length Lcoh is normally defined as the inverse of

the laser linewidth given by [75]:

Lcoh =
c

π∆v
(2.31)

where ∆v is the laser linewidth. Therefore, a narrower laser linewidth is beneficial

for long-distance ranging.

The ranging resolution of FMCW LiDAR is related to the chirping bandwidth.

Taking a single signal period, the Fourier transform-limited ranging resolution is

defined as [76]:

∆r =
c

2B
(2.32)

where c denotes the speed-of-light and B is the chirping bandwidth. Hence, it

is usually desirable to have a large chirping bandwidth in order to achieve a

higher resolution. The simplest approach to generate such a wide-bandwidth

frequency-modulated chirp signal is to directly modulate the laser [71, 72].

Commercially available directly modulated laser (DML) such as vertical-cavity

surface-emitting laser (VCSEL) can offer over THz level modulation bandwidth,

enabling a ranging resolution of a few micrometers [35, 73, 74, 149]. Distributed

feedback (DFB) lasers, can achieve a slightly lower tuning bandwidth, usually of a

few hundred GHz [73, 116]. A few techniques have been proposed in the literature

to increase the total modulation bandwidth of DFB lasers. For instance, it was

proposed to spectrally stitch the optical spectrum of multiple laser sources, e.g.,

using DFB arrays to replicate a single wide frequency scan, capable of achieving
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a ∼ µm scale ranging resolution [73, 150]. The main challenge of implementing

such coherent stitching of multiple uncorrelated laser sources is to ensure the phase

continuity across the sweep, which usually requires an external reference signal and

thus slightly complicates the system.

Though widely tunable lasers can enhance the ranging resolution, they often

suffer from greater laser phase noise. Laser phase noise is the broadband stochastic

frequency noise, normally caused by intrinsic spontaneous emission noise and

1/f noise caused by fluctuations in the laser cavity and noise from the driving

circuits [151]. This will lead to an increased laser linewidth [45, 75]. As discussed

earlier, a high laser linewidth limits the ranging distance in coherent FMCW LiDAR

systems. Using DFB lasers for example, typically with ∼1 MHz linewidth, limits

the maximum ranging distance to tens of meters [75].

In this case of directly modulating the laser to generate the FMCW LiDAR

signal, the trade-off between modulation bandwidth and laser phase noise (and

consequently the raging resolution and ranging distance) becomes a fundamental

issue. Besides, generating a perfect linear chirp using a tunable laser is challenging

due to the inherent nonlinear relation between the output frequency and the driving

waveform. A linearisation technique is often required to optimise the signal

waveform [77, 78]. For example, this can be implemented by using an iterative

learning pre-distortion circuit which predistorts the laser driving waveform in order

to obtain a linear frequency modulation [76]. Nonetheless, this pre-estimated

driving waveform is susceptible to external changes, e.g., temperature variations,

and needs to be updated accordingly. To alleviate this environmental dependence,

it was proposed to use a femtosecond fibre laser to generate the frequency comb

as a reference [152]. The modulation rate of the tunable laser is then measured

against the comb’s repetition rate simultaneously with the LiDAR signal to suppress

environmental influence.

An alternative approach to generate the linear frequency-modulated chirp

signal is to use an external modulator. Though the modulation bandwidth

offered by external modulators are usually tens of GHz, not as wide as many
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DMLs, this approach gives a better control of the signal waveforms which

can be generated independently using an arbitrary waveform generator (AWG).

Advanced modulators, such as Mach-Zehnder modulator (MZM) and in-phase and

quadrature modulator (IQM), can provide more degrees of freedom in terms of

signal modulation. Besides, low-linewidth lasers operating in CW mode can be

used as light source, for instance, an external cavity laser (ECL) which normally

has a linewidth below ∼100 kHz, enabling a coherence length of a few hundred

meters [153, 154].

A number of novel and complex signal waveforms generated by external

modulators have been proposed in the literature. For example, in order to

have fast data acquisition when detecting a moving target, a double sideband

signal of opposite chirping, generated by MZM, was proposed in [155]. The

distance-dependent beat frequency and Doppler frequency can be detected at the

same time, instead of separately from the up and down ramp as conventionally used

with the triangular frequency modulation. In [81], it was proposed to modulate

individual RF signals onto the upper and lower optical sidebands via an IQM. In this

case, a single frequency is loaded to the lower sideband of the carrier to measure the

velocity of the target, and a wide frequency-modulated signal is loaded to the upper

sideband to measure the distance at a high resolution. As the velocity and distance

are measured separately using different signals, this approach resolves the ranging

and velocity resolution trade-off in pulsed Doppler Wind LiDAR as discussed in

Sec. 2.2.1. The IQM can also be used to extend the chirping bandwidth. It was

shown that by continuously sweeping the frequency from the lower optical sideband

to the upper optical sideband, provided that the phase is continuous across the

band, the total chirping bandwidth can be doubled and hence improves the ranging

resolution by a factor of two [156, 157]. In addition to complex modulation of the

lightwave, one can also modulate information onto the orthogonal polarisation using

a dual-polarisation IQM to obtain a polarisation-division multiplexing system [158].

Apart from measuring distance and velocity from two polarisations separately, this

technique allows detection of the depolarisation ratio of the target by examining the
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(a)

(b)

Figure 2.15: Generation of the beat frequency in coherent FMCW LiDAR through (a)
electrical mixing, and (b) optical mixing. Rx refers to the received signal
and fb denotes the detected beat frequency. LO: local oscillator.

intensity of the reflected signal on two polarisations.

At the receiver side, the FMCW LiDAR requires beating with a reference

signal in order to produce a beat tone as mentioned earlier. There are two main

approaches to generate this beat frequency at the receiver, known as electrical

mixing and optical mixing. In the case of electrical mixing, the LO is a continuous

wave (CW) laser as shown in Fig.2.15(a). It can be generated from either splitting

a portion from the Tx laser, or using a separate laser source in addition to the

Tx laser [156]. Naturally, taking a fraction of the Tx laser as the LO would be

more efficient and cost-effective in the LiDAR system as the transmiter and the

receiver are co-located. The LO’s function in this electrical mixing is mainly to

amplify the Rx signal and down-convert the signal to the baseband [81, 155]. The

detected photocurrent is a delayed chirp signal, following which an electrical mixer

is used for de-chirping and to get the beat frequency [155, 159]. However, in this

case, additional noise and nonlinearity are induced during frequency mixing and

lead to a degraded receiver sensitivity [79]. Such drawbacks of electrical mixing
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can be avoided by optical mixing where an optical splitter is used to obtain two

copies of the modulated chirp signal, transmitting one and using the other as the

LO [79, 156] as displayed in Fig.2.15(b). The desired beat signal is produced

when the LO beats with the Rx signal during photodetection. Apart from the

benefit of removing penalties from electrical mixing and simplifying the receiver

configuration, this approach relaxes the bandwidth requirement for the photodiode

as the beat frequency is generally smaller than the chirp bandwidth. Due to these

advantages, optical mixing has been adopted in the receiver configuration in the

research work presented in Chapter 4 and Chapter 5.

There are mainly three types of coherent receivers that have been employed

in FMCW LiDAR, namely 1) a balanced phase-diversity coherent receiver based

on an optical 90◦ hybrid [80], 2) 3-dB coupler-based balanced detection [75], and

3) 3-dB coupler-based receiver employing a single-ended photodiode [76]. Among

them, the balanced phase-diversity coherent receiver is the most complicated as it

requires a 90◦ optical hybrid and two pairs of balanced photodiodes (BPDs) and

two transimpedance amplifiers (TIAs) for one polarisation. However, as it allows

the detection of both the in-phase and the quadrature components of the signal,

this receiver architecture can be used in combination with the IQM at the Tx to

generate many advanced signal waveforms for improving the distance and velocity

estimation performance [81, 157]. A 3-dB coupler-based receiver employing a

single-ended photodiode offers the simplest coherent receiver solution. It replaces

the 90◦ optical hybrid with a simple 3-dB coupler, and reduces two pairs of BPDs

and TIAs to just a single photodiode. The system trade-off is the reduction on

the receiver sensitivity as the system performance is affected by unwanted direct

detection (DD) beating distortions. One possible approach to mitigate DD beating

distortions is to use balanced detectors, provided that there is a good length match

and the common mode rejection ratio (CMRR) is sufficiently high. Alternatively,

a wide spectral guard band can be inserted to separate the DD beating distortions

from the desired signal at the expense of requiring a larger electrical and optical

bandwidth.
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Most FMCW LiDAR systems that have been demonstrated in the literature

work at the wavelength of 1550 nm. As mentioned in the introduction, this

wavelength can alleviate the eye-safety issue, and is suitable for long-distance

ranging of a few hundred meters. The shortcomings associated with this wavelength

are first, the laser and the detection technique are relatively expensive as materials

such as InP or InGaAs need to be utilised [44]. Besides, since the light at 1550 nm

is subject to water absorption, it can potentially degrade the LiDAR’s ability to

function in rainy or foggy weather [160]. In terms of commercial products, FMCW

LiDAR is not yet as mature as TOF or AMCW LiDAR, and there are not many

products that can be bought off-the-shelf. Blackmore (now acquired by Aurora)

was the first company that introduced FMCW LiDAR into the market [161]. In

2019, they demonstrated ranging up to 450 m and velocity measurements of up

to 150 m/s [162]. More recently, SiLC and AEVA announced chip-integrated 4D

LiDAR (3D environment and velocity) [163, 164]. Ranging distance up to 500 m

and ∼mm scale precision are claimed to be possible.

2.2.4 Comparison of LiDAR systems

In the last three sections, the operating principles of three LiDAR techniques are

presented. Due to the simplicity and low-cost of TOF LiDAR, it is currently

the most popular and commercially available product in the market [125]. The

AMCW LiDAR measures the relative phase shift between the Rx signal and the

reference signal to estimate the distance, and has been mostly applied for indoor

applications such as robotics and video gaming. The FMCW LiDAR encodes the

target distance and velocity into beat frequencies. The utilisation of wide optical

bandwidth enables a much better ranging resolution compared to the other two

techniques. The presence of a strong LO at the coherent receiver also significantly

improves the receiver sensitivity and allows for long-distance ranging.

Table 2.2 summarises the properties of these three types of LiDAR systems

together with some achieved ranging resolution and precision in commercially

available products [121, 131–133, 141, 145, 146, 161, 162, 165]. It should be noted

that this table presents the parameters that are commonly used, and they are not
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Pulsed TOF AMCW FMCW

Wavelength 905 nm 850 nm 1550 nm

Parameter
measured

Pulse delay Phase shift Beat frequency

Detection Direct/Coherent Direct Coherent

Ranging
resolution

∼cm ∼cm ∼mm

Ranging precision ∼cm ∼cm ∼ mm

Ranging distance < 100 m < 10 m > 100 m

Application Indoor/Outdoor Indoor Indoor/Outdoor

Advantage Simplicity Simplicity
High resolution
and resistance to
background noise

Limitation Poor sensitivity
Short ranging
distance

Complexity and
relatively high
cost

Table 2.2: Comparison of pulsed TOF LiDAR, AMCW LiDAR and FMCW LiDAR.
TOF: time-of-flight; AMCW: amplitude-modulated continuous-wave; FMCW:
frequency-modulated continuous-wave.

absolute nor exhaustive. For example, TOF LiDARs are mostly seen working at

around 905 nm [165, 166], but commercial products at 1550 nm or 940 nm are also

available [167, 168].



Chapter 3

Adaptive frequency-domain MIMO

equaliser

This chapter presents a novel frequency-domain (FD) multiple-input multiple-output

(MIMO) equaliser which combines static chromatic dispersion compensation

(CDC), and adaptive MIMO equalisation for mitigating polarisation mode

dispersion (PMD) and state of polarisation (SOP) rotations together in the frequency

domain. The frequency-domain equaliser (FDE) offers a much lower computational

complexity compared to the time-domain (TD) equalisation as discussed in the last

chapter. Nonetheless, the main disadvantage regarding the adaptive FD equalisation

is the feedback latency. This is due to the presence of multiple FFTs/IFFTs and DSP

operations in the feedback loop which may require multiple clock cycles [169]. This

gives rise to a delay in the update of adaptive filter coefficients, and consequently

degrades the tracking ability of adaptive equalisers [55, 64].

In order to improve the adaptive FD equaliser’s tolerance to feedback delays,

a momentum-based gradient descent algorithm is introduced for the first time to

the adaptive FDE. The operating principle of the proposed FD-MIMO equaliser is

presented in Sec. 3.1. Sec. 3.2 describes the simulation setup used to evaluate the

performance of the proposed adaptive equaliser. Following this, simulation results

comparing momentum-based gradient descent and conventional gradient descent

are discussed in Sec. 3.3. Sec. 3.4 summarises the research work presented in this

chapter.
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Figure 3.1: Block processing of FD-MIMO equaliser with overlap-save method. The
notations are summarised in Table 3.1. CDC: chromatic dispersion
compensation; AE: adaptive equaliser; FD-MIMO: frequency-domain
multiple-input multiple-output.

3.1 Operating principle of frequency-domain MIMO

equaliser

Fig.3.1 shows the block processing of the proposed FD-MIMO equaliser. The

notations used in the following explanation are summarised in Table 3.1. As

discussed in Ch.2, the overlap-save method has a lower computational complexity

compared to the overlap-add approach, and hence has been used in the equaliser

studied in this work [63,170]. The input time-domain signal is first partitioned into

blocks of M samples. In the overlap-save method, the overlap is achieved by taking

L samples from the last block, giving a total block length of L+M = NFFT . After

performing FD-MIMO equalisation, the output blocks are combined together in the

time domain with overlap samples being removed.

The schematic of the proposed FD-MIMO equaliser is shown in Fig.3.2. It

is composed of two static equalisers and an adaptive equaliser. As Nyquist pulse
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Description Notation

Frequency-domain vector Bold uppercase letter

Time-domain vector Bold lowercase letter

Scalar Non-bold letter

Index of the block K

Signal length M

Filter length of CDC LCDC

Filter length of adaptive equaliser LADEQ

Total filter length L(L = LCDC +LADEQ)

Block length (i.e., FFT size) NFFT (NFFT = L+M)

x / y polarisation x / y

Element-by-element multiplication ⊗

Complex conjugate ∗

A column vector of all zeros OL

Table 3.1: Notations used in the derivation of proposed FD-MIMO equaliser. The size of
the zero column vector OL will be specified in the derivation.

shaping is widely employed in optical communications to maximise the bandwidth

efficiency and minimise inter-symbol interference (ISI), a frequency-domain

matched filtering using a root-raised cosine (RRC) filter is performed after static

CDC [171]. The following adaptive equaliser mitigates PMD and tracks SOP

rotations. The input time-domain signal, sampled at 2 samples per symbol, is

transformed into the frequency domain using a pair of FFTs. As the chromatic

dispersion is a static effect, it can be mitigated by multiplying the signal with the

inverse transfer function of the dispersive link given in Eq.2.8 in Sec. 2.1. Hence,

the transfer function for CDC is given by:

GCDC = exp
(

j
Dλ 2z
4πc

ω
2
)

(3.1)

where D denotes the dispersion parameter, λ is the reference wavelength, z
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Figure 3.2: Schematic of the proposed FD-MIMO equaliser with two static equalisers for
chromatic dispersion compensation and matched filtering, and one adaptive
equaliser for mitigating time-varying distortions. The red-dash box displays
the implementation of momentum-based gradient descent and the yellow-dash
box shows pilot-based carrier phase estimation. The OL denotes a L by 1 zero
vector. CDC: chromatic dispersion compensation; RRC: root-raised cosine;
FFT: fast Fourier transform; IFFT: inverse fast Fourier transform.

represents the transmission distance, c is the speed of light and ω denotes the

angular frequency. As discussed in Sec. 2.1, the number of overlap samples is

critical for effective chromatic dispersion compensation in the frequency-domain

block processing [170]. Using the approximation of Gaussian pulse broadening,

the minimum overlap is calculated as [170]:

Tp =
2

πcTs

√
π2c2T 4

s +4λ 4D2z2

LCDC = 2×
⌈

Tp

2Ts

⌉
+2

(3.2)

where Tp refers to the width of the broadened Gaussian pulse and Ts is the sample

duration. Directly multiplying the frequency-domain signal with GCDC, the first
LCDC

2 and last LCDC
2 samples should be discarded after converting back to the time

domain, which accounts for inter-block interference (IBI) [97, 172]. For the

convenience of implementation, a time delay (i.e., corresponds to a frequency shift
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exp
(
− j LCDC

2 ×ω

)
) is added to the normal CDC transfer function (i.e., GCDC), so

that the first LCDC samples are now responsible for IBI and should be removed after

equalisation. This time-delayed CDC is described as:

HCDC = GCDC× exp
(
− j

LCDC

2
ω

)
= exp

{(
j
Dλ 2z
4πc

ω
2− j

LCDC

2
ω

)} (3.3)

Following CDC, the matched filtering is performed using a RRC filter as shown

in Fig.3.2. It is often employed together with the transmitter RRC filter, giving a

raised cosine (RC) shaped pulse. Depending on the roll-off factor of the RC filter,

the shaped signal can have a near-rectangular spectrum which is desirable in terms

of maximising the bandwidth efficiency [91]. In the frequency domain, the response

of RC filter can be described as [171]:

HRC( f ) =



1 | f |< 1−α

2Tsys

1
2

[
1+ cos

(
πTsys

α

[
| f |− 1−α

2Tsys

])]
1−α

2Tsys
≤ | f | ≤ 1+α

2Tsys

0 otherwise

(3.4)

where f represents the frequency, α is the roll-off factor usually taking values from

[0,1] and Tsys denotes the symbol period. Taking the square-root of the frequency

response of RC filter gives the transfer function of the RRC filter [171]:

HRRC( f ) =
√
|HRC( f )| (3.5)

Hence, the matched filtering is achieved by a complex multiplication between the

frequency-domain transfer function of the RRC filter and the signal spectrum [14].

For implementing the adaptive MIMO equaliser, four sets of filter tap weights

are initialised in the time domain, each of length LADEQ to accommodate the pulse
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broadening induced by PMD. The adaptive equaliser is operated with constrained

gradient descent algorithm as it offers a stable equalisation as discussed previously

in Sec.2.1.2. The decision-directed least mean square (DD-LMS) algorithm is

employed to update the filter coefficients [54]. In order to make correct decisions

on symbols using the DD-LMS algorithm, phase noise needs to be removed first.

In the implementation, QPSK pilot symbols inserted at the rate of 1
32 are used for

carrier phase estimation, giving an overhead of 3.1% [107]. The first few QPSK

pilots with known phase and polarisation state at the transmitter are used to obtain

an initial estimation of the polarisation rotation, and used to set the center tap of

the filter coefficients, with the rest of taps being set to zero. Following this, FFTs

are applied to convert the time-domain filter coefficients into the corresponding

frequency response. After using pilot symbols for initialisation of the adaptive filter

coefficients, the adaptive equaliser is updated in a blind manner.

The equalisation process for two polarisations is described by:

Vx(K) = Hxx(K)⊗Ux(K)+Hxy(K)⊗Uy(K)

Vy(K) = Hyx(K)⊗Ux(K)+Hyy(K)⊗Uy(K)
(3.6)

where Hxx, Hxy, Hyx and Hyy are the frequency-domain filter coefficients, Ux and Uy

are the frequency-domain input signals, Vx and Vy are the frequency-domain output

signals, K is the block number and⊗ denotes element-by-element multiplication as

illustrated in Table.3.1.

After converting the equalised signal back to the time domain and

down-sampling to 1 sample per symbol, the phase noise is estimated by comparing

the phase rotation between transmitted and received pilot symbols. It is then linearly

interpolated with the Wiener filter coefficients which can give a minimum-mean

square estimation of the original phase noise [173]. The inverse of the estimated

phase noise profile (i.e., e− jϕ ) is then applied to the time-domain output signal to

remove the laser phase noise, as shown in the yellow-dash box in Fig.3.2. Following

this, the time-domain error vectors are calculated by comparing the deviation of

equalised output signal from the desired signal. Considering only the payload
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symbols, this is given by:

ex,y(K) = (dx,y(K)− e− jϕvx,y(K))e jϕ (3.7)

where vx,y(K) denotes the time-domain adaptive equaliser output after down-sampling

for x or y polarisation as shown in Fig.3.2, dx,y(K) denotes the vector of the most

likely symbols (i.e., desired symbols) after hard decisions. The term e jϕ at the

end of Eq.3.7 is used to feed back the estimated phase noise after making hard

decisions as the input signals (i.e., Ux(K) and Uy(K)) of the adaptive equaliser are

still affected by the laser phase noise. The error vectors are then up-sampled and

used for estimating the gradient.

The gradient is calculated in the constrained sense. Applying the time-domain

constraint ensures that the frequency-domain filter coefficients and time-domain

filter coefficients are equivalent [60, 63]. The time-domain gradients are given by:

∇xx(K) = first LADEQ elements of IFFT(Ex(K)⊗ U∗x(K))

∇xy(K) = first LADEQ elements of IFFT(Ex(K)⊗ U∗y(K))

∇yx(K) = first LADEQ elements of IFFT(Ey(K)⊗ U∗x(K))

∇yy(K) = first LADEQ elements of IFFT(Ey(K)⊗ U∗y(K))

(3.8)

where the asterisk denotes the complex conjugate. Ex(K) and Ey(K) represent the

frequency-domain error vectors given by:

Ex,y(K) = FFT


OL

ex,y(K)

 (3.9)

where OL denotes an L by 1 zero vector and ex,y(K) is defined in Eq.(3.7).

Using conventional gradient descent for updating the filter coefficients,
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Hxx(K +1) can be updated in the frequency domain as:

Hxx(K +1) = Hxx(K)+µGxx(K) (3.10)

where µ denotes the step size. Gxx(K) is the gradient vector which is simply the

frequency-domain representation of the time-domain gradient vector ∇xx(K) given

by:

Gxx(K) = FFT


∇xx(K)

OL

 (3.11)

where OL is a zero vector with length of LCDC + M and ∇xx(K) is defined in

Eq.3.8. It can be seen that Eq.3.8 and Eq.3.11 are used to implement constrained

gradient estimation by applying a time-domain constraint as previously discussed

in Sec.2.1.2. The same operation can be applied to obtain Hxy(K + 1), Hyx(K +

1), Hyy(K +1).

It should be noted that the configuration of adaptive FDE for mitigating PMD

and SOP rotations described above is similar to the FDE implemented in [60].

Nevertheless, in this work, the adaptive equaliser is updated using the DD-LMS

algorithm, while the constant modulus algorithm (CMA) method was employed

in [60]. Besides, the sub-equaliser was used for odd and even samples in [60] which

is not considered in this work.

Apart from implementing chromatic dispersion compensation, matched

filtering, and adaptive MIMO equalisation using DD-LMS together in one FFT

block which is one of the main novelties of this algorithm, the momentum-based

gradient descent algorithm is introduced to the FD-MIMO equaliser for the first

time to improve the adaptive equaliser’s tolerance against feedback latency. In the

conventional implementation of gradient descent as discussed above, the adaptive

filter update only relies on the current gradient information, and it is independent of

all the previous updates (see Eq.3.8 and Eq.3.10). In the presence of adaptive filter

update delays or rapid polarisation rotations where the signal is rather unstable, the
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(a)

(b)

Figure 3.3: The trajectory of the gradient update on the contour of the cost function,
by using (a): conventional gradient descent; (b): momentum-based gradient
descent. The center of the contour denotes the optimum.

gradient update will suffer from greater oscillations, bouncing up and down around

the contour of the cost function as illustrated in Fig.3.3(a). For the purpose of

arriving at optimum of the contour of the cost function, and obtaining the optimum

adaptive filter taps, these fluctuations on the vertical axis are not desirable and

will slow down the convergence speed of adaptive equaliser. In order to smooth

out these vertical oscillations, the momentum-based gradient descent algorithm is

implemented, shown in the red-dash box in Fig.3.2. Updating Hxx(K + 1) using

momentum-based gradient is given by:

Hxx(K +1) = Hxx(K)+µSxx(K) (3.12)

Filter coefficients Hxy(K+1), Hyx(K+1), and Hyy(K+1) using momentum-based

gradient descent are adjusted in a similar manner. In Eq.3.12, Sxx(K) denotes the

momentum-based gradient. It is calculated as [174]:

Sxx(K) = (1−β )Gxx(K)+βSxx(K−1) (3.13)

where Gxx(K) is the conventional gradient defined in Eq.3.11, β is the

momentum parameter, usually taking values from [0,1], Sxx(K − 1) denotes the
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momentum-based gradient calculated from the previous block [174]. To elaborate

the operation principle of momentum-based gradient descent, Eq.3.13 can be further

expanded as:

Sxx(K−1) = (1−β )Gxx(K−1)+βSxx(K−2)

Sxx(K−2) = (1−β )Gxx(K−2)+βSxx(K−3)
...

Sxx(1) = (1−β )Gxx(1)+βSxx(0)

(3.14)

where Sxx(0) is the initial gradient which can be set as 0. Combining Eq.3.13 and

Eq.3.14 together gives:

Sxx(K) = (1−β )
K

∑
n=1

β
K−nGxx(n)+β

KSxx(0) (3.15)

The last constant term β KSxx(0) in Eq.3.15 is related to the initialisation

which can be ignored. The left last term indicates that momentum-based gradient

estimation considers all the previous gradient updates. It behaves similarly to an

exponential moving average with the momentum parameter β assigning different

weights to the current and past gradients. In practice, β is often set to the value of

0.9, as it is shown to be robust and to work well in most cases [174]. Therefore,

according to Eq.3.15, it can be seen that more recent gradients are given much

higher weights as this exponential term β K−n approaches 1, while the impact of

older gradients gradually vanish as β K−n is close to 0. With the momentum-based

gradient estimation being implemented, the gradient update oscillations due to

the occurrence of filter update delay or rapid dynamic channel variations can be

averaged out as illustrated in Fig.3.3(b). Therefore, the momentum-based gradient

descent can significantly improve the adaptive equaliser’s tracking ability compared

to the conventional gradient descent algorithm.
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3.2 Simulation setup

Simulations were carried out using MATLAB to numerically assess the

performance of the proposed FD-MIMO equaliser with momentum-based gradient

algorithm in the presence of feedback latencies and varying SOP rotation

frequencies. The results are compared with those obtained using a FD-MIMO

equaliser with a conventional gradient descent approach.

In the simulation, a 92 Gbaud dual-polarisation (DP) 64 QAM system was

modelled. A long random input signal sequence of 9.8304× 105 symbols was

generated, allowing the adaptive filter to converge to and then accurately track

the signal polarisation and compensate the PMD from the optical channel. The

system performance was evaluated on the last 55,536 symbols of the signal once

the adaptive equaliser had converged. At the transmitter, the DP 92 Gbaud 64 QAM

signal was generated with the insertion of QPSK pilot symbols at the rate of 1
32 , used

for carrier phase estimation (CPE). The signal was up-sampled to 2 samples/symbol

and spectrally shaped by an RRC filter with 0.01 roll-off factor, following which

an ideal dual-polarisation IQM was applied. The transmitter laser was centered at

1550 nm and had a linewidth of 100 kHz.

The optical channel considered in this work was a single span of standard

single-mode fibre (SSMF), with a length of 40 km or 80 km. The chromatic

dispersion was assumed to be 16.8 ps · nm−1km−1. Based on Eq.3.2, the overlap

LCDC was 234 and 466 samples for the 40 km and 80 km SSMF respectively

to achieve effective CDC. The effect of PMD and SOP rotations was modelled

by the concatenation of a series of random birefringence sections as presented in

Section 2.1.2, i.e., modeling the 40 km and 80 km fibre span as 40 and 80 cascaded

1 km section respectively, each with random birefringence. For a given section i, it
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can be described using the Jones matrix Ri and Di given in Eq.2.11, restated here:

Ri =


cosθie− jφi sinθi

−sinθi cosθie jφi

 Di =


e− jω τi

2 0

0 e jω τi
2

 (3.16)

where θi and φi refer to the random rotation and random phase shift between two

polarisations following the uniform distribution between [−π,π] and [−π/2,π/2]

respectively, τi denotes the local differential group delay [175]. In this simulation,

only first-order PMD was emulated with a PMD parameter of 0.5 ps/
√

km and

hence τi was set to 0.5427 ps [53,102]. With a symbol rate of 92 Gbaud and receiver

DSP operating at 2 samples/symbol, adaptive filter length LADEQ = 16 was sufficient

to cover the pulse broadening induced by PMD. Together with the overlap samples

used for chromatic dispersion compensation, the total overlap lengths L were 250

and 482 in the 40 km and 80 km link respectively. In order to have a sufficient

number of signal samples for equalisation, the corresponding FFT block size in the

receiver DSP was set to 512 samples for the 40 km link and 1024 samples for 80 km

link. To test the dynamic tracking ability of the FD-MIMO equaliser, continuous

SOP rotation JSOP was also included in the modelling [53]:

JSOP =


cos(2π fSOPt) sin(2π fSOPt)

−sin(2π fSOPt) cos(2π fSOPt)

 (3.17)

where fSOP denotes the rotation frequency of the SOP and t is the time instance.

Under normal conditions, the SOP rotation speed varies up to 100 krad/s in

practice [176]. Hence, the continuous SOP rotation frequency was varied from 0

to 60 kHz in the simulation. The overall dynamic channel model was given as:

J = RNDN . . .RiDi . . .R1D1JSOP (3.18)
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where N denotes the total number of cascaded sections. Assuming the

Erbium-doped fibre amplifier (EDFA) was used to compensate the loss induced

by the optical fibre, amplified spontaneous emission (ASE) noise was added to the

system by varying the received optical signal-to-noise ratio (OSNR) value within a

0.1 nm resolution bandwidth.

At the receiver, the signal was combined with a local oscillator (LO) centered

at 1550 nm in an ideal polarisation-diverse 90◦ optical hybrid based coherent

receiver. The power of the LO was 13 dBm and its linewidth was 100 kHz.

Photodetection and balanced detection were assumed to be ideal to cancel out

common modes. The signal then passed through the proposed FD-MIMO equaliser

to mitigate impairments from the optical channel (i.e., chromatic dispersion, PMD

and SOP rotations) and the laser-induced phase noise. In the operation of the

momentum-based gradient descent algorithm, the momentum parameter β was set

to 0.9 as commonly used in the literature [174]. Assuming soft-decision forward

error correction codes, the system performance was evaluated using generalised

mutual information (GMI) once the adaptive equaliser had converged. GMI

indicates the maximum data throughput in a bit-wise decoder [177]. It is shown

to be a more reliable metric for evaluating the performance of coded optical

channels than conventional metrics such as bit error rate (BER) or Q-factor as it

also considers the confidence in making decisions on received bits [178] . The

maximum GMI is modulation format dependent. In the case of DP 64 QAM

considered in this work, 12 bits are encoded and hence the maximum GMI for

two polarisations is 12. In the simulation results presented in the next section,

GMI/m was chosen to quantify the system performance where m denotes the total

number of bits for two polarisations (m = 12 in the case of DP 64QAM considered

in the simulation). Hence, GMI/m indicates normalised bits per symbol that can

be successfully detected after performing DSP. In the simulation results presented

below, GMI/m was obtained as the average of ten runs of simulations at each SOP

rotation frequency and feedback delay.

In the ideal case without delay in the filter update, the signal in block K is
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equalised as shown in Eq.3.6, with the adaptive filter coefficients updated from the

last block. However, in the presence of feedback latency which is unavoidable in

practical real-time implementations of adaptive FDE, the equalisation process for

two polarisations is modeled as:

Vx(K) = Hxx(K−P)⊗Ux(K)+Hxy(K−P)⊗Uy(K)

Vy(K) = Hyx(K−P)⊗Ux(K)+Hyy(K−P)⊗Uy(K)
(3.19)

where P denotes the delay in terms of the number of FFT blocks. Eq.3.19 shows

that the signal in block K is now equalised by the filter coefficients that are P blocks

earlier than the current signal block which suggests that the filter coefficients are

not up-to-date. If the signal has undergone rapid changes between Ux,y(K − P)

and Ux,y(K), e.g., due to rapid SOP rotations, the tracking ability of the adaptive

equaliser can be impaired.

3.3 Performance of momentum-based gradient descent

In the simulation of the 40 km link, the FFT size corresponding to the block

length was 512 samples. Both conventional gradient descent and momentum-based

gradient descent were implemented in the frequency domain as described in Sec.3.1.

Fig.3.4 shows the performance of the FD-MIMO equaliser at an OSNR of 35 dB.

In the absence of feedback latency (i.e., zero delay), the FD-MIMO equalisers

using both the conventional gradient descent and the momentum-based gradient

estimation successfully mitigate the static and dynamic distortions from the fibre,

giving a GMI/m of approximately 1 ( 12 bits for two polarisations). When including

a delay in the feedback affecting the filter update, the tracking ability of the

adaptive equaliser employing the conventional gradient calculation is impaired. Its

performance starts to break down at a delay of 4 FFT blocks and at a SOP rotation

frequency of 60 kHz. In contrast, applying momentum-based gradient estimation,

the tracking ability of the adaptive equaliser is significantly improved. It is robust

to delays up to 14 blocks with SOP rotation frequencies up to 50 kHz. At a SOP

rotation frequency of 60 kHz, the equaliser’s tracking ability is degraded at feedback
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Figure 3.4: The performance of the FD-MIMO equaliser at an OSNR of 35 dB. (a):
conventional gradient descent; (b): momentum-based gradient descent.

delays above 13 FFT blocks.

At 50 kHz SOP rotation frequency and zero block delay, the received

signal scatter plots for the x polarisation using conventional gradient descent and

momentum-based gradient descent are compared in Fig.3.5. The y polarisation

performs similarly. Without delay in the feedback loop, both methods achieve good

channel equalisation at 50 kHz SOP rotation frequency resulting in a clean scatter

plot. The noisy clouds around the ideal constellation points are mainly due to the

ASE noise. The scatter plots when employing the conventional gradient descent

method with 8 blocks delay in the feedback loop, and the momentum-based gradient



3.3. Performance of momentum-based gradient descent 79

Conventional gradient descent

(a)

Momentum-based gradient descent

(b)

Figure 3.5: Without feedback delay, the received signal constellations employing (a)
conventional gradient descent and (b) momentum-based gradient descent at
35 dB OSNR and 50 kHz SOP rotation speed.

descent with 14 blocks delay are presented in Fig.3.6. In the case of conventional

gradient descent, the equaliser starts to fail to track 50 kHz SOP rotation at a delay of

8 FFT blocks, resulting in a more distorted constellation (GMI/m ≈ 0.28 as shown

in Fig.3.4(a)). In contrast, employing momentum-based gradient descent, even at

14 blocks delay as shown in Fig.3.6(b), the equaliser is still capable of recovering

the signal and the scatter plot is relatively clear (GMI/m ≈ 0.98 as displayed in

Fig.3.4(b)).

The results with the 40 km link at an OSNR of 30 dB are shown in Fig.3.7, and

the maximum achievable GMI/m decreases slightly to 0.98 due to the additional

ASE noise. The ASE noise also degrades the performance of the FD-MIMO

equaliser. Similar to the trend in Fig.3.4, the conventional gradient estimation fails

to track high SOP rotations (≥ 30 kHz) when there are delays of 2 blocks or more.

In contrast, the performance of the momentum-based gradient descent algorithm

only starts to deteriorate at an SOP rotation frequency of 60 kHz and at feedback

delays of 8 blocks and above.

In Fig.3.8, simulation results for the 80 km link with received OSNR of 27 dB

are plotted, showing the performance for the longer distance and lower OSNR.

The required overlap samples for FD chromatic dispersion compensation of 80 km
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Conventional gradient descent

(a)

Momentum-based gradient descent

(b)

Figure 3.6: Received signal constellations at 35 dB OSNR and 50 kHz SOP rotation
speed, by using (a) conventional gradient descent at 8 blocks delay, and (b)
momentum-based gradient descent at 14 blocks delays.

SSMF were 466 as mentioned earlier. The overlap samples used for the adaptive

equaliser were kept at 16, and therefore, the total overlap length was 482. The FFT

size was increased to 1024 points to accommodate all the overlap samples.

At an OSNR of 27 dB, the initial GMI/m is around 0.91 as shown in Fig.3.8,

limited by the ASE noise. The trends in the results are similar to those observed

in the 40 km link as discussed above. However, due to the lower OSNR, the high

level of ASE noise causes more perturbations to the equaliser’s tracking ability. The

equaliser fails to track 10 kHz SOP rotation with feedback delays of 8 FFT blocks

or more when employing conventional gradient descent while momentum-based

gradient descent can still successfully track SOP rotations of up to 20 kHz with 13

blocks delay.

The evolution of the SOP rotation can also be analysed using Stokes

parameters, and visualised on the Poincaré sphere [179]. Assuming a linearly

polarised input (i.e., s= [1,0,0]T ) and 50 kHz SOP rotation frequency, the trajectory

of the first 216 time instances obtained using Eq.3.17 are shown in Fig.3.9(a).

It can be seen that the trajectory of the SOP rotation lies on the equator of the

Poincaré sphere which represents a linear polarisation state [179]. In order to more

exhaustively test the equaliser, the SOP rotations were modelled as random walks
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Figure 3.7: Performance of the FD-MIMO equaliser at an OSNR of 30 dB. (a):
conventional gradient descent; (b): momentum-based gradient descent.

of the polarisation angle and phase. In these simulations, JSOP in Eq.3.17 was

replaced by:

JSOP =


cosθ(t)e− jφ(t) sinθ(t)

−sinθ(t) cosθ(t)e jφ(t)

 (3.20)

where the sampled values θ(t) and φ(t) were generated by random walks with

the frequency change in θ and φ between samples being normally distributed

random values. An example of the resulting trajectory of SOP rotations is plotted
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Figure 3.8: The performance of FD-MIMO equaliser at an OSNR of 27 dB. (a):
conventional gradient descent; (b): momentum-based gradient descent.

in Fig.3.9(b). It can been seen that the state of polarisation traces a random path

around the surface of the Poincaré sphere. In this case, the momentum-based

gradient descent algorithm was still found to be more robust to feedback delays

and fast SOP rotations than the conventional gradient descent approach. Simulation

results show that in the 40 km link, with a received OSNR of 35 dB and an SOP

rotation frequency of 1.1 MHz, the momentum-based gradient descent method can

successfully track SOP rotation and tolerate delays of up to 14 FFT blocks with

GMI/m ≈ 1. However, the conventional gradient descent starts to break down at a

delay of 10 blocks with GMI/m ≈ 0.64.
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(a)

(b)

Figure 3.9: Trajectory of the Stokes parameters, (a) with the continuous time-varying
polarisation angle, and (b) with polarisation angle (θ ) and phase (φ ) following
random walks. RCP: right circularly polarised.
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3.4 Summary
In this chapter, a novel frequency-domain (FD) multiple-input multiple-output

(MIMO) equaliser employing a momentum-based gradient descent update

algorithm is investigated in polarisation-division multiplexing (PDM) coherent

systems. The FD-MIMO equaliser combines chromatic dispersion compensation

(CDC), matched filtering and adaptive equalisation for mitigating time-varying

distortions together in a single frequency-domain block processing. Therefore,

multiple frequency domain and time domain conversions, i.e., FFTs and IFFTs

between individual DSP stages, can be avoided to reduce the computational

complexity. Besides, the adopted momentum-based gradient descent has been

demonstrated to have the ability to successfully track dynamically varying

optical channels and mitigate penalties from feedback latency which is the main

disadvantage of adaptive frequency-domain equalisation. Therefore, the proposed

FD-MIMO equaliser would be beneficial for applications in short-reach optical

links, offering a low complexity and high performance solution for mitigating static

and time-varying distortions from the optical fibre.



Chapter 4

Single-photodiode based coherent

LiDAR

The basic operating principles of coherent frequency-modulated continuous-wave

(FMCW) LiDAR were previously discussed in Sec. 2.2.3, together with various

system setups that have been proposed in the literature and their trade-offs. Also

as mentioned before, one of the primary concerns for practical implementation

of coherent LiDAR systems is cost-effectiveness. Therefore, in this chapter, a

low-cost and low-complexity coherent FMCW LiDAR system is investigated, with

a focus on the coherent receiver. Specifically, the single-photodiode (PD) based

coherent LiDAR receiver is studied. As discussed in Sec. 2.2.3, this receiver

architecture has the advantage of minimising the cost compared to a 90◦ optical

hybrid-based coherent receiver or a 3-dB coupler-based balanced detection receiver.

However, the system performance is affected by the unwanted direct detection

(DD) beating interference (BI). The performance of two chirp signals that have

been used for ranging, namely 1) the single-sideband (SSB) FMCW signal, and

2) double-sideband (DSB) amplitude-modulated chirp signal, is assessed using

such a receiver. Mitigation of DD beating distortions by introducing a sufficiently

wide spectral guard band to separate the desired signal from the DD distortions is

investigated. In addition, the impact of laser phase noise on the receiver sensitivity

performance is evaluated.

In this chapter, the modulation of these two chirp signals is presented in the
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following Sec. 4.1.1. The theoretical analysis of the desired beat frequency and

the unwanted DD beating terms in the single-photodiode based coherent receiver

is presented in Sec. 4.1.2. Sec. 4.2 details the implementation of simulation and

experimental setup, followed by a discussion of results in Sec. 4.3. Sec. 4.4

summarises the research findings presented in this chapter.

4.1 Operating principle

4.1.1 Signal modulation

As shown previously in Fig.2.13 and Eq.2.26, the linearly chirped sawtooth

waveform is expressed as:

cos(ϕ(t)) = cos
(

2π f1t +
πBt2

Tm

)
(4.1)

where ϕ(t) denotes the instantaneous phase of the signal, varying as a function of

time t, B represents the chirping bandwidth and Tm is the chirp period. f1 denotes

the start of the chirp frequency, and thus 0− f1 is regarded as the guard band.

The schematic of the transmitter setup for generating a DSB signal is shown

in Fig.4.1. The DSB chirp signal is obtained by amplitude modulation of

the continuous wave (CW) laser via an electro-optic modulator (EOM) (e.g., a

single-drive Mach-Zehnder modulator (MZM)). It is a real-valued signal with two

sidebands which are the complex conjugate of each other, centered at the optical

carrier frequency of fc. The optical carrier can be suppressed by bias the MZM at

the null point. The driving voltage applied to the MZM is expressed as:

V (t) =VD cos(ϕ(t)) =VD cos
(

2π f1t +
πBt2

Tm

)
(4.2)

where VD denotes the amplitude of the driving voltage V (t). The transfer function

of a MZM is given by [180]:

Eout(t) = Ein(t)cos
(

φ(t)
2

+φ0

)
, φ(t) =

πV (t)
Vπ

(4.3)
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Figure 4.1: Schematic of the transmitter setup for generating DSB signal. CW:
continuous wave; EOM: electro-optical modulator; RF: radio frequency; FM:
frequency-modulated; DSB: double-sideband [45].

where Ein(t) and Eout(t) represent the input and output electrical fields of the

incoming light, φ0 represents the initial phase which is related to the direct current

bias. The phase shift φ(t) between two arms of an MZM varies proportionally to

the driving voltage V (t). For a π phase shift, the corresponding driving voltage is

Vπ (i.e., φ(Vπ) = π).

It is assumed that the MZM is linearly modulated (i.e., VD
Vπ
� 1) and operates

at the minimum transmission point (φ0 = −π

2 ) to suppress the optical carrier.

Substituting Eq.4.2 into Eq.4.3, the generated double-sided sawtooth waveform at

the output of the MZM is given as:

Eout(t) = Ein(t)cos
(

πVD

2Vπ

cos(ϕ(t))− π

2

)
≈ Ein(t)cos(ϕ(t))

(4.4)

If the incoming optical light Ein(t) of the MZM is corrupted by laser phase noise,

then Eq.4.4 is expressed as:

Eout(t) = Ein(t)cos(ϕ(t)) = Acos(ϕ(t))e j(ωct+θ(t)) (4.5)

where A and ωc denote the amplitude and the angular carrier frequency (ωc = 2π fc)

of the laser source, θ(t) is the laser phase noise.

The generation of SSB FMCW signal requires an in-phase and quadrature

modulator (IQM). Fig.4.2 displays the schematic of SSB chirp signal generation

with the in-phase (I) and quadrature (Q) components of the IQM being
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Figure 4.2: Schematic of the transmitter setup for generating SSB signal. CW: continuous
wave; EOM: electro-optical modulator; I: in-phase; Q: quadrature; RF: radio
frequency; FM: frequency-modulated; SSB: single-sideband [45].

independently modulated [45, 159]. The SSB signal is complex-valued. It has

a constant intensity with one modulation sideband, which can be loaded onto either

side of the optical carrier. The real and imaginary parts of an SSB signal are related

to each other by the Hilbert transform. The driving voltages applied to the IQM are

defined as:

VI(t) =VD cos(ϕ(t)), VQ(t) =VD sin(ϕ(t)) (4.6)

The transfer function of an IQM is given by [180]:

Eout(t) =
1
2

Ein(t)
(

cos
(

φI(t)
2

)
+ j cos

(
φQ(t)

2

))
(4.7)

where φI(t) =
πVI(t)

Vπ
and φQ(t) =

πVQ(t)
Vπ

, j denotes the π

2 phase shift induced on the

light passing through one of the two EOMs in the IQM and the factor of 1
2 indicates

the 50/50 splitting ratio.

Similarly to the case with the DSB signal, the IQM is assumed to be biased

at the minimum transmission point and to operate in the linear region. Combining

Eq.4.6 and Eq.4.7, the generated SSB FMCW signal at the output of IQM given by:

Eout(t) =
1
2

Ein(t)(cos(ϕ(t))+ j sin(ϕ(t))

=
1
2

Ae j(ωct+ϕ(t)+θ(t))
(4.8)

It should be mentioned that, though the DSB signal is an amplitude-modulated

signal, its operating principle is very similar to that of SSB FMCW signal. Hence,
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the amplitude-modulated DSB signal is also referred to as a kind of FMCW signal

in the literature [79, 80]. In the frequency domain, the lower sideband of the DSB

signal is the complex conjugate of the upper sideband. Each modulation sideband

on its own is an SSB FMCW signal as indicated in Fig.4.1.

4.1.2 Beating products

In order to have sufficient power for transmission, the chirp signal can be further

amplified after generation, for example by an EDFA [34, 80]. In the system setups

presented in this thesis, optical mixing is adopted where the chirp signal is chosen

as the local oscillator (LO) as this technique offers a much simpler receiver (Rx)

configuration as discussed in Sec.2.2.3. Hence, at the transmitter end, the amplified

signal is split into two pathways, one as the LO and the other one as the out-going

signal directed at the target. In this case, both the transmitted signal and LO are

corrupted by ASE noise. A 3-dB coupler is used at the receiver to combine the LO

and the back-reflected Rx signal. The Rx signal is time-delayed by τ depending on

the round-trip delay (see Fig.2.13). The optical field at the output of the coupler is:

E =
1√
2

[
ELO +EASE(LO) + j(ERx +EASE(Rx))

]
(4.9)

where ELO and ERx represent the ASE-noise-free LO and Rx signal, EASE(LO)

and EASE(Rx) denote the ASE noise from the LO and Rx signal. Following

single-photodiode square-law detection, the detected photocurrent can be described

as:

IPD ∝ R|E|2

∝
R
2

(
|ELO|2︸ ︷︷ ︸

LO-LO beating

+|ERx|2 + |EASE(LO)|2 + |EASE(Rx)|2

+ 2Re
[
ELOE∗ASE(LO)

]︸ ︷︷ ︸
LO-ASE beating

+ 2Re
[
ERxE∗ASE(Rx)

]
+ 2Im [ERxE∗LO]︸ ︷︷ ︸

LO-signal beating

+ 2Im [EASE(Rx)E∗LO]

+ 2Im
[
EASE(Rx)E∗ASE(LO)

]
+ 2Im

[
ERxE∗ASE(LO)

])

(4.10)
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where R is the PD responsivity, the asterisk denotes complex conjugation, and

Re[x] and Im[x] represent the real and imaginary parts of x. In Eq.4.10, LO-signal

beating is the desired beating component which contains the beat frequency. All the

other beating products are unwanted interference which will degrade the receiver

sensitivity. In particular, as the LO is often very strong in the coherent detection

scheme, the LO-ASE beating interference (LO-ASE BI, broadband white noise)

and LO-LO beating interference (LO-LO BI, related to the LO waveform) will

fundamentally limit the receiver sensitivity.

In the case of the amplitude-modulated DSB signal, the desired LO-signal

beating product is given by:

IDSB
LO-signal ∝ RIm [ERxE∗LO]

∝ RARxALO cos(ϕ(t− τ))cos(ϕ(t))sin(∆θ(t))

∝
1
2

RARxALO sin(∆θ(t))

×
[
cos(∆ϕ(t))+ cos(ϕ(t− τ)+ϕ(t))

]
(4.11)

where ALO and ARx represent the amplitude of the LO and Rx signal respectively,

and cos(∆ϕ(t)) denotes the desired component at the beat frequency which is the

frequency offset between the LO and the reflected Rx signal. cos(ϕ(t− τ)+ϕ(t))

represents a beating image, corresponding to the sum of the frequencies of the LO

and Rx signal. ∆θ(t) refers to the difference of laser phase noise between the

LO and Rx signal. This is converted into amplitude noise after photodetection,

introducing a power fluctuation to the desired beat signal. When the LO and Rx

signals are in phase, the amplitude of the LO-signal beating product can be zero in

the case of perfect phase noise correlation (i.e., ∆θ(t) = 0). The LO-LO beating

interference when using the DSB signal is:

IDSB
LO-LO BI ∝

R
2
|ELO|2

∝
R
2
|ALO cos(ϕ(t))|2

∝
1
4

RA2
LO

(
1+ cos(2ϕ(t))

) (4.12)
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It can be seen in Eq.4.12, for a DSB signal, the LO-LO BI manifests as a

constant direct current (DC) term plus a nonlinear beating interference which starts

at a frequency of 2 f1 and has twice the bandwidth of the original chirp signal.

While the DC component can be easily filtered out using a DC blocker or removed

digitally in the receiver DSP, this nonlinear interference will distort any desired

LO-signal beating products that fall within the same frequency range. Therefore,

as a way of mitigating the penalty of LO-LO BI, a spectral guard band is used to

separate the desired beating products from the nonlinear LO-LO BI. For a sawtooth

waveform considered in this work, the maximum possible delay is equal to half of

the pulse period, avoiding the interference from the second beating tone caused by

the discontinuity of the sawtooth waveform as mentioned in Sec.2.2.3 [181]. This

leads to a maximum beat frequency fb of B
2 . Therefore, a minimum guard band of

B
4 is necessary in order to mitigate LO-LO BI (i.e., f1 >

B
4 ).

In contrast, for an SSB FMCW signal, the desired LO-signal beating product

is given by:

ISSB
LO-signal ∝ RIm [ERxE∗LO]

∝ RIm
(

ARxALOe j(∆ϕ(t)+∆θ(t))
)

∝ RARxALO sin(∆ϕ(t)+∆θ(t))

(4.13)

After photodetection, the phase noise variation ∆θ(t) between the LO and Rx signal

is added to the desired beat frequency. However, provided the round-trip-distance is

within the laser coherence length, this phase noise variation will be negligible (i.e.,

∆θ(t)≈ 0). The LO-LO BI in the case of the SSB signal is expressed as:

ISSB
LO-LO BI ∝

R
2
|ELO|2

∝
R
2
|ALOe j(ϕ(t)+θ(t))|2

∝
1
2

RA2
LO

(4.14)

As the SSB signal is only frequency/phase modulated and complex-valued, the

LO-LO BI after photodetection is simply a constant DC component as shown in
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Figure 4.3: System setup of single-photodiode based coherent LiDAR. ECL: external
cavity laser; IQ: in-phase and quadrature; DAC: digital-to-analog converter;
EDFA: Erbium-doped fibre amplifier; SSMF: standard single-mode fibre;
VOA: variable optical attenuator; LO: local oscillator; Rx: received signal; PC:
polarisation controller; PD: photodiode; RF: radio frequency; FFT: fast Fourier
transform.

Eq.4.14, which can be easily filtered out, and thus the LO-LO BI is avoided, whether

or not a guard band is used.

4.2 Experimental and simulation setups
To investigate the impact of DD distortions arising from single-photodiode

detection, especially the LO-LO BI, on the receiver sensitivity of a coherent LiDAR

system, the setup shown in Fig.4.3 was employed for both Monte Carlo simulations

and experimental demonstration.

In the experiment, an optical delay line L of 384.72 m of standard single-mode

fibre (SSMF) with an effective refractive index n of approximately 1.5 was used to

emulate the time-of-flight of the signal [75, 159]. At the transmitter, an external

cavity laser centered at 1551.12 nm was used. It had an output power of 9.6 dBm

and a laser linewidth of approximately 100 kHz. The laser coherence length

was approximately 637 m in the SSMF, and thus the delay line was well within

the coherence length [75]. The ECL was externally modulated via IQM (Oclaro

6M0C6400) driven by DAC sampling at 92 GSa/s. The extinction ratio of the IQM

was approximately 40 dB. For the sawtooth chirp signal, the pulse period Tm was

set as 5 µs and the chirping bandwidth B = 5 GHz. For the optical delay line of

384.72 m, the corresponding beat frequency fb = LnB
cTm
≈ 1.92 GHz. In order to
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Figure 4.4: Transmitted DSB and SSB signals (2 GHz guard band, 5 GHz chirp) measured
by an optical spectrum analyzer at 0.01 nm resolution bandwidth.

investigate how LO-LO BI affects Rx sensitivity, two values of guard band width

were assessed: 0 and 2 GHz (i.e., f1 = 0 GHz and f1 = 2 GHz). As discussed

in Sec. 4.1.1, Eq.4.6 was used to drive the IQM to generate the complex-valued

SSB signal. For the DSB signal, both arms of the IQM were driven by the same

waveform (Eq.4.2) in order to achieve the same output power as the SSB signal.

The peak-to-peak driving voltage was set to approximately 1 Vπ to maximise the

output power after modulation. The modulated optical signal was then amplified to

17.3 dBm by an EDFA with a noise figure of 5.5 dB.

An example of the transmitted signal spectra (2 GHz guard band, 5 GHz

chirping bandwidth) is shown in Fig.4.4, measured using an optical spectrum

analyser (OSA) at a resolution bandwidth of 0.01 nm. For both SSB and DSB

signals, a noise pedestal (15 GHz) which is about 30 dB lower than the signal

power is observed to the side of the desired 5 GHz chirp spectra. This was caused

by modulator nonlinearity, introducing a modulation sideband. The signal was then

split by a 3-dB splitter into two paths; one for signal transmission and the other

to serve as the LO at the receiver. A variable optical attenuator (VOA) was added

before the receiver to adjust the received signal power.

At the receiver, the polarisation states of the Rx signal and LO were first
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aligned by two polarisation controllers (PCs) to maximise the beating [34,155], and

then combined in a 3-dB coupler. The LO power at the input of the 3-dB coupler

was 13.4 dBm and the Rx signal power was swept from −10.6 dBm to −66.8 dBm

with a step size of −5 dB. A 6-dB optical attenuator was applied before the PD to

reduce the total incident optical power below its maximum input power. In order

to show the full-spectrum of the signal and DD beating interference, a PD with a

bandwidth of 15 GHz was used with 0.6 A/W responsivity, followed by a radio

frequency (RF) amplifier with 17 dB gain. Finally, the signal was digitised by a

real-time oscilloscope sampling at 50 GSa/s. At each Rx power, 100 measurements

were saved to test the reliability of DSB and SSB signals, each of 250,000 sampling

points (i.e., one pulse period of 5 µs). A Fourier transform was applied off-line

using MATLAB. The desired beat frequency fb was extracted by identifying the

beating tone with the highest power in the frequency domain, and converted into

the distance through L = fbcTm
nB .

Monte Carlo simulations were also carried out using MATLAB, with the

system structure and parameters used in the experiments as described above. The

laser phase noise was modelled as a random walk, specifically the Wiener process

described by [182]:

θ(t)−θ(t−∆t)∼N (0,2π∆v∆t) (4.15)

where ∆t indicates a small time offset and ∆v denotes the laser linewidth which

was 100 kHz in simulation. N (0,2π∆v∆t) denotes a normal distribution with zero

mean and the variance of 2π∆v∆t. As with the experiments, at each distance and

received signal power, 100 simulations were performed.

4.3 System performance

4.3.1 Impact of LO-LO BI via Monte Carlo Simulations

In simulation, a sufficiently wide guard band was first employed to ensure LO-LO

BI terms fell at frequencies outside the desired signal band (i.e., f1 = 2 GHz), and
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Figure 4.5: Simulated average power at the beat frequency versus Rx power for DSB and
SSB signals. The vertical error bars indicate the standard deviation of the beat
frequency power.

thus the system performance was limited by LO-ASE beating interference. The

simulated average power at the beat frequency versus Rx power is displayed in

Fig.4.5. The vertical bar at each Rx power represents the standard deviation of the

beat frequency power over 100 simulations. It can be seen that the DSB signal

experiences much greater power fluctuation than the SSB signal. This is explained

by Eq.4.11 which suggests that for the DSB signal, the laser phase noise is converted

to amplitude noise after photodetection. Such fluctuation leads to a∼3 dB reduction

of the average power of the beat frequency over 100 simulations compared to that

of the SSB signal.

The power fluctuation in the case of the DSB signal might not be an issue when

the Rx power is sufficiently high as the desired beat frequency can still be discerned

from the noise floor. Nevertheless, at low Rx powers, e.g., for targets at long

distances, the power of the beat frequency might fall below the noise floor and thus

the distance estimation will not always be reliable. Fig.4.6(a) shows the standard

deviation of the distance estimation as a function of the Rx power obtained by the

Monte Carlo simulations. The inset shows an example of frequency-domain power

spectra of the detected photocurrent for DSB and SSB signals at the Rx power of
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Figure 4.6: Simulated standard deviation of distance estimation versus Rx power with (a)
2 GHz guard band, and (b) without guard band. The inset in each figure shows
the frequency-domain spectra of SSB and DSB signals.
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−21.02 dBm in simulation. The desired beat frequency is at 1.92 GHz. The beating

tone at 3.08 GHz is due to the discontinuity of the sawtooth waveform [181]. For the

DSB signal, the nonlinear LO-LO BI is observed over the range from 4 to 14 GHz

with twice the bandwidth of the signal’s 5 GHz chirp as explained by Eq.4.12, and

it is approximately 25 dB higher than the LO-ASE BI limited noise floor. For the

SSB signal, the LO-LO BI is simply a DC term as suggested by Eq.4.14. As the

DC component can be easily filtered out, the mean of detected signal waveforms

was subtracted in the simulation to achieve the same effect, and that is why the

DC term which should be at zero frequency is not present in the frequency-domain

spectra for both DSB and SSB signals. Ideally, the LO-ASE noise floor is the

broad-band white noise with a constant power spectral density. However, in order

to replicate the actual experimental setup, a non-ideal modulator with an extinction

ratio of approximately 40 dB was assumed [183], and modulation nonlinearity was

also included in the simulation. This limited extinction ratio of the modulator

leads to a weak residual carrier beating with the signal on reception, accounting

for the additional noise from 2−7 GHz (around 5 dB higher than LO-ASE BI noise

floor) with the same bandwidth as the chirp signal. The extra noise at frequencies

above 8 GHz is caused by the nonlinearity of the modulator. Note that both these

distortions exist in the DSB signal power spectrum but are masked by the dominant

LO-LO BI in the high-frequency regime. In this case, with a sufficient guard band,

the unwanted LO-LO BI is not at the same frequency range as the desired beat

signal. In practice, a low-bandwidth PD can be used and this DD interference will

fall outside the detection range and will not cause a receiver sensitivity penalty.

As shown in the plot of standard deviation versus Rx power in Fig.4.6(a), at Rx

powers higher than −46.8 dBm, both DSB and SSB signals can accurately predict

the distance, showing a standard deviation of distance estimation of approximately

0.03 m. As the Rx power decreases, for the DSB signal, the power fluctuation

causes several inaccurate distance estimations over the 100 simulations and thus the

standard deviation starts to increase. In contrast, the SSB signal demonstrates 10 dB

better receiver sensitivity, and can operate reliably with Rx signal powers down to
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−56.8 dBm.

To assess the impact of DD interference, the guard band was removed such that

the LO-LO BI overlapped with the desired beat signal band in the frequency domain

as shown in the inset of Fig.4.6(b). Compared to the results with the 2 GHz guard

band given in Fig.4.6(a), the minimum Rx power for the SSB signal increases from

−56.8 dBm to −51.8 dBm due to residual-carrier beating with the signal; a 5 dB

penalty in receiver sensitivity. For the DSB signal, however, as the LO-LO BI is

unmitigated, a 20 dB receiver sensitivity penalty is measured (i.e., from−46.8 dBm

with a 2 GHz guard band to −26.04 dBm without a guard band). Therefore, in this

case without a guard band, the SSB signal shows 25 dB better receiver sensitivity

than the DSB signal.

4.3.2 Impact of LO-LO BI via experimental demonstration

Experiments were also carried out and the results were compared with the

simulation results. Fig.4.7 shows the experimental average power at the desired beat

frequency versus Rx power for DSB and SSB signals. Similarly to the simulation

results in Fig.4.5, the DSB signal experiences a higher power fluctuation shown

by the larger standard deviation at each received signal power level. This leads

to a ∼4 dB reduction of the average beat signal power over 100 measurements

compared to that of SSB signal. Note that at each Rx power, there is a small

discrepancy in the average powers between the experimental and simulated results.

This might be caused by the non-ideal polarisation alignment in the experiment

which was manually tuned with the polarisation controller, leading to a reduction

of approximately 2 dB in the average power of the beat frequency.

Fig.4.8(a) and (b) present, from the experiments, the standard deviation of

the distance estimation as a function of Rx power with a 2 GHz guard band

and without a guard band, respectively. The inset in each figure shows the

experimental frequency-domain spectra of the SSB and DSB signals at the Rx

power of −21.02 dBm. Each spectrum looks similar to the simulated one shown in

Fig.4.6. Despite the main nonlinear interference such as LO-LO BI and the penalty

from the non-ideal modulator which are also observed in the simulation, a few
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Figure 4.7: Experimental average power at the beat frequency versus Rx power for DSB
and SSB signals. The vertical error bars indicate the standard deviation of the
beat frequency power.

spectral components at frequencies below 600 MHz occur only in the experimental

spectra for both DSB and SSB signals. As those components, which are generated

by the transceiver are constant for all measurements, they can be removed through

system calibration. Thus, in order to assess the limitation due to the LO-ASE

beating noise floor, only frequency components between 600 MHz and 2 GHz were

measured to identify the desired beat frequency.

In the case with a sufficiently wide guard band as shown in Fig.4.8(a), there

is a 10 dB sensitivity difference between SSB and DSB signals, the same as that

observed in the simulation results shown in Fig.4.6(a), and this is due to the phase

noise induced power fluctuation of the DSB signal. Removing the guard band

so that the LO-LO BI falls within the frequency range of the desired beat signal

as plotted in the inset of Fig.4.8(b), the sensitivity difference between the DSB

and SSB signals therefore increases to 25 dB. It should be noted that though

the sensitivity difference between the DSB and SSB signals is the same as the

simulation, the experimental results show a 5 dB worse receiver sensitivity than the

simulation (e.g., with a 2 GHz guard band: the Rx sensitivity is−56.8 dBm for SSB

signal in simulation and −51.8 dBm in experiment; for DSB signal: −46.8 dBm
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Figure 4.8: Experimentally measured standard deviation of distance estimation versus Rx
power with (a) 2 GHz guard band, and (b) without guard band. The inset in
each figure shows the frequency-domain spectra of SSB and DSB signals.
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in simulation and −41.1 dBm in experiment. The same offset is observed in the

case without a guard band.). In addition to the measurements with a delay line of

384.72 m, giving the above results, measurements with a delay line of 238.28 m

were also carried out, and a similar performance was observed in both simulations

and experiments.

4.3.3 Impact of laser phase noise on receiver sensitivity

So far, the penalties of DD distortions specifically the LO-LO BI were discussed

through both numerical and experimental results. For the DSB signal, when the

LO-LO BI is mitigated through the use of a spectral guard band, its receiver

sensitivity is still affected by laser phase noise induced power fluctuation as

suggested by Eq.4.11 even within the laser coherence length. Such power

fluctuation leads to a 10 dB receiver sensitivity penalty at a delay length of

384.72 m compared to that observed with the SSB signal as shown in Fig.4.6(a) and

Fig.4.8(a). It is also indicated by Eq.4.11 that, the shorter the delay line is, the more

coherent is the laser phase noise between the LO and Rx signal. As phase noise is

converted to amplitude noise after photodetection, a higher power fluctuation and

thus a worse receiver sensitivity would be expected at a shorter delay length, making

the DSB signal less reliable. In contrast, for the SSB signal as suggested by Eq.4.13,

reducing the delay results in the relative phase noise difference between the LO and

Rx signal approaching zero. In the frequency domain, the spectral broadening due

to laser phase noise therefore will be smaller, and the majority of the desired beat

signal power will be centered around a single beat frequency leading to a more

accurate distance estimation.

In order to evaluate how such phase noise coherence affects the receiver

sensitivity of DSB and SSB signals, more experiments were conducted by

decreasing the delay line to 238.28 m, 131.56 m, 63.24 m and 43.68 m. All the

measurements were performed with 5 GHz chirping bandwidth and 2 GHz guard

band mitigating the penalty from LO-LO BI, so the system performance was limited

by the LO-ASE beating noise floor. Extensive Monte Carlo simulations were also

carried out with the delay line varying from 20 m to 395 m. The maximum beat
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Figure 4.9: Receiver sensitivity difference between DSB and SSB signals versus delay line
length. The green solid line is the nonlinear fitted curve of the simulation
results. The inset shows the experimental standard deviation of distance
estimation versus Rx power at the delay line length of 43.68 m.

frequency at 395 m is 1.975 GHz, which is still within the 2 GHz guard band

ensuring the LO-LO BI will not interfere with the desired beat signal. The received

signal power was varied from −10.6 dBm, decreased in steps of 2 dB down to

−66.6 dBm.

The receiver sensitivity difference between DSB and SSB signals with varying

delay length is shown in Fig.4.9. The simulation results show that at a shorter

delay length, for example, at 20 m, there is a 40 dB sensitivity difference between

DSB and SSB signals. As the delay increases, the sensitivity difference decreases

and levels out at around 10 dB with distances above 100 m. The experimental

results show a similar trend with a higher sensitivity difference between DSB

and SSB signals at shorter delay distances. For example, the inset of Fig.4.9

plots the standard deviation of distance estimation versus received signal power

at a delay line length of 43.68 m and the result indicates a 25 dB sensitivity

difference. Increasing the delay, the sensitivity difference gradually flattens out

to approximately 10 dB at delay line distances of 238.28 m and 384.72 m. The

reason for this larger sensitivity difference at a shorter delay distance is two-fold.
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On the one hand, the SSB signal achieves a better sensitivity at shorter distances

as the phase noise variation becomes negligible, e.g., −56.8 dBm at 43.68 m and

−51.8 dBm at 384.72 m (see Fig.4.8(a)). On the other hand, the beating signal

power fluctuation with the DSB signal is larger due to the increased coherence

of the phase noise between LO and Rx signal, and thus the required Rx power

increases from −41.1 dBm at 384.72 m (see Fig.4.8(a)) to −31.1 dBm at 43.68 m.

The results may suggest that with reducing distance to the target, the DSB signal

requires increasing Rx power to allow the desired beat tone to be identified. In

practice for a LiDAR system, the received signal after being reflected from a close

target usually has a higher power than one reflected from a more distant target, and

therefore, such power fluctuation of the DSB signal might not be a major issue.

It should be noted that the above results were obtained using an optical

fibre delay line to emulate the time-of-flight. The interference from free-space

environment, in which LiDAR is usually operated, may degrade the quality of

the received signal. Nevertheless, as the LO-LO BI is only related to the LO,

and not to the received signal, it will always be present in this single-photodiode

based coherent LiDAR configuration regardless of the interference from free space.

Therefore, compared to the DSB signal, the receiver sensitivity benefit offered by

the SSB signal would still be expected in free-space operation.

4.4 Summary

In this chapter, the performance of two chirp signals: the single-sideband (SSB)

frequency-modulated continuous-wave (FMCW) signal and the double-sideband

(DSB) amplitude-modulated signal in a coherent LiDAR system with single

photodiode detection was evaluated. The impact of direct-detection beating

distortions and laser phase noise on the receiver sensitivity performance was

mathematically analysed first, following which simulations and experiments were

performed for verification with a good agreement achieved. The results indicate

that the real-valued DSB signal suffers a significant receiver sensitivity penalty

from nonlinear LO-LO beating interference (BI) and requires a sufficiently wide
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spectral guard band to mitigate LO-LO BI, achieved at the expense of requiring

a larger electrical bandwidth. In addition, the DSB signal is susceptible to power

fluctuation caused by laser phase noise after photodetection, making it less reliable

especially at shorter delay lengths.

These two main drawbacks associated with the DSB signal can be overcome

through the use of a complex-valued SSB FMCW signal, at the expense of using

a more complex in-phase and quadrature modulator (IQM) at the transmitter. For

the SSB signal, the LO-LO BI is just a DC component which can be easily filtered

out. Thus, a guard band is not necessary and the entire electrical bandwidth can

be utilised for the chirp signal to achieve a better resolution. In addition, the use

of an SSB signal with a single-photodiode based coherent receiver does not suffer

from phase noise to amplitude noise conversion, which significantly relaxes the

requirement for the received signal power. In both simulations and experiments,

with a frequency chirp bandwidth of 5 GHz, and with no guard band, the SSB

FMCW signal is shown to outperform the DSB signal-based system with 25 dB

better receiver sensitivity at a delay line length of 384.72 m. Therefore, the

SSB FMCW signal is shown to be a strong candidate for single-photodiode based

coherent LiDAR system.

It should be noted that the above work focuses on the investigation of the

performance of coherent LiDAR receivers with single-ended photodetection as it

is low-cost and low-complexity, suitable for cost-sensitive LiDAR applications. To

further reduce the cost and size of the current system, it is also possible to replace the

transmitter EDFA by a semiconductor optical amplifier (SOA) [184] or a compact

micro EDFA [185,186]. Nonetheless, the above results should provide some general

insights into cost-effective coherent LiDAR system designs.



Chapter 5

Impact of laser phase noise on

ranging precision

In the previous chapter, the receiver sensitivity performance of a low-cost and

low-complexity single-photodiode based coherent LiDAR receiver was assessed.

The simulation and experimental results show that the single-sideband (SSB)

frequency-modulated continuous-wave (FMCW) signal has a higher tolerance to

laser phase noise and local oscillator-local oscillator beating interference (LO-LO

BI) than the double-sideband (DSB) amplitude-modulated signal. Apart from the

coherent receiver, the laser also forms a critical component of a LiDAR system.

As discussed previously in Sec. 2.2.3, the maximum ranging distance is usually

assumed to be limited by the laser coherence length. When operating in an

incoherent region, the laser phase noise causes a spectral broadening of the detected

beat signal. This leads to variations in identifying the beat frequency, and thus

degrading the ranging precision. Therefore, for long-distance ranging (>100 m),

a low-linewidth laser is preferable, which will inevitably increase the system cost,

especially below laser linewidth of 100 kHz.

Though certain degradations of ranging precision would be expected beyond

the laser coherence length, the use of a relatively high-linewidth laser source might

be a compromise solution for some cost-sensitive applications if the performance is

acceptable. Therefore, in this chapter, through both experiments and simulations,

penalties arising from the laser phase noise on the ranging precision when operating
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within and beyond the laser coherence length are assessed. Sec. 5.1 presents,

through experiments, the ranging precision at different delay distances when using

100 kHz and 1.2 MHz linewidth laser sources. More extensive simulation results

with varying laser linewidths and delays are discussed in Sec. 5.2, followed by a

summary of the research work presented in this chapter in Sec. 5.3.

5.1 Ranging precision of 100 kHz and 1.2 MHz lasers

The same system setup shown in the last chapter in Fig.4.3 was employed to assess

the ranging precision. The SSB FMCW signal type was chosen, as it does not

suffer from phase noise to amplitude noise conversion as investigated in the last

Chapter. In order to evaluate the impact of laser phase noise, lasers with linewidths

∆v of 100 kHz and 1.2 MHz were used in experiments both with an output power of

9.6 dBm. The corresponding coherence lengths are approximately 53 m and 637 m

in the standard single-mode fibre (SSMF), given by Lcoh =
c

nπ∆v where c is the speed

of light, and n is the refractive index of the SSMF [75]. The fibre delay length L

was varied from 43.68 m to 384.72 m to evaluate the impact of laser phase noise on

the ranging precision in experiments.

The received signal power was set to −21 dBm across all the measurements

to ensure that the beat signal could always be discerned from the noise floor. One

hundred traces were saved at each distance. The ranging precision was quantified

by the standard deviation σ of the estimated distance over 100 measurements.

Fig.5.1 shows the frequency-domain power spectra of detected beat signals at

a delay line L = 238.28 m, exhibiting a beat frequency of 1.19 GHz. With a laser

linewidth of 100 kHz, 238.28 m is still within the coherence length ( L
Lcoh
≈ 0.37).

The laser phase noise from the LO and the delayed copy are almost correlated, and

close to canceling each other, resulting in a relatively narrow beat tone (see Eq.4.13

in the last chapter). In the case of the 1.2 MHz laser source, however, the incoherent

measurement ( L
Lcoh
≈ 4.5) causes spectral broadening in the frequency domain as

can be seen in Fig.5.1. This leads to increased uncertainty in identifying the center

frequency of the beat signal and thus reduces the ranging precision. Fig.5.2 shows
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Figure 5.1: At a delay line L = 238.28 m, the normalised frequency-domain power spectra
of detected beat signals using 1.2 MHz and 100 kHz laser sources.
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Figure 5.2: At a delay line L = 238.28 m, distributions of estimated distance over 100
traces with 1.2 MHz and 100 kHz laser sources.
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the distribution of estimated distances over 100 measurements in the experiment. In

the case of 1.2 MHz laser linewidth, the spectral broadening results in a variation of

estimated distances from 237.8 m to 238.6 m, with a standard deviation σ ≈13 cm.

For 100 kHz laser linewidth, the distance estimation is more certain, with 77% of

measurements giving an estimated distance of 238.28 m, and the standard deviation

is ∼2 cm.

Fig.5.3 compares the ranging precision with delay lines L varying from

43.68 m to 384.72 m when using 1.2 MHz and 100 kHz laser linewidth respectively.

The top and bottom x-axes represent the delay lengths L normalised to the intrinsic

laser coherence length Lcoh. For the 100 kHz laser linewidth, all the delay lines

used in the experiment were within the laser coherence length with maximum
L

Lcoh
≈ 0.6. As the distance is increased, the ranging precision increases from

1 cm and plateaus at 2.5 cm. In the case of 1.2 MHz linewidth, at delay line

L = 43.68 m, corresponding to L
Lcoh
≈ 0.83, the distance is approaching the laser

coherence length, and∼5 cm ranging precision is measured. Beyond the coherence

length, the ranging precision starts to deteriorate rapidly. However, at L
Lcoh
≈ 7

(delay line L = 384.72 m), ∼15 cm ranging precision is still achievable.

5.2 Simulations of varying delay lines and laser

linewidths
Simulations were performed next, investigating in detail how the ranging precision

varies with laser linewidth and ranging distance. As with the simulation model

presented in the previous Chapter, the laser phase noise was modeled as a Wiener

process, with laser linewidth ∆v varying from 100 kHz up to 1.2 MHz. The SSMF

delay lines L were varied from 10 m up to 490 m in simulations, limited by the

discontinuity of the frequency chirp sawtooth waveform as previously discussed

in Sec. 2.2.3. Monte Carlo simulations were carried out with 1000 measurements

performed at each delay length and laser linewidth.

The ranging precision at varying delay lines and laser linewidths is shown in

Fig.5.4. Good agreement between simulation and experimental results presented
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Figure 5.3: Ranging precision versus L
Lcoh

with 1.2 MHz and 100 kHz laser source, for delay
lines from 43.68 m to 384.72 m.
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Figure 5.4: Numerical sweep of ranging precision with laser linewidth varying from
100 kHz to 1.2 MHz.
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above was achieved. At delay distance L <120 m, the ranging precision could

be sub-centimeter, while 1 cm precision is observed in the experiment in the case

of 100 kHz laser source. This discrepancy might be due to additional noise and

timing jitter in experiments. Increasing the delay length up to 490 m ( L
Lcoh
≈ 0.77),

a ranging precision of ∼2.5 cm is achievable for 100 kHz linewidth laser sources.

For 300 kHz laser linewidth, Lcoh = 212.2 m. With increased delay length, the

ranging precision degrades from sub-centimeter and then plateaus at ∼5 cm in the

incoherent regime. This was the case with the other laser linewidths; beyond the

Lcoh, the ranging precision plateaus at a certain level for each laser linewidth. In

the case of 1.2 MHz laser source, with delay lines extending to 490 m which is

9× intrinsic laser coherence length, ∼15 cm ranging precision is still shown to be

possible.

5.3 Summary
In this chapter, the impact of laser phase noise on the ranging precision of FMCW

LiDAR systems when operating within and beyond the laser coherence length was

assessed through both experiments and simulations. As expected, with increased

laser linewidths and delay distances, the ranging precision deteriorates, especially

in the incoherent measurement region. In the case of 1.2 MHz laser linewidth,

it is shown that a ranging precision of ∼15 cm is still achievable at a distance

of 384.72 m which is about 7× intrinsic laser coherence length. Provided that

the ranging performance is acceptable, using a relatively high-linewidth laser for

long-distance measurements might be considered for some cost-sensitive LiDAR

applications.



Chapter 6

Conclusions and future work

The research work presented in this thesis focuses on the investigation of

low-complexity digital signal processing (DSP) algorithm for short-reach optical

fibre communication links, and the design of low-cost coherent light detection and

ranging (LiDAR) systems. In this chapter, the key findings from this research work

are summarised in Section 6.1. Suggestions for future work are given in Section

6.2.

6.1 Conclusions
For short-reach optical fibre links below ≤ 100 km, the system performance is

largely limited by the static and time-varying linear distortions arising from the

optical fibre: chromatic dispersion (CD), polarisation mode dispersion (PMD)

and state of polarisation (SOP) rotations. The primary goals of implementing

DSP algorithms at the receiver to mitigate these effects are cost-effectiveness and

power-efficiency. Hence, the frequency-domain equalisation, taking advantage

of the low computational complexity of the fast Fourier transform (FFT), is

favourable. In this work, a novel low-complexity adaptive frequency-domain

(FD) multiple-input multiple-output (MIMO) equaliser is studied. The proposed

FD-MIMO equaliser combines static chromatic dispersion compensation (CDC)

and adaptive equalisation for mitigating PMD and SOP rotations in one FFT

block. This saves interim FFT/IFFT operations between individual DSP stages

which can further reduce the calculation complexity. The main disadvantage
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of adaptive frequency-domain equalisation is the feedback latency due to the

presence of multiple FFTs/IFFTs and DSP operations in the feedback loop. This

introduces delays in the adaptive filter coefficients update, and consequently

degrades the equaliser’s ability to track time-varying effects, especially during

rapid SOP rotations. In order to improve the equaliser’s robustness against

feedback latency, a momentum-based gradient descent is applied to the adaptive

FD-MIMO equaliser for the first time. Numerical assessment has demonstrated that

the momentum-based gradient descent significantly outperforms the conventional

gradient descent algorithm in the presence of adaptive filter update delays and

dynamic channel variations. In transmission of a 92 Gbaud polarisation-division

multiplexing (PDM) 64 QAM signal over 40 km standard single-mode fibre

(SSMF), the momentum-based gradient descent was shown to be capable of

tracking dynamic channels with up to 50 kHz SOP rotation frequency and

mitigating penalties from feedback delays of up to 14 FFT blocks at the optical

signal-to-noise ratio (OSNR) of 35 dB.

Apart from optical communications, optical sensing techniques, in particular,

coherent LiDAR system with single-photodiode (PD) detection, are investigated

in this thesis. Such a receiver architecture is low-cost and has low-complexity

and hence is desirable for cost-sensitive LiDAR applications. The receiver

sensitivity performance of two chirp signals, namely a single-sideband (SSB)

frequency-modulated continuous-wave (FMCW) signal and a double-sideband

(DSB) amplitude-modulated signal, was assessed using single PD-based coherent

receivers. Both simulation and experimental results indicate that the SSB FMCW

signal is a promising candidate for single-photodiode based coherent LiDAR

system. It is immune to LO-LO beating interference (LO-LO BI) which is the

dominant nonlinear distortion in such coherent receiver and which often requires a

spectral guard band for mitigation. In addition, the SSB signal does not suffer from

laser phase noise to amplitude noise conversion, hence offering a better receiver

sensitivity compared to the DSB signal. In system tests with a delay line of

384.72 m, the SSB signal outperforms the DSB signal with a 10 dB better receiver
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sensitivity in the case with a guard band for mitigating LO-LO BI, and 25 dB better

sensitivity without a guard band. The drawback associated with SSB FMCW signal

is the requirement of an in-phase and quadrature modulator (IQM) at the transmitter

for the complex modulation while a Mach-Zehnder modulator (MZM) is sufficient

for generating a real-valued DSB signal.

The transmitter laser linewidth is also an important parameter for FMCW

LiDAR performance. For long-distance ranging of a few hundred meters, the use

of low-linewidth lasers with increased laser coherence length is desirable at the

expense of potentially high system cost. Although certain degradation in the ranging

precision would be expected when operating in the incoherent regime, provided

the performance is still acceptable, using a relatively high-linewidth laser might

be considered for some cost-sensitive applications. Through both experiments and

simulations, it was shown that for a 1.2 MHz linewidth laser, ∼15 cm ranging

precision can still be achieved at a distance of 384.72 m which is about 7× the

intrinsic laser coherence length.

6.2 Future work

6.2.1 Machine learning for mitigating time-varying effects in

optical communication system

As mentioned in Chapter 1, applying machine learning (ML) techniques to optical

communication systems has drawn a lot of research interests, in particular the

deep learning (DL) technique [17, 29, 30, 187]. DL has demonstrated superior

performance across a wide range of disciplines [188–190]. It utilises artificial

neural networks to learn and extract high-level features from data. In the field

of optical communication, DL has been applied in nonlinear transmission systems

with the aim of reducing the computation complexity of conventional digital

back propagation (DBP) algorithm which normally involves numerous alternating

small steps to mitigate linear and nonlinear impairments from the fibre. This

DL-based fibre nonlinearity mitigation technique is also referred to as learned

DBP (LDBP) [31, 32, 187]. Deep learning has also been employed in optical
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performance monitoring (OPM) where OSNR values, accumulated chromatic

dispersion, differential group delay or even channel nonlinear effects can be

identified by observing eye-diagram and eye-histogram parameters of the received

signal [191, 192].

Though the DL-based algorithms seem to be promising for optimising and

monitoring optical communication systems, their performance is highly dependent

on the training process and the implementation of underlying neural networks.

When encountering time-varying effects, such as PMD and SOP rotations as

considered in the research work presented in this thesis, those dynamic effects

might be hard to capture in the learning process and might ultimately lead to the

failure of training [30]. One potential approach is to use a so-called recurrent neural

network (RNN). RNN includes feedback connections that can allow information

to be temporarily stored in the neural network. Therefore, it is usually applied

to data with certain memories as is the case in a dynamic optical channel with

PMD. Though the RNN has the ability to capture the time-varying effects, it might

potentially lead to overkill and the poor performance on data it has not previously

encountered. Hence, methods to design an appropriate RNN or in combination

with other ML and DL approaches to mitigate time-varying distortions in optical

communication systems are particularly interesting and worth investigating.

6.2.2 Comb-assisted FMCW LiDAR system

The optical frequency comb (OFC) has emerged as an alternative light source for

LiDAR [193–196]. As its name suggests, the optical frequency comb consists of

equally-spaced discrete lines in the frequency domain. In the time-of-flight (ToF)

LiDAR systems, a few experiments proposed to use dual-frequency combs for

absolute distance measurement [197, 198]. Since two combs are generated from

the same seed laser, the optical phase is locked by default. Calculating the target

distance against one of the dual combs enables a sub-nanometer-level precision.

As for FMCW LiDAR, it was proposed to use a single reference interferometer

to stitch together the comb lines at the receiver to increase the total signal

duration when performing the Fourier transform. This leads to an improvement of
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frequency-domain resolution, and hence the ranging resolution [35]. In addition,

the OFC can be employed to accelerate the scanning speed when generating a

3D point cloud [199]. The technique involves using diffractive optics at the

transmitter to spatially disperse all the comb lines to achieve massive parallel

sensing and high-speed data acquisition. The proposed system can potentially

replace conventionally-used laser arrays for simultaneously sweeping a wide range

of view [82]. Besides, the eye safety issue is alleviated as the total emission power is

dispersed across all the channels. Though these applications look very promising,

each comb line is individually detected in such systems, requiring a wavelength

demultiplexer, multiple PDs and ADCs, hence a rather complex system [35, 199].

Approaches to simplify such receiver architecture and reduce the system cost and

complexity can be explored.

In addition to the coherent receiver which contributes to a large part of the

system cost, the laser sources can be expensive, especially for high-coherence laser

source as discussed previously in Sec. 2.2.3. In a comb-assisted LiDAR system,

leveraging the fact that the laser phase noise is correlated among all the comb lines,

potential techniques to reduce the phase noise penalty using the optical frequency

comb would be interesting to investigate.
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ADC analogue-to-digital converter

AMCW amplitude-modulated continuous-wave

APD single-photon avalanche detector

AR augmented reality

ASE amplified spontaneous emission

ASIC application-specific integrated circuit

AV autonomous vehicle

AWG arbitrary waveform generator

AWGN additive white Gaussian noise

BER bit error rate

BI beating interference

BPD balanced photodiode

CD chromatic dispersion

CDC chromatic dispersion compensation

CMA constant modulus algorithm

CMOS complementary metal-oxide semiconductor
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CMRR common mode rejection ratio

CPE carrier phase estimation

CW continuous wave

DAC digital-to-analogue converter

DARPA Defense Advanced Research Projects Agency

DBP digital back propagation

DC direct current

DD direct detection

DD-LMS decision-directed least mean square

DFB distributed feedback

DGD differential group delay

DL deep learning

DML directly modulated laser

DP dual-polarisation

DSB double-sideband

DSP digital signal processing

ECL external cavity laser

EDFA Erbium-doped fibre amplifier

EOM electro-optic modulator

FD frequency-domain

FDE frequency-domain equaliser
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FEC forward error correction

FFT fast Fourier transform

FIR finite impulse response

FMCW frequency-modulated continuous-wave

FOV field-of-view

FPGA field-programmable gate array

GMI generalised mutual information

GS geometric shaping

GVD group velocity dispersion

I in-phase

IFFT inverse fast Fourier transform

IM intensity modulation

IoT Internet of Things

IQM in-phase and quadrature modulator

ISI inter-symbol interference

KK Kramers-Kronig

LED light-emitting diode

LiDAR light detection and ranging

LMS least mean square

LO local oscillator

LO-LO BI local oscillator-local oscillator beating interference
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MEMS micro-electromechanical system

MIMO multiple-input multiple-output

MIT Massachusetts Institute of Technology

ML machine learning

MSE mean squared error

MZM Mach-Zehnder modulator

OFC optical frequency comb

ONG Optical Networks Group

OPA optical phased array

OPM optical performance monitoring

OSA optical spectrum analyser

OSNR optical signal-to-noise ratio

PC polarisation controller

PD photodiode

PDM polarisation-division multiplexing

PLL phase-lock loop

PMD polarisation mode dispersion

PS probabilistic shaping

PSD power spectral density

PSK phase shift keying

Q quadrature



Acronyms 120

QAM quadrature amplitude modulation

QPSK quadrature phase shift keying

Radar radio detection and ranging

RC raised cosine

RDE radially-directed equaliser

RF radio frequency

RNN recurrent neural network

RRC root-raised cosine

Rx receiver

SDM space division multiplexing

SNR signal-to-noise ratio

SOP state of polarisation

SSB single-sideband

SSMF standard single-mode fibre

TD time-domain

TDE time-domain equaliser

TIA transimpedance amplifier

ToF time-of-flight

VCSEL vertical-cavity surface-emitting laser

VOA variable optical attenuator

VR virtual reality

WDM wavelength division multiplexing
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