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Abstract 

 

Methane (CH4), the cleanest burning fossil fuel, has the potential to solve the energy crisis 

owing to the growing population and geopolitical tensions. Whilst highly calorific, 

realising its potential requires efficient storage solutions, which are safe and less energy-

intensive during production and transportation. On the other hand, carbon dioxide (CO2), 

the by-product of human activities, exacerbates global heating driving climate change. CH4 

is abundant in natural systems, in the form of gas hydrate and trapped gas within geological 

formations. The primary aim of this project was to learn how Nature could store such a 

large quantity of CH4 and how we can potentially extract and replace the in-place CH4 with 

atmospheric CO2, thereby reducing greenhouse gas emissions. We studied this question by 

applying molecular dynamics (MD) and Monte Carlo (MC) simulation techniques. Such 

techniques allow us to understand the behaviour of confined fluids, i.e., within the 

micropores of silica and kerogen matrices. Our simulations showed that CH4 hydrate in 

confinement could form under milder conditions than required, deviating from the typical 

methane-water phase diagram, complementing experimental observations. This research 

can contribute to artificial gas hydrate production via porous materials for gas storage. 

Besides that, the creation of 3D kerogen models via simulated annealing has enabled us to 

understand how maturity level affects the structural heterogeneity of the matrices and, 

ultimately CH4 diffusion. Immature and overmature kerogen types were identified to 

having fast CH4 diffusion. Subsequently, our proof-of-concept study demonstrated the 

feasibility of recovering CH4 via supercritical CO2 injection into kerogens. Insights from 

our study also explained why full recovery of CH4 is impossible. A pseudo-second-order 

rate law can predict the kinetics of such a process and the replacement quantity. A higher 

CO2 input required than the CH4 recovered highlights the possibility of achieving a net-

zero future via geological CO2 sequestration.   
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Impact Statement 

 

The world is facing a climate crisis, and transitioning to sustainable energy sources is 

essential to mitigate its effects. The demand for green and sustainable energy is increasing 

globally, causing significant emotional and financial strains on individuals and businesses. 

The energy industry typically takes years, if not decades, to develop and adopt new 

technology with high public impact, such as high-capacity batteries to store renewables, to 

minimise downtime. CH4, the main component of natural gas, offers substantial advantages 

over other hydrocarbons due to higher energy density and lower CO2 emissions. However, 

the future use of CH4 as a fuel depends on safe and economical storage technologies. 

 

Human activities have contributed to the dramatic increase in atmospheric CO2 

concentration since the industrial revolution, and a net zero future requires CO2 to be 

captured and stored. Exploiting unconventional energy resources, such as shale, to 

complement the existing energy portfolio to timely meet the rapidly growing energy 

demand is crucial. Although CH4 production via hydraulic fracturing is commercially 

viable, up to 80% of it remains unrecovered, not to mention the amount of water required 

and the toxicity of the additives used. There is a need for a safe replacement fluid that 

improves CH4 yield and reduces CO2 emissions simultaneously. 

 

This thesis seeks to tackle these challenges from a nature-inspired chemical engineering 

angle by offering detailed molecular-level observations of the behaviour of fluids confined 

within the natural pore networks of sedimentary rocks. Such insights allow the scientific 

community and industry to understand how transformative synthetic materials can be 

tuned to mimic nature and drive the design of new solid-storage technology that can 

efficiently and safely store gases like H2, CH4, and CO2 through artificial gas hydrate 

formation. These results could also help develop innovative strategies for enhanced CH4 

recovery from geological formations through CO2 injection, and consequently enabling 

CO2 sequestration. Decoupling the various phenomena at play raises several unanswered 



 III 

fundamental engineering questions, including how does manipulating the composition and 

structure of synthetic materials affect the storage capacity and transport of fluids? How can 

state-of-the-art solid-storage technology help make energy production more sustainable 

and affordable? These and other fundamental questions highlight the need for more 

research to find solutions to the UCL Grand Challenges. 

 

In conclusion, my research has the potential to have a significant impact on the energy 

industry, the environment, and society as a whole. It highlights the importance of investing 

in research to find solutions to the critical challenges we face. Within academia, my 

research could inspire new avenues of research and collaboration between academia and 

industry, leading to the development of safer and more cost-effective energy storage and 

extraction technologies. Outside academia, my research could revolutionise the energy 

industry, contributing to a cleaner environment, and helping to decarbonise the economy.   
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Chapter 1 Introduction 

 

The significant consumption of fossil fuels, primarily petroleum, in the last decades to fuel 

economic growth and the associated environmental issues after combustion have forced 

humankind to shift attention towards using greener energy resources. Methane (CH4), as 

the main component of natural gas, offers substantial advantages over other fossil fuels, i.e., 

higher energy density and resulting in approx. 40% less carbon dioxide (CO2) emission 

when combusted in the same quantity as coal and petroleum. However, the future use of 

CH4 as fuel strongly counts on pursuing safe and economical storage technologies. The 

current technology for CH4 storage depends on high-pressure and low-temperature 

processes, with associated economic and environmental concerns, to produce compressed 

natural gas (CNG) and liquefied natural gas (LNG), respectively. CH4 is available in 

abundant quantities as gas hydrates and adsorbed gas embedded within the micropores of 

kerogens found in sedimentary rocks of natural systems.1–3 These unexploited and 

unconventional sources have been estimated to be at least twice of that of all other fossil 

fuels combined,4–6 enough to fill the gap whilst we transition to renewable sources. Natural 

systems found on earth are a product of evolution over the course of eons that favours 

efficient design in macroscopic and microscopic scales. Such optimisation is invisible to the 

naked eye, particularly at the microscopic scale. Molecular modelling is well suited to be 

used as a tool to uncover insights in length and time scale that experiments cannot probe 

in detail. In addition, fluids confined in complex porous environments are known to exhibit 

different properties compared to their bulk counterparts.7 Whilst isotropic properties of 

bulk fluids are well defined, the behaviour of fluids under confinement can be considerably 

different due to strong fluid-substrate interactions and crowding effects when other fluid 

molecules are present near the surfaces.8,9 This Thesis aims to advance understanding of the 

unique properties of porous sedimentary environments found in natural systems that 

facilitate gas and energy storage in enormous quantities at molecular scale. Furthermore, 

how we can exploit these characteristics when designing nature-inspired artificial energy 
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and gas storage solutions, e.g., solid CH4 storage, CO2 sequestration, etc., based on insights 

derived by molecular simulations. In Chapter 2, an introduction to the classical molecular 

simulation techniques employed in this Thesis will be presented. 

 

Methane hydrates, also known as “flammable ice”, are an energy-dense compound capable 

of storing up to 173 m3 CH4 per cubic metre.10 They are commonly found in sediments and 

rocks under the seabed, which offers favourable thermodynamic conditions for hydrate 

formation. The phase equilibria and other thermophysical properties of bulk gas hydrates 

are well understood. However, attempts at reproducing hydrate formation at such 

thermodynamic conditions are hindered by slow formation kinetics. It is of crucial 

importance to understand the appearance of CH4 hydrates and their stability, which 

governs hydrate formation and dissociation, in complex porous environments. By 

mimicking nature, we can obtain inspiration to improve the CH4 storage capacity via 

nucleation and growth of artificial methane hydrates in porous media, similar to those 

found in deep-sea sediments. Silica is one of the most abundant subsurface materials and 

attracted considerable attention in systematic studies of fluids confined in their micro- and 

mesopores. Its outer layer is expected to be hydroxylated in the presence of water, resulting 

in a hydrophilic surface, and consequently affecting the behaviour of fluids entrapped 

within the pores. Besides that, interfacial water near the surface of the solid substrate has 

been shown to behave differently in terms of its structure and dynamics.11,12 There is a need 

to understand the complex relationship between guest molecules, water and porous silica. 

Though this is still unclear to us, experimental results13–17 have shown that confinement 

effects promote CH4 hydrate formation under milder conditions than one would expect 

compared to bulk CH4 hydrates. By taking advantage of the confinement effects in the 

nanocavities of silicas, gas hydrate can form under less demanding pressure and 

temperature conditions than nature and, more importantly, with faster kinetics. Chapter 3 

examines the effects of confinement on the formation of CH4 hydrates in a slit-shaped silica 

micropore, as a proxy to that of hydrate-bearing sediments. Furthermore, the artificial 
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effects induced by applying tail corrections in such non-homogenous systems will also be 

highlighted. 

 

Kerogens, another compound of focus in this Thesis, are a waxy mixture of complex 

hydrocarbons found in organic matter-rich sedimentary rocks in shale environments. They 

formed at the end of diagenesis and are slowly buried more deeply in the Earth to produce 

oil and gas as they undergo thermal maturation over geological timescale.18 There are three 

main types of kerogens with varying maturity level, each carries a different amount of CH4; 

however, the current exploitation technique can only recover about a fifth of the CH4 in 

place,19 not to mention the enormous environmental cost of the extraction process due to 

the use of toxic hydraulic fracturing fluids.20,21 Gas transport in shale primarily occurs 

through diffusion,22 however, due to the multiscale nature of the kerogen pore network, 

which assumes a broad spectrum of pore characteristics, e.g., connectivity, porosity, and 

tortuosity,23,24 depending on their maturity level further complicates the mechanisms of gas 

transport. Understanding the diffusion behaviour of CH4 in these microporous kerogen 

pores allows us to uncover the factors affecting gas recovery as well as the kinetics of the 

recovery process. Owing to experimental challenges in isolating pure kerogens from shale 

matrices, the exact structures of bulk kerogens are currently unknown to us. In Chapter 4, 

we constructed various 3D kerogen models of different maturity levels to address this, 

covering a broad region of the van Krevelen diagram.25 Through grand canonical Monte 

Carlo (GCMC) simulations, we determined the amount of total gas in place (GIP) at 

reservoir-relevant conditions and subsequently computed the corresponding self-

diffusivity of the in-place CH4. This has allowed us to assess how maturity level as well as 

changes in physical characteristics, such as helium accessible volume, total surface area, 

pore size distribution, etc., upon the uptake of CH4 affect the diffusion behaviour of in-

place CH4. To conclude this Chapter, the top two kerogen types with fast CH4 diffusivity 

are reported.  
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In recent years, supercritical CO2 has been proposed as an ideal candidate to replace the 

existing toxic fracking fluids used in the enhanced gas recovery processes. This is supported 

by the fact that kerogens preferentially adsorb CO2 over CH4.26–40 Furthermore, the added 

benefit of using CO2 is that the residual CO2 remaining in kerogens after extraction could 

act as a carbon sink, i.e., geological CO2 sequestration (GCS).41–45 Thus far, the molecular 

mechanisms of CH4 displacement from kerogens through CO2 injection are lacking. 

Moreover, it was unclear whether confinement effects due to the complex multiscale 

network of kerogen pores would affect the behaviour of the fluids entrapped within them 

and their extent to which they affect the replacement process. One of the criteria needed 

to achieve the commercial viability of the enhanced natural gas recovery process is that it 

must be rapid. Building on the knowledge obtained from earlier chapter, where immature 

(Type I-A) and overmature (Type II-D) kerogens were found to be the top two kerogen 

types with fast CH4 diffusivity, we explored the use of CO2 injection into their respective 

micropores as a means to recover the in-place CH4 in Chapter 5. We injected supercritical 

CO2 into kerogen slabs of Type I-A and Type II-D mimicking reservoir-relevant conditions 

and evaluated their CH4 replacement ratio. The sorption induced strain due to CO2 

injection into the kerogen slabs is reported. The MSD profiles of adsorbed CO2 on the 

micropores of kerogen slabs are compared to reveal the connectivity of micropores found 

in kerogen slabs of different maturity levels. In addition, the behaviour of recovered and 

residual CH4 in Type II-D kerogens are also discussed to shed some light on the surrounding 

environments, which prevented the complete recovery of CH4.  

 

Finally, in Chapter 6, the overall achievements of this Thesis are summarised, and possible 

future research directions are suggested. 
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Chapter 2 The Theory 

 

This present chapter offers an introduction to the theory and molecular simulation 

techniques necessary to understand the original work presented in this thesis. Although 

previous knowledge of statistical mechanics is not essential to read this chapter, the reader 

should be familiar with basic concepts of classical thermodynamics. There are many 

computational methods to simulate molecular system and the behaviour of its constituents 

at varying lengths and time scales, depending on the system of interest. These methods 

allow better prediction and understanding of materials, consequently, the development of 

new materials. Based on the resolution of the methods, they can be categorised into a few 

distinct types. From quantum mechanics (QM), molecular mechanics (MM) to meso-scale 

modelling, in descending order in terms of resolution. At the highest resolution, QM 

simulation based on first principles, by solving the Schrödinger equation and taking into 

account the electronic motions of molecules, it is impossible to study a large system size 

(number of atoms) with the currently available resources. Instead, classical molecular 

simulations, which rely on semi-empirical force fields, are commonly used to study less 

achievable systems with QM. A brief introduction to the molecular force field and classical 

molecular simulation techniques will be presented in the following section. 

 

2.1 Background 

Classical thermodynamics, which requires no knowledge at all of the underlying atoms or 

molecules, though successful in practical engineering problems, is not without its 

limitations. The macroscopic approach fails to describe, e.g., the differences in the 

behaviour of one fluid to another due to the differences in the constituent particles 

comprising the fluids. The realisation that thermodynamic properties are averages allows 

us to invoke statistical mechanics to link the macroscopic behaviour of materials and the 

microscopic interactions of particles that made up the bulk matter. The energy expression 

for a classical system of 𝑁 interacting particles is the Hamiltonian, ℋ  (2.1), which is a 

function of positions and momenta of the particles. We can express ℋ  as the sum of 
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potential energy and kinetic energy in equation (2.2) below, a residual (configurational 

contribution) and ideal gas (kinetic contribution) parts, respectively, where one does not 

depend on another: 

 

 ℋ(𝐫𝑵, 𝐩𝑵) ≡ ℋ(𝐫1, … , 𝐫N, 𝐩1, … , 𝐩N) (2.1) 

 ℋ(𝐫𝑵, 𝐩𝑵) = 𝑈(𝐫𝑵) + 𝒦(𝐩𝑵) (2.2) 

where 𝐫1, … , 𝐫N  and 𝐩1, … , 𝐩N  are the positions and momenta vector of the particles, 

respectively. In a simple atomic system, the kinetic energy term 𝒦 can be expressed as: 

 

𝒦(𝐩𝑵) = ∑
𝐩i

2

2mi

N

i=1

 (2.3) 

Each 𝑖 th particle of mass m𝑖  has its own set position coordinates (𝐫 ≡ {𝑟𝑥, 𝑟𝑦, 𝑟𝑧}) and 

momentum coordinates (𝐩 ≡ {𝑝𝑥, 𝑝𝑦, 𝑝𝑧}). For a system of 𝑁  particles, this collectively 

creates a point in a 6𝑁 dimensional phase space which corresponds to a microstate at a 

given time. A macrostate is specified by a few thermodynamic variables (e.g., volume (𝑉), 

temperature (𝑇), pressure (𝑃), etc.). Many different microstates correspond to a single 

macrostate. For a given macrostate, many different microstates will be possible, and that 

each microstate may exist following the principle of equal a priori probabilities. For a 

system of large number of particles, it is more efficient to explore and sample points in 

phase space that are more probable to be explored by the system trajectory to yield 

satisfactory time averages of thermodynamic properties of interest. To circumvent this, 

Gibbs introduced a formalism called ensemble. A statistical ensemble is a complete 

collection of systems, in each of which the particles may have a different assignment in 

positions and momenta, but they are all characterised by common three macroscopic 

parameters of thermodynamic variables, e.g., 𝑁, 𝑉, 𝑇, 𝑃, energy (𝐸) or chemical potential 

(𝜇). One can propose many different ensembles depending on the properties of interest one 

would like to compute. When a system is said to be ergodic, the ensemble average of a 

quantity is equivalent to the time average of the quantity. Ergodic hypothesis assumes that 
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the system will explore all possible states in the phase space when given sufficient time to 

evolve. 

 

2.2 Force Field 

Since the electronic structures of atoms are not considered in classical molecular 

simulations, it is essential to specify the connectivity of atoms and the intermolecular 

potentials that describe the interactions between atoms. A general functional form of the 

total potential energy of a molecular system, 𝑈(𝐫𝑁) in equation (2.4);  

 

𝑈(𝐫𝑁) = ∑ 𝑘𝑏(𝑟𝑖𝑗 − 𝑟0)
2

𝑏𝑜𝑛𝑑𝑠

+ ∑ 𝑘𝜃(𝜃𝑖𝑗𝑘 − 𝜃0)
2

𝑎𝑛𝑔𝑙𝑒𝑠

+ ∑ ∑ 𝑘𝜔[1 + cos(𝑛𝜔𝑖𝑗𝑘𝑙 + 𝛾)]

𝑛𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

+ ∑ [
𝑞𝑖𝑞𝑗

4𝜋𝜖0𝜖𝑟𝑟𝑖𝑗
+ 4𝜖𝑖𝑗 [(

𝑟𝑖𝑗

𝜎𝑖𝑗
)

−12

− (
𝑟𝑖𝑗

𝜎𝑖𝑗
)

−6

]]

𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 𝑝𝑎𝑖𝑟𝑠 𝑖<𝑗

 

(2.4) 

Here, 𝑈(𝐫𝑁) is a function of the (nuclear) position of the of all atoms 𝐫𝑁 and its derivatives 

give the forces acting on each atom. The contribution of the bonded interactions is 

described in the first three terms (bond stretchings, bond angle bendings and bond torsions, 

respectively) whereas the last two terms (Coulombic and 12–6 Lennard-Jones (LJ) 

potentials, respectively) represent pairwise non-bonded interactions. In detail, the first two 

harmonic terms describe the deformation energies of the bond lengths 𝑟𝑖𝑗 and bond angles 

𝜃𝑖𝑗𝑘 from equilibrium values of 𝑟0 and 𝜃0, respectively.  

 

The first term is a sum over all bonds for every directly connected atom pairs 𝑖𝑗. The second 

term is a sum over all angles 𝜃𝑖𝑗𝑘 between three connected atoms 𝑖, 𝑗 and 𝑘. These terms 

with their corresponding force constant 𝑘𝑏 and 𝑘𝜃 preserve the basic chemical structure of 

molecules and does not describe bond breaking and forming in chemical reactions. They 

can also be replaced with a more realistic functional form such as the Morse potential. For 

molecules with four consecutively connected atoms 𝑖, 𝑗, 𝑘 and 𝑙, the third term with a 

cosine function describes the energy of a torsional rotation around three consecutive 
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covalent bonds, where 𝑘𝜔  is the dihedral force constant, multiplicity 𝑛  refers to the 

number of potential energy minima over a period of rotation of 2π along the 𝑗𝑘 bond, 𝜔 is 

the torsional angle and the phase angle 𝛾 defines the position of the energy minima. The 

third term is a sum over all torsions, which can also include improper torsions in a 

molecular structure on three unconnected atoms bonded to a central atom.  

 

For the non-bonded pair interactions, the fourth term represents the 12–6 Lennard-Jones 

(LJ) potential, where the repulsive and attractive interactions between atom pairs 𝑖𝑗 are 

described by an LJ well depth 𝜖𝑖𝑗 and 𝜎𝑖𝑗, which is the distance where the interparticle 

potential is zero. In some force fields, the short-range repulsive term 𝑟𝑖𝑗
−12 is replaced with 

𝑟𝑖𝑗
−9 , i.e., 9–6 LJ potential. For unlike atomic species, the LJ parameters 𝜖𝑖𝑗  and 𝜎𝑖𝑗  are 

calculated using Lorentz-Berthelot combining rules. The last term is the electrostatic 

interactions between two atoms with point charges 𝑞𝑖 and 𝑞𝑗 and interparticle separation 

𝑟𝑖𝑗, are described using the Coulomb’s law, where 𝜖0 and 𝜖𝑟 are the permittivity of free 

space and relative dielectric constant, respectively.  

 

Contributions from three-body or higher are rarely included in the functional form of the 

potential as it is very expensive to simulate. In many cases, three-body effects are accounted 

using an “effective” pair potential. Overall, the aforementioned parameters are usually 

derived from experimental data and DFT calculations of reference (small molecule) 

structures, and the fitting of or parameterisation of force fields is carried out with ensuring 

transferability in mind to allow wider application of the force fields.  

 

2.3 Molecular Dynamics  

Molecular dynamics (MD), developed by Alder and Wainwright in the 1950s for a system 

of hard spheres, is a computer simulation technique used to study the macroscopic 

thermodynamics properties of isolated molecular systems deterministically. The 

determinism of MD simulations is based on the laws of classical mechanics, which are 

deterministic and repeatable, given the same initial conditions. There is no involvement of 
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random number-based rotation, translation or displacement of atoms. The time evolution 

of a system with 𝑵 atoms is obtained through integrating Newton’s equations of motion 

(2.5) which gives the trajectory of positions (𝐫𝑵) and momenta (𝐩𝑵) of all species over time 

at constant number of particles ( 𝑵 ), box size ( 𝑽 ) and energy ( 𝑬 ) conditions, i.e., 

microcanonical ensemble at sufficiently long times for an ergodic system. This method 

allows time-dependent phenomena to be studied. 

 

 
𝐅𝑖 = m𝑖

d2𝐫𝑖(𝑡)

dt2
 (2.5) 

where 𝐫𝑖(𝑡) is the position vector of 𝑖th particle and 𝐅𝑖  is the force acting upon the 𝑖th 

particle of mass m𝑖 at time t due to the interactions with the other particles. The force 

acting on 𝑖th particle is determined by the gradient of the potential energy 𝑈 in equation 

(2.6) with respect to the particle positions: 

 

 
𝐅𝑖(𝐫N) = −∇𝑖𝑈(𝐫N) = − (

∂𝑈

∂x𝑖
,
∂𝑈

∂y𝑖
,
∂𝑈

∂z𝑖
) (2.6) 

Once the potential energy is evaluated, the equations of motion are used to update the 

position 𝐫i(𝑡)  and velocity 𝐯i(𝑡)  of each particle. The trajectories describing the time 

evolution of the system in phase space are defined by both position and velocity vectors. 

One of the important properties of the equations of motion is that they conserve the 

Hamiltonian (2.2), and therefore the total energy of the system is conserved (2.7). Hence, 

an MD simulation describes an 𝑁𝑉𝐸  ensemble. Another important property is time 

reversibility, i.e., time reversal symmetry. The microscopic physics take the same form 

regardless of the of the direction of time.  

 

 𝑑ℋ

𝑑𝑡
= ∑ [

∂ℋ

∂𝐫𝑖

∂𝐫𝑖

∂t
+

∂ℋ

∂𝐩𝑖

∂𝐩𝑖

∂t
]

𝑁

𝑖=1

 (2.7) 
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= ∑ [∇i𝑈(𝐫N)𝐯i +
𝐩i

m𝑖
𝐅𝑖]

𝑁

𝑖=1

= ∑[−𝐅𝑖𝐯𝑖 + 𝐯𝑖𝐅𝑖]

𝑁

𝑖=1

= 0 

 

The steps involved in MD simulations are as follows: 

i. Initialisation: The number of atoms 𝑵 is defined. The initial position 𝐫𝑵(𝑡 = 0) and 

momentum 𝐩𝑵(𝑡 = 0) of each particles are assigned.  

ii. Force calculations: The forces acting on each particle 𝑖  are calculated from the 

derivative of the potential energy, 𝐅𝒊(t) =
𝑑𝐩𝒊

𝑑𝑡
= −∇r𝑖

𝑈(𝐫𝑵(𝑡))  due to every 

particle 𝑗 within its range of interaction at time, 𝑡. 

iii. Integration: Newton’s equations of motion are integrated using one of the finite-

difference algorithms (e.g., Verlet algorithm) of different precisions to obtain new 

positions, 𝐫𝑵(𝑡 + 𝛿𝑡)  and momenta,  𝐩𝑵(𝑡 + 𝛿𝑡) . Repeat step ii until system 

properties no longer change with time.  

iv. Data analysis: Calculate instantaneous properties of interest and take averages of the 

properties of interest over certain time intervals. 

 

 

Figure 2.1: Basic workflow of a typical MD simulation. 

 



 11 

MD simulations can be used to observe the dynamic evolution of a system in equilibrium 

or non-equilibrium state. Equilibrium molecular dynamics (EMD) simulations have been 

successfully employed to predict the thermodynamic and structural properties of systems 

from their equilibrium trajectories. At equilibrium, the system may still undergo 

fluctuations with time, but the time averages of thermodynamic properties should no 

longer change substantially with simulation time. In non-equilibrium molecular dynamics 

(NEMD) simulations, the system is driven away from thermodynamic equilibrium state, 

e.g., by imposing a temperature or concentration gradient. NEMD has become popular for 

its effectiveness in computing the transport flux as well as studying crystal growth in steady 

state. Like an equilibrium system, systems in steady state do not display net macroscopic 

change over time. However, a constant input of energy is required to maintain the system 

at steady state. The time evolution of a system is observed using different ensemble, e.g., 

microcanonical ( 𝑁𝑉𝐸 ), canonical ( 𝑁𝑉𝑇 ), isobaric and isothermal ( 𝑁𝑃𝑇 ), and grand 

canonical (𝜇𝑉𝑇) ensembles. Our work focused on canonical ensemble (𝑁𝑉𝑇) and isobaric–

isothermal ensemble (𝑁𝑃𝑇). Both ensembles require maintaining the temperature and/or 

pressure of the system which are handled by thermostats and barostats, respectively. 

Typically, added dynamical variables which are coupled to the velocity of the atoms are 

used for thermostating whereas barostatting is achieved by altering the box volume. 

Examples such as Nosé–Hoover thermostat, Berendsen barostat and thermostat, Andersen 

thermostat and Parrinello–Rahman barostats are commonly used in simulations for 

maintaining the temperature and the pressure. 

 

2.3.1 Integration Method 

To solve the Newton’s equations of motion numerically, one has to choose an appropriate 

integration algorithm that fulfil the following criteria: 

(i) Accurate for large time steps 

(ii) Time reversible – An important property of the classical equations of motion 

(iii) Symplectic – Conserver energy and the area/volume of the phase space 
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There are various finite-difference approaches for integrating Newton’s equations of 

motion, e.g., Verlet,46 Leap-frog,47 Velocity Verlet,48 and Gear predictor–corrector,49 in 

which the trajectory of all atoms are calculated over discrete (small) time steps, ∆𝑡. These 

methods are constructed so that the linear symplectic structure of phase space is preserved. 

Furthermore, they also offer advantages such as long-term conservation of energy and good 

approximation on the conservation of integrals of motion. 

 

2.3.1.1 Verlet Algorithm 

A Taylor series of the position of atom 𝑖 forward in time, i.e., 𝑡 + ∆𝑡, is as follows: 

 

 𝐫𝑖(𝑡 + ∆𝑡) = 𝐫𝑖(𝑡) + 𝐫�̇�(𝑡)∆𝑡 +
1

2!
𝐫�̈�(𝑡)∆𝑡2 +

1

3!
𝐫�⃛�(𝑡)∆𝑡3 + 𝑂(∆𝑡4) (2.8) 

where 𝐫�̇�(𝑡) =
𝑑𝐫𝑖(𝑡)

𝑑𝑡
= 𝐯𝑖(𝑡)  and 𝐫�̈�(𝑡) =

𝑑2𝐫𝑖(𝑡)

𝑑𝑡2 = 𝐚𝑖(𝑡) are velocity and acceleration of 

particle 𝑖. Similarly, a Taylor expansion of the position of particle 𝑖 backward in time can 

be written as: 

 

 𝐫𝑖(𝑡 − ∆𝑡) = 𝐫𝑖(𝑡) − 𝐫�̇�(𝑡)∆𝑡 +
1

2!
𝐫�̈�(𝑡)∆𝑡2 −

1

3!
𝐫�⃛�(𝑡)∆𝑡3 + 𝑂(∆𝑡4) (2.9) 

Summing and rearranging equation (2.8) and equation (2.9) gives rise to an equation which 

is independent of velocity as: 

 

 𝐫𝑖(𝑡 + ∆𝑡) = 2𝐫𝑖(𝑡) − 𝐫𝑖(𝑡 − ∆𝑡) + 𝐫�̈�(𝑡)∆𝑡2 + 𝑂(∆𝑡4) (2.10) 

Using Newton’s equation, 𝐅𝑖 = 𝑚𝑖𝐫�̈�(𝑡), equation (2.10) can be rewritten as: 

 

 𝐫𝑖(𝑡 + ∆𝑡) ≈ 2𝐫𝑖(𝑡) − 𝐫𝑖(𝑡 − ∆𝑡) +
𝐅𝑖(𝑡)

𝑚𝑖
∆𝑡2 (2.11) 

Given previous position 𝐫𝑖(𝑡 − ∆𝑡), the current position 𝐫𝑖(𝑡) and the current force 𝐅𝑖(𝑡) 

(computed from 𝑈(𝐫𝑵(𝑡)), the new position can be determined using equation (2.11). The 

velocity of the particles can be approximated by equation (2.12). 
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 𝐯𝑖(𝑡) ≈
𝐫𝑖(𝑡 + ∆𝑡) − 𝐫𝑖(𝑡 − ∆𝑡)

2∆𝑡
 (2.12) 

The disadvantages of the Verlet algorithm include: 

i. It requires two sets of positions, at 𝐫𝑖(𝑡 − ∆𝑡) and 𝐫𝑖(𝑡), to start a simulation. 

ii. It does not keep track of velocities. 

iii. Issues with precision unless the time step used is small.  

 

2.3.1.2 Leap-Frog Algorithm 

In this work, the Leap-Frog algorithm (a variant of Verlet) was used to solve Newton’s 

equations of motions.  

 

 𝐯𝑖 (𝑡 +
1

2
∆𝑡) = 𝐯𝑖 (𝑡 −

1

2
∆𝑡) + 𝐫�̈�(𝑡)∆𝑡 (2.13) 

 

 𝐫𝑖(𝑡 + ∆𝑡) = 𝐫𝑖(𝑡) + 𝐯𝑖 (𝑡 +
1

2
∆𝑡) ∆𝑡 (2.14) 

In this algorithm, equation (2.13) is first executed to obtain the mid-step velocity at 𝑡 +

1

2
∆𝑡, utilising the stored values of current position 𝐫𝑖(𝑡), acceleration 𝐫�̈�(𝑡) and mid-step 

velocity 𝐯𝑖 (𝑡 −
1

2
∆𝑡) of particle 𝑖. The velocities first leap over the particle positions which 

then subsequently leap over to give rise to the next mid-step velocities of particles. Finally, 

the velocity of particle 𝑖 at time 𝑡 can then be approximated by averaging their mid-step 

velocities at 𝑡 +
1

2
∆𝑡 and 𝑡 −

1

2
∆𝑡 using the following equation: 

 

 𝐯𝑖(𝑡) ≈
1

2
[𝐯𝑖 (𝑡 +

1

2
∆𝑡) + 𝐯𝑖 (𝑡 −

1

2
∆𝑡)] (2.15) 

The advantage of this algorithm is that it is more precise than the Verlet algorithm and the 

particle velocities are explicitly; However, the disadvantage is that particle velocities and 

the positions calculated are not of the same time. Both the Leap-Frog and Verlet algorithms 

are time reversible and phase space volume preserving. However, they do not conserve the 

total energy of the system, the long-term energy drift should not be very significant 

provided a small timestep ∆𝑡 is used. 
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2.3.2 Constraint Algorithm 

In order to satisfy Newtonian motion for molecules with various mass points, many 

holonomic constraints have been proposed to enforce bond lengths and angles within the 

molecules. Therefore, a larger time step can be used, when high-frequency vibrational 

motions/oscillations are not important for the phenomenon being studied. In constraint 

dynamics, the Newton’s equations of motion are coupled with holonomic constraints on 

the positions of the atoms. The SHAKE algorithm50 is a direct modification of the Verlet 

Algorithm by imposing constraints on the bond lengths and angles through fixed 

interparticle distances 𝑟𝑖𝑗. It simply resets all bond lengths to set values until all constraints 

are satisfied within a relative tolerance and is numerically stable for large molecules. 

Another method is LINCS algorithm,51 a non-iterative two-step approach, where the 

projections of the new bonds on the old bonds are first set to zero, and then subsequently 

a matrix correction that prevents bond stretching due to rotation is implemented. The 

speed improvement of LINCS is about three- to four-fold faster than that of the SHAKE 

algorithm with the same accuracy. For the particular case of rigid water models, e.g., SCP 

and TIP4P water models, SETTLE52 is a fast algorithm which resets the positions and 

velocities of water molecules to satisfy the holonomic constraints. 

 

2.3.3 Thermostat 

Solving Newton’s equations of motion allows us to study the time evolution of a molecular 

system described by an 𝑁𝑉𝐸 ensemble, where the total system energy is conserved but not 

its potential and kinetic energy. Whilst this allows the system to attain equilibrium 

eventually, its temperature changes. Therefore, it is appropriate to require a means to 

modulate system temperature. Furthermore, it is also useful to conduct MD simulations at 

constant temperature, such as those offered in 𝑁𝑉𝑇 or 𝑁𝑃𝑇 ensemble, as this closely mimic 

real experiments, something we have control of in real life. This can be achieved 

implementing a thermostat, which modifies the equations of motion (2.5) with added 

stochastic or deterministic terms. The temperature of a simulated system is typically 
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computed from the kinetic energy of the system using the equipartition theorem defined 

by equation (2.16): 

 

 3

2
𝑁𝑘𝑏𝑇 = 〈∑

1

2
m𝑖𝐯𝑖

2

𝑁

𝑖=1

〉 (2.16) 

where 𝑘𝑏  is Boltzmann’s constant, m𝑖  and 𝐯𝑖  are the mass and velocity of atom 𝑖 , 

respectively, and 𝑁 is the total number of atoms in the system. The angle brackets imply 

that the system temperature 𝑇 is a time-averaged quantity. Besides that, equation (2.16) 

can also be used to calculate the instantaneous temperature at time 𝑡. The instantaneous 

temperature will first drift, however, upon reaching equilibrium, it will fluctuate around 

the target temperature 𝑇0. 

 

In our study, the deterministic methods were used to maintain a constant temperature over 

the course of MD simulations. One of the most accessible implementations is the so-called 

‘simple’ velocity rescaling thermostat,53 which simply rescales all the atomic velocities by 

a factor of √
𝑇0

𝑇
 to drive the current kinetic temperature 𝑇 to the desired temperature 𝑇0. 

However, this basic thermostat has been shown that the simple velocity rescaling 

thermostat does not properly sample the kinetic energy distribution.54 This algorithm was 

found to introduce yield artificial effects in the dynamic, energetic, and structural 

properties of the system, so it is not recommended for production MD runs.55 A similar 

approach was introduced by Berendsen et al.56 to include a weak coupling of the system to 

an external thermal bath of temperature 𝑇0. The Berendsen algorithm corrects slowly the 

deviation of system temperature 𝑇   towards the desired temperature 𝑇0  according to 

equation (2.17). 

 

 𝑑𝑇

𝑑𝑡
=

𝑇0 − 𝑇

𝜏𝑇
 (2.17) 

where 𝜏𝑇  is the thermostat coupling constant during which the temperature deviation 

decays exponentially. Although the Berendsen thermostat is quite efficient in relaxing the 
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system to the desired temperature 𝑇0, it does not sample the canonical or the isokinetic 

distribution. In practice, it is recommended to use the Berendsen thermostat with a small 

coupling constant during MD initialisation runs to equilibrate the system whilst allowing 

the system to attain the desired temperature. 

 

During production MD runs, it is recommended to use a thermostat that samples the 

correct canonical ensemble, i.e., Nosé–Hoover thermostat, first developed by Nosé57 and 

then further improved by Hoover.58 The Nosé–Hoover thermostat works by introducing a 

friction parameter through which the motion of particles is controlled until the system 

temperature 𝑇 approaches the desired value 𝑇0. The modified global equations of motion 

are expressed in equation (2.18), with the strength of the coupling depending on the 

constant 𝒬, the ‘thermal inertia’ of the heat bath. 

 

 𝑑2𝐫(𝑡)

𝑑𝑡2
=

𝐅

m
−

𝑝𝜉

𝒬

𝑑𝐫

𝑑𝑡
 (2.18) 

where 𝐫 ≡ {𝐫𝑖}, 
𝐅

m
≡ ∑

𝐅𝑖

m𝑖
𝑖 , etc. The friction coefficient 

𝑝𝜉

𝒬
≡ 𝜉 is a dynamic quantity, where 

the equation of motion of the heat bath parameter 𝜉 is: 

 

 𝑑𝑝𝜉

𝑑𝑡
= 𝑇 − 𝑇0 (2.19) 

Unlike the Berendsen thermostat, the Nosé–Hoover thermostat takes longer to relax the 

system towards the target value 𝑇0 . Switching to the Nosé–Hoover thermostat for 

production is preferable as the simulated system reaches equilibrium and allows correct 

𝑁𝑉𝑇 sampling.  

 

2.3.4 Barostat 

System pressure is often computed using the virial, which is a product of the derivative of 

the potential energy function (force) and the interparticle distance 𝑟𝑖𝑗. The latter changes 

rapidly throughout the simulation, resulting in huge fluctuations in system pressure, even 

more so than quantity like temperature 𝑇  and energy 𝐸  in 𝑁𝑉𝑇  and 𝑁𝑉𝐸  ensemble, 
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respectively. Likewise, it is also helpful to control the pressure of a simulated system to 

mimic real-world experiments by coupling it to a pressure bath (analogous to that of a 

thermal bath) to impose a volume change of the simulation box. To achieve this, a barostat 

(algorithm) can be used to scale the system coordinates or modify Newton’s equations of 

motion. There exist several barostats, such as Andersen,59 Berendsen,56 Nosé–Hoover,60,61 

and Parrinello–Rahman.62 This thesis used both the Berendsen and Parrinello–Rahman 

barostats to control the pressure. The former was used in equilibration runs for quick 

relaxation of the system towards a specified value, whereas the latter was used in the 

subsequent production runs to enforce 𝑁𝑃𝑇  ensemble, along with a Nosé–Hoover 

thermostat for temperature control. The Berendsen barostat maintains the pressure by 

coupling the system to a weakly interacting pressure bath, allowing scaling of the system 

volume so that the instantaneous pressure 𝑃 approaches the target 𝑃0 according to equation 

(2.20):  

 

 𝑑𝑃

𝑑𝑡
=

𝑃0 − 𝑃

𝜏𝑃
 (2.20) 

Similarly, a relaxation time constant pertaining to the barostat 𝜏𝑃 exists during which the 

scaling of the system volume occurs. Even though the average pressure 〈𝑃〉 generated by 

the Berendsen yields the target value, it does not sample the 𝑁𝑃𝑇  ensemble. The 

Parrinello–Rahman barostat works by scaling the size and shape of the simulation box 

whilst producing the correct 𝑁𝑃𝑇  ensemble. In addition, it can also be used to apply 

external anisotropic stress to parts of the system. The modified equations of motion is 

similar to that of equation (2.18) for Nosé–Hoover thermostat, where instead of a friction 

coefficient 𝜉 related to a heat bath, a fictitious friction parameter 𝑀 related to the external 

stress from a pressure bath acting upon a simulation box causing changes in lattice 

parameters [a, b, c, α, β, γ] is added.  

 

 𝑑2𝐫(𝑡)

𝑑𝑡2
=

𝐅

m
− 𝑴

𝑑𝐫

𝑑𝑡
 (2.21) 
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2.4 Monte Carlo Methods 

Monte Carlo (MC), developed by von Neumann, Ulam, and Metropolis in the 1940s, is 

another molecular simulation technique based on probabilistic approach and is stochastic 

in nature (unlike MD), where the trajectory of the system evolves randomly to sample 

phase space. In general, the algorithm of MC is relatively simple compared to MD, a basic 

MC move involves the following: 

 

1. Random selection of a particle (out of 𝑁 particles) and perform a potential energy 

evaluation of the system at initial configuration, 𝑈1. 

2. Random displacement of the particle and evaluate the new energy of the system at 

a new configuration, 𝑈2. 

3. Compute the change in potential energy due to particle displacement ∆𝑈 = 𝑈2 −

𝑈1. 

4. Accept/reject the movement of the particle based on acceptance criteria. 

• If ∆𝑈 < 0, accept the configuration as new state. 

• If ∆𝑈 > 0 , compute acceptance probability, 𝑃𝑎𝑐𝑐 = exp (−∆𝑈/𝑘𝐵𝑇) , and 

accept if 𝑃𝑎𝑐𝑐 > rand[0,1], reject otherwise. 

5. If the movement is accepted, the new configuration will be used as the next state. 

If the move is rejected, the original configuration will be used again as the next state. 

6. Repeat many times and accumulate averages. 

 

This Thesis focuses on using Grand Canonical Monte Carlo (GCMC) to predict the amount 

of CH4 adsorbed in micropores of kerogens. In GCMC simulations, the chemical potential 

(𝜇), volume (𝑉) and temperature (𝑇) are kept constant. The number of particles 𝑁 can 

fluctuate so that the chemical potential in the bulk and adsorbed phase are equal. This 

ensemble allows us to study the adsorption equilibrium of an adsorbate–adsorbent system, 

given the pressure or fugacity. It can be used to discover adsorbent materials with high 

separation efficiency for a given fluid mixture. To understand the statistical mechanics basis 

for the GCMC, we must first understand the partition function of the 𝑁𝑉𝑇 ensemble. 
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2.4.1 Canonical Monte Carlo 

The probability density for the canonical ensemble is proportional to 

 

 exp[−ℋ(𝐫, 𝐩)/𝑘𝐵𝑇] (2.22) 

and the partition function is 

 

 𝒬𝑁𝑉𝑇 = ∑ exp (−𝛽ℋ(𝐫, 𝐩)) (2.23) 

where 𝛽 = 1/𝑘𝐵𝑇. For an atomic system, it can be written as 

 

 
𝒬𝑁𝑉𝑇 =

1

𝑁!

1

ℎ3𝑁
∫ … ∫ exp[−𝛽ℋ(𝐫, 𝐩)]  𝑑𝐫 𝑑𝐩 (2.24) 

By treating the Hamiltonian into an ideal gas (kinetic contribution) and a residual 

(configurational contribution) part 

 

 
𝒬𝑁𝑉𝑇 =

1

𝑁!

1

ℎ3𝑁
∫ … ∫ exp[−𝛽𝑈(𝐫)] 𝑑𝐫 ∫ … ∫ exp[−𝛽𝒦(𝐩)] 𝑑𝐩   (2.25) 

In the case of an ideal gas, where 𝑈 = 0, 𝒬𝑁𝑉𝑇
𝑖𝑑𝑒𝑎𝑙

 can be expressed as 

 

 
𝒬𝑁𝑉𝑇

𝑖𝑑𝑒𝑎𝑙 =
1

𝑁!

𝑉𝑁

Λ3𝑁
  (2.26) 

with Λ being the thermal de Broglie wavelength 

 

 Λ = (ℎ2/2𝜋𝑚𝑘𝐵𝑇)1/2  (2.27) 

The residual part is simply 

 

 
𝒬𝑁𝑉𝑇

𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 = 𝑉−𝑁 ∫ … ∫ exp[−𝛽𝑈(𝐫)] 𝑑𝐫 (2.28) 
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The residual part pertains to real gases, in which interatomic interactions are present, 

unlike in an ideal gas, which are considered negligible. The partition function can be 

written as 

 

 
𝒬𝑁𝑉𝑇 = 𝒬𝑁𝑉𝑇

𝑖𝑑𝑒𝑎𝑙
𝑍

𝑉𝑁
 (2.29) 

where 𝑍 is the configurational integral 

 

 
𝑍 =   ∫ … ∫ exp[−𝛽𝑈(𝐫, )] 𝑑𝐫 (2.30) 

The average of some property 𝒜 in 𝑁𝑉𝑇 ensemble is given by equation (2.31): 

 

 
〈𝒜〉𝑁𝑉𝑇 =

∫  𝒜 exp (−𝛽𝑈(𝐫))𝑑𝐫  

∫  exp (−𝛽𝑈(𝐫))𝑑𝐫  
 (2.31) 

 

2.4.2 Grand Canonical Monte Carlo 

The probability density for the grand canonical ensemble is proportional to 

 

 exp[−𝛽(ℋ(𝐫, 𝐩) − 𝜇𝑁)] (2.32) 

and its partition function is 

 𝒬𝜇𝑉𝑇 = ∑ exp(𝛽𝜇𝑁)

𝑁

𝒬𝑁𝑉𝑇 (2.33) 

For an atomic system, it can be written as 

 

 
𝒬𝜇𝑉𝑇 = ∑

1

𝑁!

1

ℎ3𝑁
exp (𝛽𝜇𝑁)

𝑁

∫ exp(−𝛽ℋ(𝐫, 𝐩)) 𝑑𝐫 𝑑𝐩  (2.34) 

Or in scaled coordinates, 𝐬 = 𝐿−1𝐫 and assuming a cubical simulation box where 𝐿 = 𝑉−1/3 

 

 
𝒬𝜇𝑉𝑇 = ∑

exp(𝛽𝜇𝑁) 𝑉𝑁

𝑁! Λ3𝑁
𝑁

∫ exp (−𝛽𝑈(𝐬)) 𝑑𝐬  (2.35) 

Finally, the chemical potential of an ideal gas, 𝜇 can be expressed as 
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𝜇 = 𝑘𝐵𝑇 ln (

Λ3𝑁

𝑉
)  (2.36) 

Now that the core equations for the grand canonical ensemble have been represented in 

GCMC simulations, the following moves will be sampled according to the acceptance 

probability: 

 

a) Particle displacement 

 

 𝑃𝑎𝑐𝑐(𝐬 → 𝐬′) = min{1, exp[−𝛽(𝑈(𝐬′𝑁
) − 𝑈(𝐬𝑁))]}  (2.37) 

b) Particle insertion 

 

 𝑃𝑎𝑐𝑐(𝑁 → 𝑁 + 1) = min {1,
𝑉

Λ3(𝑁+1)
exp[𝛽(𝜇 − 𝑈(𝐬𝑁+1) + 𝑈(𝐬𝑁))]}   (2.38) 

c) Particle deletion 

  

 𝑃𝑎𝑐𝑐(𝑁 → 𝑁 − 1) = min {1,
Λ3𝑁

V
exp[−𝛽(𝜇 + 𝑈(𝐬𝑁−1) − 𝑈(𝐬𝑁))]}   (2.39) 

The average of some property 𝒜 in GCMC is given by equation (2.40): 

 

 
〈𝒜〉𝜇𝑉𝑇 =

∑ (𝑁!)−1𝑉𝑁𝓏𝑁∞
𝑁=0 ∫ 𝒜(𝐬) exp (−𝛽𝑈(𝐬)) 𝑑𝐬

𝒬𝜇𝑉𝑇
 (2.40) 

 

2.5 Energy and Force Calculations 

Many shortcuts were invented to reduce the computational effort in calculating molecular 

interactions. The number of particles in a simulation box 𝑁 is minimal compared to the 

macroscopic limit. It is computationally infeasible to simulate bulk matter containing at 

least ~1023 particles. In MD simulations, the positions and momenta of every atom must be 

updated by re-evaluating the forces acting upon the atoms at every timestep. In both MC 

and MD simulations, the potential energy calculation primarily involves a summation of 

all nonbonded pair interactions, consisting of the van der Waal and electrostatic 
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interactions, costing tremendous computational time. One of the workarounds is to define 

a cutoff distance to deal with the limited computer memory and speed. Such an approach, 

called the Cutoff Method (CM) ignores nonbonded interactions between atoms separated 

by a distance greater than a specified cutoff value. This treatment works well for the van 

der Waal interactions; however, it does not apply to the long-range nature of electrostatic 

interactions of charged atoms. Many efficient techniques have been developed to treat 

electrostatic interactions by separating the electrostatic interactions into a long-range and 

short-range component at a given cutoff distance. Such a method computes the rapid 

changing short-range electrostatic interactions in real space. In contrast, the slow decaying 

potential over long-range is computed in reciprocal space using different approaches, e.g., 

Ewald summation,63 Particle Mesh Ewald (PME),64 and Particle-Particle Particle-Mesh 

methods (PPPM).47 These methods significantly improve the efficiency of computing long-

range electrostatic interactions. We employed the PME algorithm in our simulations to 

account for the long-range electrostatic interactions. Point charges are interpolated onto a 

grid and then transformed through a fast Fourier transformation (FFT) algorithm. Finally, 

the reciprocal energy can then be obtained via a single sum over the grid in k-space. By 

using the interpolation factor, forces acting on each atom can be obtained after the inverse 

transformation of the potential at the grid points. 

 

2.6 Periodic Boundary Condition 

Simulating a finite number of particles representing bulk matter is very far from the 

thermodynamic limit. It can cause a finite size effect, which dramatically affects the 

computed thermodynamic properties of interest. Periodic Boundary Conditions (PBC) is 

commonly used to minimise the boundary/surface effects, where the simulation box is 

imagined to be surrounded on all sides by exact replicas of itself, extending to infinity such 

that the particles in the simulation box experience the forces in the same way as they would 

do in an infinite system. When a particle leaves the box on one wall, its image, having the 

same momenta, enters the box at the opposite face. There are no walls at the boundary of 

the simulation box, thus avoiding the surface effects. However, the number of pairwise 
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interactions will also increase due to the presence of periodic images. As such, the 

minimum image convention is applied so that every particle could only interact with a 

single “image” of every other particle. A cutoff radius is used to truncate the interactions 

such that only the interactions within the cutoff radius will be considered. 
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Chapter 3 Does Confinement Enable Methane Hydrate Growth at 

Low Pressures? Insights from Molecular Dynamics Simulations 

 

The material presented in this Chapter was published in 2020 in Volume 124, Issue 20, 

Pages 11015–11022 of The Journal of Physical Chemistry C. Available online via: 

https://doi.org/10.1021/acs.jpcc.0c02246. 

 

3.1 Introduction 

Gas hydrates, also known as clathrate hydrates, are a subset of nonstoichiometric 

crystalline inclusion compounds, which are formed when the self-assembly of water 

molecules into 3D hydrogen-bonded framework of cavities enclathrate small gas molecules. 

The ideal conditions for gas hydrate formation are usually at low temperatures (< 300 K) 

and high pressures (> 6 bar), and their structure is stabilised by van der Waals forces. To 

date more than 130 molecules (or hydrate formers) have been identified that form gas 

hydrates.1 There are three common crystalline structures of gas hydrates, namely, structure 

I (sI), structure II (sII) and structure H (sH). The type of structure they adopt is determined 

by a range of factors, i.e., formation conditions and the type and the size of the guest 

molecules they hold enclathrated. One of the key properties of gas hydrates is their 

extraordinary gas storage capacity. At full occupancy (i.e., all cages fully occupied), 1 m3 of 

sI gas hydrates can store up to 173 m3 (STP) of gas.10 

 

In the last few decades there has been a surge of interest in gas hydrate research due to 

their relevance in flow assurance,5,65 global warming,66–68 and marine geohazards69,70. Gas 

hydrate-based technologies have been proposed in various fields, including but not limited 

to, gas mixture separation,71 energy recovery,72 and gas storage and transportation73. The 

biggest challenges in exploiting gas hydrate-based technologies are the slow formation and 

dissociation kinetics and poor understanding of the formation and dissociation mechanisms 

of gas hydrates. There is a considerable amount of literature on gas hydrate formation and 

https://doi.org/10.1021/acs.jpcc.0c02246
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dissociation in the bulk phase, with or without the presence of impurities, such as hydrate 

promoters and inhibitors, via experiments74–80 and molecular simulations.81–89 Consequently, 

the phase equilibria and other thermophysical properties of bulk gas hydrates are well 

established. On the other hand, the nature of hydrate formation and dissociation in 

confined nanospace, which is of crucial relevance to the understanding of the appearance 

of natural gas hydrates in complex porous environments, is a matter of ongoing scientific 

discussion. 

 

Methane hydrates are the most abundant form of gas hydrates and typically found naturally 

in permafrost regions and marine sediments. Estimates suggest that the amount of energy 

stored as natural methane hydrates, although limited, is at least twice of that of all other 

hydrocarbon-based fuels combined, making it the largest source of unexploited fuel.4,5 They 

are of cubic sI crystal type, where each unit cell is comprised of two “small” dodecahedron 

cages (denoted as 512) and six “large” tetrakaidecahedron cages (denoted as 51262), with 

coordination numbers of 20 and 24, respectively. An average cavity radius of 3.95 and 4.33 

Å for the small and large cages, respectively, is sufficient to accommodate a methane 

molecule per cage. Hence, a nominal stoichiometry of 1CH4:5.75H2O is obtained for 

methane hydrates at full occupancy. 

 

Recent studies have focused on the provision of solid surfaces in gas hydrate studies, both 

experimentally and computationally. An improved understanding of methane hydrate 

formation in confinement is essential for a wide range of scientific and industrial purposes, 

especially in the advancement of hydrate-based technologies. To date, there has been little 

agreement about the precise nature of confinement effects. Some studies90,91 suggested that 

the effect of inhibition is stronger than that of promotion in confined space due to reduced 

water activity. However, the promoting or inhibiting effects of porous materials are still 

largely unknown owing to experimental challenges associated with quantifying hydrate 

formation, which comprises of nucleation and growth, in such systems where the length 

and time scales involved are often inaccessible experimentally. To address this, together 
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with experimental studies, researchers have also employed computational approaches, such 

as molecular dynamics (MD) and Monte Carlo (MC) simulations to study gas hydrate 

systems. 

 

Cha et al.92 found that methane hydrate formation is promoted in the presence of bentonite, 

for which they suggested that the clay mineral surface could act as a nucleation site by 

forming an ordered layer of adsorbed water on the surface. Conversely, Handa and Stupin93 

reported thermodynamic inhibition of confined methane and propane hydrates in silica gel 

of average pore diameter of 15 nm as a result of reduced water activity. Similar observations 

can also be noted in the work of Uchida et al.,94 using porous glasses with a pore size 

distribution ranging from 10 to 50 nm. Several studies95–97 have utilised molecular 

simulations to study the promoting effects of Na-montmorillonite on methane hydrate 

formation, they showed that clathrate-like water structures enclosing methane molecules 

near the clay surfaces could stabilise confined methane hydrates. One study by Bai et al.98 

reported the nucleation mechanism of carbon dioxide hydrates in the presence of 

hydroxylated silica surfaces, which is a three-stage process; ice-like structures trigger the 

formation of intermediate hydrate structures that subsequently act as nucleation seeds for 

hydrate growth. Moreover, they also demonstrated that the pore size has little effect on the 

formation mechanisms except for narrow pores where no carbon dioxide hydrate can be 

formed due to steric constraints. In an MC study set out to study the effects of confinement 

on CH4 hydrate dissociation, Chakraborty and Gelb99 placed CH4 hydrate crystals of various 

sizes (up to two unit cells thick) in the 𝑧-direction (perpendicular to the wall), thus varying 

the pore width of carbon-like slit pores. Furthermore, they have also examined the effect 

of different water models on hydrate dissociation mechanisms. They noted SPC/E hydrates 

are relatively less stable than hydrates of TIP4P variants. There was no clear dependency 

of pore size on hydrate stability for SPC/E hydrate, whereas the stability of TIP4P-type 

hydrates can be predicted by Gibbs–Thomson equation. Bagherzadeh et al.100,101 conducted 

MD simulations with rigid silica surfaces and demonstrated that confinement affects the 

interfacial curvature of confined fluids as well as their distribution. Surprisingly, faster 
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dissociation rates were observed in confined systems and for systems without a buffer water 

layer adjacent to the silica surface. The latter finding suggests that the surfaces destabilise 

the hydrate phase such that there exists a layer of disordered water close to the surfaces, 

and hydrate formation does not occur from the surfaces, supporting the observations made 

by Chakraborty and Gelb.99 Based on the same surface structure of silica, Liang et al.102,103 

identified methane hydrate growth progresses preferentially towards the bulk solution and 

the surfaces can act as a reservoir of methane molecules. In addition, they also noticed the 

formation of incomplete cages near the surfaces that could initiate methane hydrate 

nucleation. In an analysis of methane hydrate formation in clays of different pore sizes, 

Yan et al.104 noted that the surface water exhibits certain cage-like structures. The presence 

of intercalated cations causes distortions and defects of intercalated methane hydrates due 

to disruptions in hydrogen bonding. In a study comparing hydrophilic and hydrophobic 

surfaces, Nguyen et al.105 found that the latter enhances local gas density as well as promotes 

structural ordering of water near the solid surface, which consequently aids gas hydrate 

formation. While most studies utilising solid surfaces treated them as rigid and non-flexible 

structures, He et al.106 explored the use of flexible structures of graphite and silica surfaces 

to study methane hydrate formation with various initial configurations of methane 

nanobubble in slit-shaped nanopores. They demonstrated that methane nanobubble of 

negative curvature (concave-shaped) adsorbed on the hydrophobic graphite surface results 

in a lower Young–Laplace pressure at the fluid interface, which effectively lowers the bulk 

methane concentration, and hence no observable methane hydrate formation. On the 

other hand, the hydroxylated silica surface promotes the formation of a convex-shaped 

methane nanobubble, which consequently results in methane hydrate formation. 

Furthermore, they also showed that, in a homogenised solution, methane hydrate 

preferentially forms in the bulk, away from the surfaces regardless of the hydrophobicity 

of the surfaces. Overall, these studies highlight the complexity of studying gas hydrate 

formation in porous media. 
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Recent experimental studies by Silvestre-Albero and co-workers suggest that porous 

materials can promote methane hydrate formation at conditions milder than that of 

required in the bulk, thanks to the confinement effects.13–17 They found that wet activated 

carbon, which contains well defined slit pores, modifies methane adsorption isotherms, 

such that, methane adsorption is greatly enhanced compared to that of dry samples. 

Through synchrotron X-ray powder diffraction, they further confirmed methane hydrate 

formation took place in confined nanospace, and that the storage capacity increases with 

increasing pore size up to an optimum size of 25 nm.  

 

As mentioned above, there have been a number of studies that investigated methane 

hydrate growth in confinement by employing molecular simulations. However, these 

studies were carried out at temperatures and pressures that hydrate growth is certain in the 

bulk; i.e, either very high pressure or very low temperature.98,102–104,107 Therefore, so far it 

has not been possible to confirm whether confinement effects can facilitate methane 

hydrate growth at milder conditions compared to the bulk. For instance, the work of He et 

al.106 shows that while methane hydrate growth takes place in hydroxylated silica slit pores 

no growth is observed in graphene slit pores. Although their work provides valuable 

insights about the effect of surface chemistry, it cannot show whether confinement 

promotes methane hydrate growth, because their simulations were carried out at 400 bar 

at which methane hydrate growth occurs in the bulk phase, i.e., without the effect of 

confinement.  

 

In order to answer whether confinement effects can facilitate methane hydrate growth at 

milder conditions compared to the bulk, we carried out a systematic study by performing 

molecular dynamics simulations of methane water systems in the bulk and in hydroxylated 

silica pores at various pressures. Our study shows that, indeed, methane hydrate growth 

can take place in narrow pores at pressures lower than that of required for bulk methane 

hydrates. 
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3.2 Methodology 

The direct phase coexistence methodology developed by Ladd and Woodcock108 has been 

shown to predict the phase equilibria of gas hydrate systems in the bulk successfully.109–115 

In this method a three-phase configuration consisting of hydrate crystal, liquid water and 

vapour slabs co-exist. We used this method to study gas hydrate systems in confinement. 

 

3.2.1 Water, Methane and Hydroxylated Silica Interaction Potentials 

Most methane hydrate simulations reported in the literature have employed united-atom 

models for the methane molecules (Table 3.1) and 4-site, rigid, non-polarisable models for 

the water molecules (Table 3.2). This combination provides simplicity and speeds up the 

simulations. Furthermore, this approach has been shown to successfully reproduce the 

formation of methane hydrates in the bulk.88,109,111 

 
Table 3.1: Summary of methane models used in methane hydrate simulations. 

Methane Model References 

United Atom (single LJ site, TraPPE, OPLS-UA, 

etc.) 

Chakraborty and Gelb,99 Bagherzadeh et 

al.,100,101 Conde and Vega,109 Docherty et al.,116 

He et al.,106 Jin and Coasne,115 Liang et al.,102 

Liang and Kusalik,103 Luis et al.,112 Michalis et 

al.,111 Walsh et al.,85,88,89 Zhang et al.117,118 

All-Atom (AA, OPLS-AA, etc.) Luis et al.,119,120 Yan et al.104,121 
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Table 3.2: Summary of water models used in methane hydrate simulations. 

Water Model References 

mW122 Jacobson et al.123 

SPC124 Yan et al.104 

SPC/E125 Bagherzadeh et al.,100 Chakraborty and Gelb,99 

Luis et al.120  

TIP4P126 Chakraborty and Gelb,99 Conde and Vega,109 

Luis et al.,120 Yan et al.121 

TIP4P/2005127 Chakraborty and Gelb,99 Conde and Vega,109 

Docherty et al.,116 Jin and Coasne,115 Liang et 

al.,102 Liang and Kusalik,103 Luis et al.114  

TIP4P/Ice128 Conde and Vega,109 He et al.,106 Jin and 

Coasne,115 Luis et al.,114,119 Michalis et al.,111 

Walsh et al.,85,88,89 Zhang et al.117,118 

TIP4Q129 Luis et al.119 

TIP5P130 Luis et al.120 

 

It has been shown that the solubility of guest molecules in water, which is dependent on 

their cross interactions, is essential to yielding an accurate description of gas hydrate 

formation.85,106,109,110,123,131–133 Docherty et al.116 demonstrated that using modified LB 

combining rules is an effective way to compensate for the absence of polarisation energies 

in non-polarisable models (TIP4P/2005 & UA methane) and hence a better estimation of 

methane solubility in liquid water. Note that in Table 3.3, the crossed interaction energies 

between methane-water obtained using TIP4P/Ice and TIP4P/2005 are of similar strength, 

which suggests TIP4P/Ice water model can provide a similar description of methane 

solubility as the TIP4P/2005 water model. Besides that, Conde and Vega have shown the 

advantage of the TIP4P/Ice water model, which was developed to reproduce the melting 

point of hexagonal ice (Ih), at reproducing the three-phase coexistence temperature for 

methane hydrates with a systematic shift of 3.5 K from experimental results.109 
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Table 3.3: Potential parameters of TraPPE-UA (methane), TIP4P/2005 (water) and TIP4P/Ice (water), and 

their cross-interaction parameters as obtained from LB rules (𝜒 = 1) and modified LB rules (𝜒 = 1.07) from 

Docherty et al.116 

Model 𝝈 (Å) 𝝐/𝒌𝑩 (K) 𝒒𝐇 (𝒆) 𝒅𝐎𝐌 (Å) 

CH4 (TraPPE-UA) 3.7300 148.0   

TIP4P/2005 3.1589 93.2 0.5564 0.1546 

TIP4P/Ice 3.1668 106.1 0.5897 0.1577 

TIP4P/Ice-CH4 (𝜒 = 1.00) 3.4484 125.3   

TIP4P/2005-CH4 (𝜒 = 1.00) 3.4445 117.4   

TIP4P/2005-CH4 (𝜒 = 1.07) 3.4445 125.7   

 

Based on the reasons above, in our study, water and methane molecules were represented 

by the TIP4P/Ice water model, a four-site model with a massless particle for the oxygen 

charge,128 and TraPPE United Atom (TraPPE-UA) model,134 respectively. The hydroxylated 

silica surfaces were described by a CHARMM-based force field developed by Lopes et al.,135 

which allows flexibility of the silica surfaces. 

 

 

Figure 3.1: Initial configuration of the bulk systems. 

 

3.2.2 Initial Configuration of Bulk Systems 

The preparation of the initial configuration of the bulk systems closely follows the 

procedure set out by Conde and Vega,109 and can be briefly summarised as follows; to 

generate the three-phase configuration, we first obtained a single-crystal structure of 
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methane hydrate determined from XRD measurements as reported by Kirchner et al.136 

While retaining the positions of carbon and oxygen atoms at their crystallographically 

determined positions, we added hydrogen atoms as well as dummy atoms to the oxygen 

atoms according to the geometry of TIP4P/Ice model. Hydrogen atoms were not added to 

the carbons since we used a united atom methane model. The resulting unit cell structure 

was then replicated to create a supercell containing 3 × 3 × 3 (27) sI methane hydrate unit 

cells. Finally, three slabs consisting of (i) 3 × 3 × 3 (27) sI methane hydrate unit cells, (ii) 

1242 water molecules, and (iii) 216 methane molecules were equilibrated separately, using 

short 𝑁𝑉𝑇-MD simulations. The y and z dimensions of the water and methane slabs were 

kept equal to the hydrate slab (i.e., 3.563 nm × 3.563 nm). Then, they were brought together 

with a 0.1 nm buffer distance between them. Finally, energy minimisation via steepest 

descent was carried out to avoid bad contacts. The dimensions of the initial configuration 

of the bulk systems (Figure 3.1) were approx. 8.409 × 3.563 × 3.563 nm3. 

 

 

Figure 3.2: Initial configuration of the confined systems. 
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3.2.3 Initial Configuration of Confined Systems 

The initial configuration of the confined systems used in this study consists of a three-phase 

configuration (i.e., solid hydrate crystal, liquid water and methane gas) placed within a slit-

shaped silica nanopore as shown in Figure 3.2. To generate the silica slit pore, a silica block 

was first created by replicating a unit cell of α-cristobalite unit cell for 21 × 12 × 10 times. 

Then a portion of the supercell that corresponds to the thickness of four sI methane hydrate 

unit cells (≈ 4.75 nm) was removed from the centre of the silica block, leaving behind a slit 

pore. Finally, nonbridging oxygen atoms were subsequently protonated, yielding silanol 

groups on the surfaces. 

 

The three-phase configuration in the slit pore was created from 7 × 5 × 4 (140) sI methane 

hydrate unit cells, which consists of 1225 methane molecules and 6650 water molecules. 

In the crystalline form, this would occupy about 80% of the slit-pore volume shown in 

Figure 3.2. For the crystal slab, 3 × 5 × 4 (60) sI methane hydrate unit cells were used. The 

700 methane and 3845 water molecules in the remaining 4 × 5 × 4 (80) unit cells, were used 

to create methane and water slabs, respectively, by equilibrating them separately using 

short 𝑁𝑉𝑇-MD simulations. The three slabs were then brought together with a 0.1 nm 

buffer distance between them to create a three-phase configuration. Finally, the three-

phase configuration was placed in the slit-shaped pore of hydroxylated silica. In order to 

avoid bad contacts, energy minimisation via steepest descent was performed. The 

dimensions of the initial configuration of the confined systems were 10.45 × 5.97 × 6.95 

nm3. A flowchart illustrating the preparation of the initial configurations is provided in 

Figure A1. Sample input files, including force field parameters and initial configurations, 

can be obtained online. 

 

3.2.4 Simulation Settings 

All MD simulations were performed using GROMACS 2019.4 molecular dynamics 

simulations software.137 The leapfrog algorithm with a time-step of 2 fs was used for 

integrating Newton’s equations of motions. Water molecules were held rigid by the 
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SETTLE algorithm.52 Periodic boundary conditions were applied in all directions. The 

short-range non-bonded interactions were modelled with the Lennard-Jones (LJ) potential. 

The Lorentz–Berthelot combining rules were used to calculate the cross-interaction LJ 

parameters of unlike atoms. The long-range Columbic interactions were calculated using a 

smooth Particle Mesh Ewald (PME) method of fourth order polynomial with a mesh width 

of 0.12 nm.138 A cutoff distance of 11 Å were used for the LJ interactions and the real part 

of the Ewald sum. For both energy and pressure, no long-range dispersion corrections (a.k.a. 

tail corrections) applied. The simulation temperature was controlled using a Berendsen 

thermostat139 with a coupling time of 1 ps. In the 𝑁𝑃𝑇  simulations, the pressure was 

maintained using an anisotropic Berendsen barostat139 with a coupling time of 1 ps, such 

that, all three dimensions of the systems were allowed to fluctuate independently. All MD 

simulations were run for up to 6 µs and carried out at 271.65 K. It is important to note that 

this temperature factored in a model-specific 3.5 K temperature offset,111 such that the 

simulation temperature is meant to model systems at 275.15 K (2 °C), at which the 

equilibrium pressure of methane hydrate is known to be 32 bar (Figure 3.3).140 Sample input 

files, including force field parameters, from MD simulations are available online. 
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Figure 3.3: Phase diagram of the methane and water binary mixture. Along the blue curve, methane hydrate 

phase coexists with methane vapour and liquid water (above ice point) or ice water (below ice point).  

 

3.3 Results and Discussion 

3.3.1 Model Validation 

Before investigating whether confinement effects promote methane hydrate growth, we 

tested the molecular models employed for methane and water for the bulk systems. For 

this, we conducted MD simulations in the 𝑁𝑃𝑇  ensemble for the bulk systems at five 

pressures: 1, 10, 24, 40, and 100 bar.  Previous studies have associated decrease and increase 

in potential energy of the system to phase transitions, i.e., hydrate growth and dissociation, 

respectively.88,109,111 Figure 3.4 shows the potential energy of the bulk systems as a function 

of simulation time. For the systems simulated at 1, 10 and 24 bar, i.e., below the equilibrium 

pressure at 2 °C, a characteristic spike, which signifies hydrate dissociation,109–111 followed 

by an immediate dip in the potential energy was observed after which the simulations 

became unstable. In these simulations, a rapid expansion of the simulation box as a result 

of full hydrate slab dissociation was observed. The hydrate dissociation rate was fastest at 

the lowest pressure. On the other hand, for the bulk system at 40 bar, the potential energy 

increases slightly but then stabilises after a microsecond, i.e., fluctuates around a mean 
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value. The initial increase in the potential is associated with the partial dissociation of the 

hydrate phase leading to the expansion of the simulation box. However, the subsequent 

stabilization of the potential energy shows that, although hydrate growth is not observed 

within the 6 µs simulations time, a state of three-phase coexistence was established (Figure 

A2), and growth may be observed at longer simulation times. Finally, in the case of 100 bar, 

the steady decrease in potential energy over the course of simulation indicates hydrate 

growth, which can be corroborated by the snapshots presented in Figure 3.5, where 

simulation box shrinkage can be noted. The characteristic two-step decrease in potential 

energy, where a “steady” decrease in potential energy followed by a “rapid” decrease in 

potential energy, which was reported in previous studies for hydrate growth,88,109,111 was 

not observed for the bulk system we simulated at 100 bar. This implies that the hydrate 

growth was “gradual”. Surprisingly, the formation of a methane nanobubble was not 

observed in the bulk system at 100 bar. This discrepancy could be attributed to the 

relatively lower driving force applied as compared to other studies.88,109 Overall, the results 

from the bulk systems demonstrate that the molecular models employed in were able to 

correctly predict the behaviour of methane hydrates in bulk, such that, no growth was 

observed when external pressure applied was below the bulk equilibrium pressure of 32 

bar and above that pressure either the growth or the onset of the growth of methane 

hydrates were observed.  

 

We also looked into how dispersion corrections affect the simulation of methane hydrate 

growth in the bulk. For this, the simulation in the bulk at 24 bar was repeated with 

dispersion corrections applied to both energy and the pressure. In stark contradiction with 

the simulation at 24 bar in which dispersion corrections were not applied and the 

experimental data, turning the dispersion corrections on led, incorrectly, to complete 

crystallisation within about at 2.5 𝜇s (Figures Figure A3 and Figure A4). It is apparent that 

dispersion corrections can yield artificial effects such that they result in an increased 

driving force for methane hydrate growth which can lead to crystallization at conditions 

such a result cannot be observed in the bulk. This is in line with the findings of Michalis et 
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al., which highlighted that dispersion corrections will cause gas compression and such 

effect is more pronounced at low pressures. 

 

 

Figure 3.4: Variation of the potential energy of the bulk systems as a function of the 𝑁𝑃𝑇-MD simulation 

time. At 1, 10 and 24 bar, methane hydrates are not stable and dissociate (increase in potential energy). On 

the other hand, at 40 bar three-phase coexistence is observed (plateau in potential energy). However, at 100 

bar methane hydrate growth is observed (decrease in potential energy).  
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 (A) 1 𝜇s 

 

(A) 2 𝜇s 

 

(A) 4 𝜇s 

 

(A) 6 𝜇s 

 

Figure 3.5: Snapshots from the bulk system simulation at 100 bar.  
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3.3.2 Effect of Confinement 

To understand the effect of confinement on the growth of methane hydrates, MD 

simulations were conducted in the 𝑁𝑃𝑇  ensemble where three phase configuration 

methane hydrates were subjected to the presence of a silica slit pore (Figure 3.2) at the 

following five pressures; 1, 10, 24, 40, and 100 bar. It is apparent from the results shown in 

Figure 3.6 that hydrate growth is observed in all simulations, and the higher the pressure 

the faster the growth rate of methane hydrates in confinement. The width of the silica 

pores, i.e., the distance between the two surfaces in the 𝑧  direction, decreases with 

increasing pressure (Figure A7). This means the confinement effect is the smallest in the 1 

bar case, yet methane hydrate growth is still observed as shown in Figure A5. Interestingly, 

only the simulation at 100 bar displays the commonly reported characteristic of a two-step 

decrease in potential energy.  The results shown in Figure 3.6 can be used to interpret the 

progression of the simulation, i.e., a “gradual” growth step happens in the first 1.75 𝜇s, and 

then a “spontaneous” growth step follows consecutively. On the other hand, all other 

simulations exhibit only “gradual” growth. Besides that, the growth rate was observed to 

be slower at 40 bar than that of lower pressures. This result is somewhat counterintuitive 

and may be explained by the fact that hydrate formation is stochastic and such effect is 

more pronounced when the driving force is low. Further analysis based on a structural 

order parameter, 𝐹4𝜑, as shown in Figure A6, can be used to characterise the state of the 

system by probing the torsion angles of water molecules involved within a hydrogen-

bonding network. The 𝐹4𝜑 order parameter (3.1) is a function of the torsion angle between 

H2O molecule pairs found within 3 Å.141,142  

 

 𝐹4𝜑 = 〈cos 3𝜑〉 (3.1) 

where 𝜑 is the H–O…O–H torsional angle. The hydrogen atoms used to calculate 𝐹4𝜑 are 

the outermost hydrogen atoms in the H2O dimer. The final 𝐹4𝜑 value is then obtained by 

averaging over all possible H2O pairs for the entire system. The typical 𝐹4𝜑 values for ice, 

liquid water and hydrate are -0.40, -0.04 and 0.70, respectively. We quantified the CH4 

hydrate growth/dissociation by analysing how the 𝐹4𝜑 order parameter for H2O molecules 
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changes as a function of simulation time. It can be observed that a decrease in the potential 

energy of the confined systems corresponds to an increase in 𝐹4𝜑 , indicating hydrate 

growth. At the end of the simulation, the 𝐹4𝜑 values did not reach the expected value of 

0.7 as the confined systems did not converge into a fully crystalline but an amorphous 

hydrate phase, as shown in Figure 3.7, as well as the presence of disordered water molecules 

adjacent to the wall surfaces.  

 

Figure 3.6: Variation of the potential energy of the confined systems as a function of the 𝑁𝑃𝑇-MD 

simulation time Methane hydrate growth observed in all simulations. Methane hydrate growth can be 

observed in all simulations (decrease in potential energy). 

 

In the snapshots displayed in Figure 3.7 for the simulation conducted at 100 bar, first a 

“gradual” growth of methane hydrates from the hydrate-water interface (Figure 3.7A) as 

well as the formation of convex-shaped methane slab can be observed. Subsequently, a 

“spontaneous” lateral growth of the hydrate slab can be seen due to the formation of a 

methane nanobubble (Figure 3.7B-D), which were also observed by He et al.106 In addition, 

incomplete and distorted hydrate cages can be observed near the silica surfaces. 
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(A) 1 𝜇s (C) 4 𝜇s 

  

(B) 2 𝜇s (D) 6 𝜇s 

  

Figure 3.7: Snapshots of the confined system simulation at 100 bar.
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Although initially complete cages were present adjacent to the silica surfaces, these were 

replaced by a thin water layer during the course of the simulation without causing the 

dissociation of the remaining cages. This also accords with earlier experimental and 

theoretical observations,100,101,106,143 which showed that the surfaces are coated with a thin 

layer of ordered water due to strong hydrogen bonding with the silanol groups on silica 

surface. It has been hypothesised that the stabilising effect of silica on cage-like water 

structures may promote hydrate formation,106 and that the formation of cage-like water 

structures is a necessary step for gas hydrate formation.144 In the “gradual” growth step, 

hydrate growth is a mass transfer limited process as the methane molecules must first 

dissolve and diffuse through the water slab to the hydrate-water interface to be 

enclathrated, hence the potential energy decreases steadily. However, in the “spontaneous” 

growth step, when the growing hydrate slab came in contact with the supersaturated 

methane solution, the growth was accelerated, and consequently accompanied by a steep 

decrease in the potential energy of the system. It is well established the hydrophilicity of 

the surface influences the curvatures (contact angles) of water droplets due to surface 

wettability,145 which in turn affects the shape of the methane slab in the confined system 

(Figure 3.7), making a clear distinction when compared to the bulk system (Figure 3.5) at 

100 bar, where the shape of the methane slab remained the same throughout the simulation. 

Prior studies have noted the effects of surfaces of different hydrophobicity on the wetting 

angle of fluid coming in contact with the surfaces,106,145,146 such that, it affects the 

Young−Laplace pressure (𝑃𝑌𝐿) arisen from the interfacial curvature and hence influence 

the concentration of methane in the aqueous phase,147 which plays an important role in 

hydrate formation.85,132,133,148 Consistent with the findings of He et al.,106 our results show 

that hydrophilic hydroxylated silica surfaces promote convex-shaped (positive curvature) 

methane nanobubble where the direction of 𝑃𝑌𝐿 is pointing outwards. In addition, they 

also pointed out that when 𝑃𝑌𝐿 is pointing outwards, it increases the aqueous concentration 

of methane, and consequently a higher hydrate growth rate can be observed. 
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Comparing the energy profiles of the bulk (Figure 3.4) and confined (Figure 3.6) systems, 

it is clear that in the bulk systems growth of methane hydrate crystals was dependent on 

the external pressure applied, and that the simulation outcome reproduced the 

experimental methane-water phase equilibria. Whereas, in the confined systems, hydrate 

growth can be observed regardless of the external pressure applied, even at pressures lower 

than the minimum pressure required for the formation of methane hydrates in the bulk. 

This result could be attributed to an increased tangential pressure as well as increased 

probability of formation of clathrate-like water structures in confinement.149 The latter is 

essential for the spontaneous onset of hydrate formation according to the cage adsorption 

hypothesis by Guo et al.144 

 

3.4 Conclusions 

In this study, by performing MD simulations, we investigated whether methane hydrate 

growth can take place in confinement at milder conditions compared to the bulk. This was 

largely motivated by recent experimental work that used porous materials for the synthetic 

growth of methane hydrates. Furthermore, previous molecular simulation studies of 

methane hydrate growth in pore systems were carried out at very high pressures, making 

it impossible to determine confinement could enable methane hydrate growth at pressures 

lower than that of required in bulk. Prior to this study, little was known about hydrate 

growth in confinement at low simulation pressures (≤ 100 bar). In order to gain 

understanding of confinement effects on methane hydrate formation at low pressures we 

employed the direct phase coexistence approach in our MD simulations. In the simulated 

bulk systems, the external pressure dictates whether methane hydrate growth is observed 

or not at constant temperature, such that, the behaviour of methane hydrate obeys the 

expected experimental methane hydrate phase equilibria. Whereas, in confinement, 

regardless of the external pressure applied, methane hydrate growth is observed, even at 

the pressures lower than the minimum pressure required for hydrate formation in bulk, 

suggesting, indeed, confinement effects enable methane hydrate growth at relatively 

milder conditions. We further showed that applying dispersion corrections (i.e., tail 
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corrections) could yield artificial effects that incorrectly leads to fast crystallization of 

hydrates. 

 

Overall, our findings provide insights into how confinement promotes hydrate formation 

and can help others develop accurate methodologies and simulation settings to study the 

behaviour of gas hydrates in confinement. However, there still remain many points to be 

investigated. For instance, the pore width and shape can also be a factor for hydrate growth. 

Furthermore, it is not totally unambiguous how the external pressure applied in the 

simulations of the confined systems is representative of the pressure of the bulk methane 

used in the experiments to make synthetic methane hydrates in wet porous materials. To 

develop a full picture of the effect of confinement on hydrate growth in porous materials 

additional modelling and experimental research will be needed.  
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Chapter 4 Diffusion Behaviour of Methane in 3D Kerogen Models 

 

The material presented in this Chapter was published in 2021 in Volume 35, Issue 20, Pages 

16515–16526 of Energy & Fuels. Reprinted (adapted) with permission from Yu et al. 

Copyright 2022 American Chemical Society. Available online via: 

https://doi.org/10.1021/acs.energyfuels.1c02167. 

 

4.1 Introduction 

Shale gas is attracting considerable attention as an unconventional energy source due to 

the abundance and geographic distribution of shale as well as the ever-increasing global 

energy demand.150,151 Recent advancements in shale gas extraction techniques such as 

horizontal drilling and hydraulic fracturing, which enhance the extraction volume and 

shale permeability, respectively, have allowed successful commercial exploitation of shale 

hydrocarbon resources. However, a recent assessment suggests only up to a fifth of the 

hydrocarbons in a shale matrix can be recovered using the aforementioned methods.19 

During production, shale gas migrates from the shale matrix to a production wellbore 

through a network of fractures created by the injection of pressurised fluid;152–156 typically 

water, though interest in supercritical carbon dioxide based approaches is growing.157,158 It 

has been established that the rate-limiting step in shale gas production lies in the gas 

migration from the shale matrix of low permeability into the fracture network. Thus, it is 

of crucial importance to understand the transport of small organic molecules in shale 

matrices to explain the relatively low yield and rationalize production decline over time.159–

161 Such studies are also needed to identify ways to optimize the shale gas extraction 

techniques. 

 

https://discovery.ucl.ac.uk/id/eprint/10137169/
https://doi.org/10.1021/acs.energyfuels.1c02167
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Figure 4.1: The van Krevelen Diagram.25 The arrows indicate the transformations of kerogens over 

geological timescale due to thermal maturation, and the crosses mark the kerogen types considered in this 

work. 

 

Within shale rocks, the majority of the organic material is present as kerogen - a waxy, 

complex, heterogeneous mixture of hydrocarbons found in organic matter-rich 

sedimentary rocks deposited in lacustrine, marine, and terrestrial environments around the 

world. In such an environment, kerogens formed at the end of diagenesis are slowly buried 

more deeply in the Earth and undergo thermal maturation (i.e., catagenesis and 

metagenesis), during which subsurface thermal stress causes kerogen fragments to break 

down chemically, eventually producing oil and gas.18 Kerogens are insoluble in common 

organic solvents, such as carbon tetrachloride.162 Because of their chemical heterogeneity, 
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kerogens are typically classified into three main types based on overall C/H/N ratios 

determined via elemental analysis. Each type (Type I, II, and III) occupies a specific region 

on the van Krevelen diagram (Figure 4.1),25 a plot of H/C ratio against oxygen-to-carbon 

O/C ratio. The type of kerogen present in a shale depends on numerous factors, including 

but not limited to its biological origin, depositional environment, burial depth, and 

age/maturity level. Previous research33,163,164 reports that the main factor dictating the 

adsorption capacity of shale samples for CH4 and CO2 is their total organic content (TOC), 

much of which is kerogen. Further studies comparing the adsorption capacity of shale and 

isolated kerogen samples confirmed the uptake of CH4 and CO2 is significantly higher in 

pure kerogen than that of shale.34–37 Observing and quantifying the adsorption and 

transport processes in such systems presents numerous experimental challenges, such as 

the difficulty in obtaining shale samples and isolating pure, unaltered kerogen as well as 

the need to examine behaviour over many length and time scales. To mitigate these 

limitations, classical methods of atomistic computer simulations, such as molecular 

dynamics (MD) and Monte Carlo (MC) or hybrid MD/MC simulations, provide a 

convenient way of studying kerogen at a molecular level, providing unique insight into the 

behaviour of these fluids in nanometer-scale confined spaces. Molecular simulations can 

provide detailed insight into the kerogen structure and how that structure responds upon 

fluid uptake/desorption, the rate at which the uptake/desorption occurs, and the effect of 

fluid–kerogen interactions on adsorption and transport. 

 

However, the complete molecular structure of isolated kerogens is not known, meaning 

that construction of realistic molecular models remains a challenge. Several experimental 

techniques, such as solid-state 13C NMR spectroscopy, sulphur X-ray absorption near edge 

structure (S-XANES), and X-ray photoelectron spectroscopy (XPS), have been used to 

characterise kerogen samples.165 These studies identify the elemental composition, the 

fundamental functional groups and their distribution in the structure, and 

chemical/structural features present in a given kerogen sample. From these data, realistic 

two-dimensional (2D) kerogen models can be created with appropriate overall chemical 
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composition and functionality. Thanks to several important studies, detailed 2D molecular 

diagrams of kerogen have been created for several types and maturity levels. Behar and 

Vandenbrouke166 constructed detailed 2D molecular diagrams representative of the three 

main kerogen types at various stages of their evolution. The model structures they proposed 

have a high starting molecular weight for the least mature kerogens with decreasing 

molecular weight as kerogen maturity increases. Their pioneering work enabled Zhang and 

LeBoeuf167 to modify the models in their study of the volumetric properties of immature 

Green River Shale kerogen. In particular, Zhang and LeBoeuf’s modification brought the 

kerogen model in closer alignment with the chemical composition of an extracted 

immature Green River Shale kerogen. Following a similar approach, Siskin et al.168 also 

proposed a 2D Green River oil shale kerogen model consisting of seven unique molecules 

based on selective chemical derivatizations and NMR spectroscopy. More recently, 3D 

configurations of kerogen based on Siskin et al.’s model have been built through a 

combination of ab initio and molecular mechanics calculations.169,170 One common feature 

of all these models is that the kerogen molecules contain a large number of atoms to 

duplicate the elemental analysis data. Ungerer et al.171 overcame this problem by creating 

six realistic and relatively smaller kerogen models of different types and maturity levels, 

covering a broad region of the van Krevelen diagram.25 In addition to constructing models 

with computational efficiency in mind, incorporating prior knowledge about molecular 

fragments allowed them to improve kerogen models such that geometrical constraints 

imposed by (tetrahedral) alkane and (planar) aromatic fragments can be satisfied in 3D. The 

six kerogen model units are representative of kerogen samples obtained in various 

depositional environments, where Type I, Type II, and Type III correspond to kerogens of 

lacustrine, marine, and terrestrial origins, respectively. These individual molecular units 

can be used as building blocks to generate larger models of nanoporous kerogen matrices. 

Since Ungerer et al.,171 a considerable amount of literature has been published based on 

their models. More recently, in the same vein, Lee et al.172 developed three new molecular 

models for Type II kerogen based on a sample extracted from the Bakken formation. 
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In a 2016 study, Ho et al.173 demonstrated that methane release in kerogen matrix is a two-

step process, with an initial pressure-driven fast release of free gas followed by a slow 

release of adsorbed gas through desorption and diffusion across the low permeability 

kerogen matrix.174 The second desorption/diffusion step is the rate-limiting step, with 

diffusion behaviour of methane in pores differing from that of bulk methane. Furthermore, 

Ho and colleagues show that the same packing procedure can give rise to kerogen matrices 

with different pore connectivity and that some methane might be trapped in isolated pores 

and non-recoverable. In an investigation into the swelling properties of Type II-D 

kerogen,175 they observed swelling of the kerogen matrix following gas adsorption leading 

to increased surface area, porosity and pore size of the kerogen model. Kazemi et al.176 

calculated both self- and transport diffusion coefficients of methane in a Type II-C kerogen 

matrix, showing that both converge to a similar value (low diffusivity) as the pressure 

increases. Michalec and Lísal177 controlled the microporosity of a Type II-D kerogen model 

by introducing spherical dummy particles of varying sizes (up to 15 Å) as the kerogen 

matrices were packed. Subsequently, they compared the adsorption of shale gas on rigid 

kerogen structures of different microporosity through GCMC as well as MD simulations. 

The simulated kerogen exhibited lower gas uptake due to lower pore space accessibility, 

which can be improved by modelling kerogen as a flexible matrix. They also showed that 

the kerogen matrix preferably adsorbs CO2 rather than CH4 due to stronger van der Waals 

and electrostatic interactions. This result corroborates earlier findings by Sui and Yao178  

and Wang et al.179 who explored the adsorption of CH4 and CO2 in Type II-A kerogen 

matrix computationally. Through MD simulations, Pathak et al.180 studied the swelling of 

flexible Type II-C kerogen by simulated annealing of kerogen models with fixed mass liquid 

hydrocarbons. Vasileiadis et al.181 manipulated the porosity of Type II-D kerogen matrices 

of different system sizes through introduction of dummy particles of different sizes (up to 

40 Å) and devised a new algorithm to characterise porosity in kerogen. Their results 

indicate that system size effects appear to affect the system density and pore size 

distribution, both of which are also affected by the choice of the force field for the 

simulations. Pore characteristics, e.g., methane accessible area and volume, increase with 
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increasing number of kerogen units as well as the number of dummy particles and the 

dummy particle size. In the absence of dummy particles, the pore limiting diameter (PLD) 

of kerogen matrices is smaller than TraPPE-UA model of CH4.134 They suggested using a 

large system size when simulating kerogen models of this kind. In a separate study, they 

found that a linear relationship between porosity and adsorption capacity, and that 

diffusion across kerogen matrices is anisotropic.182 Zhao et al.183 and Huang et al.184 

considered the effects of maturity and moisture content and on methane adsorption in Type 

II kerogen matrices. In both studies, a positive correlation has been shown between 

methane adsorption and kerogen maturity. This is further supported by a later study by 

Alafnan et al.185 Tesson and Firoozabadi186 reported methane adsorption in both rigid and 

flexible Type II-A kerogen and concluded that kerogen flexibility has limited effect on the 

self-diffusion of methane. It is worth pointing out that while ensuring flexibility of the 

kerogen matrix, their MD simulations were conducted in the 𝑁𝑉𝑇  ensemble, where 

deformation was not accounted for. Wu and Firoozabadi187 conducted boundary-driven 

non-equilibrium molecular dynamics (BD-NEMD) simulations to study the transport of 

methane across a matrix comprises of 60 Type II-A kerogen molecules. They noted that a 

reduction in the CH4 flux is primarily driven by the change in pore size and shape as the 

kerogen matrix was flexible. He et al.188 developed a new model to quantify the diffusive 

tortuosity of kerogens based on Type II-C kerogen. In order to realistically model mature 

Type II kerogens, Rezlerová et al.189 modelled embedding of various molecules in the 

kerogen matrices of Type II-C and Type II-D through annealing dynamics, thereby 

inducing microporosity. They also subsequently introduced mesoporosity by creating a slit-

shaped mesopore of varying sizes (i.e., 20 or 30 Å) between the replicated matrices to model 

a multi-scale pore network. They computed the adsorption isotherms of pure CH4 and a 

binary equimolar mixture of CH4 and CO2 for their models and also evaluated the self-

diffusivity of CH4 and CO2. They noted that an overmature Type II-D kerogen has a higher 

accessible surface area than a mature Type II-C kerogen due to the preferential parallel 

stacking of the overmature kerogen macromolecules. In addition, this stacking 

arrangement in the overmature kerogen creates a less tortuous micropore network, such 
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that the self-diffusivity of CH4 is higher than that in the mature kerogen. Their study also 

complements the conclusions from other studies177–179 that kerogens are relatively selective 

towards CO2 vs. CH4. Comparably, Sun et al.190 represented fractures in kerogen using slit-

shaped nanopores of different sizes (up to 15 Å) and studied adsorption and diffusion of 

pure gas and a binary mixture of CH4 and CO2 in Type II-D kerogen. They found that the 

kerogen matrix preferably adsorbs CO2 more than the slit mesopores. Both studies observed 

that the CH4 adsorption isotherm in kerogen follows type-I Langmuir adsorption behaviour. 

Li et al.191 conducted MD simulations to study CO2 storage in water-filled slit-shaped 

nanopores of different sizes through a kerogen matrix of the Type II series. Chong et al.192 

cluster size analysis showed the existence of pore discontinuity upon adsorption of CH4 and 

CO2, whereas with water, continuity can be observed in the micropores of Type II-A 

kerogen matrix. In addition, results from multiple investigations26,178,183,192,193 into immature 

Type II-A kerogens with different starting number of kerogen macromolecules have 

demonstrated that despite achieving similar final simulated density, the differences in the 

porosity of the resulting packed molecular structures can be as high as an order of 

magnitude. 

 

Together, these studies highlight the complexity of kerogens and that they assume a broad 

spectrum of pore characteristics (connectivity, constrictivity and tortuosity).23,24 Adding to 

the complexity, the use of different kerogen model molecules and packing/annealing 

procedures may lead to different results. Whilst all the models described here are 

chemically representative, it is unclear how structurally descriptive they are compared to 

pure isolated kerogen or kerogen as it would be found in a field sample of shale. Generating 

a reliable and controlled distribution of 3D kerogen structures remains challenging, 

particularly given the limited experimental data to use as blueprints for guidance. Given 

these challenges, in this study we set out to qualitatively assess the diffusion behaviour of 

methane in kerogen matrices constructed from model kerogen molecules (as shown in 

Figure B1) representing different types and maturity at conditions relevant to a geological 

shale-gas reservoir (365 K and 275 bar). 
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Figure 4.2: A schematic diagram of the annealing/relaxation procedure. (A) A single Type I-A kerogen unit. (B)  The initial configuration of the system before 

annealing. (C) A kerogen matrix of Type I-A after annealing.
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A sufficiently large number of macromolecules (i.e., 50) were used to avoid system size 

effects noted in the literature and no dummy particles were involved to introduce porosity. 

Unlike earlier studies,179,182,186 which conducted their studies in 𝑁𝑉𝑇  ensemble with a 

relatively short simulation time, in order to mimic reservoir conditions and allow realistic 

deformation (swelling) of the kerogen matrices, here we computed the MSD of CH4 in 

hundred nanosecond long MD simulations via both 𝑁𝑉𝑇 and 𝑁𝑃𝑇 statistical ensembles. To 

the best of our knowledge, this is the first study to include all major kerogen types, enabling 

this work to provide a broader overview of CH4 diffusion in kerogens. 

 

 

Figure 4.3: Heating and cooling profile during annealing dynamics for Type I-A kerogen. 

 

4.2 Methods 

Whilst the exact structures of bulk kerogen are unknown, many researchers have utilised 

simulated annealing procedures to construct model kerogen matrices out of several model 
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kerogen molecules (Figure 4.2), where a number of molecular units of a kerogen type are 

first placed in a large simulation box (low initial kerogen density). The box is subsequently 

equilibrated through a series of cooling and heating cycles, often in a stepwise manner and 

at high pressure, resulting in a condensed structure, i.e., a matrix. The density of the final 

configuration is then compared against experimental data of the corresponding kerogen 

type to validate the packed structure. 

 

4.2.1 Creation of Bulk Kerogen Matrices 

The relaxation procedure set out by Michalec and Lísal177 was closely followed to prepare 

the initial configuration of bulk kerogen matrices. 50 kerogen macromolecules were 

randomly inserted into a large cubic simulation box with an initial system density of 

~0.05 g/cm3 to avoid interactions with copies of their images through the imposed periodic 

boundary conditions. This was done for each kerogen type reported by Ungerer et al.171 

Then the systems were relaxed through energy minimisation via steepest descent, followed 

by annealing dynamics. A total of 12 cycles were executed as described in Table 4.1. The 

choice of final temperature and pressure represents a typical shale reservoir at ~3-4 km 

depth. Figure 4.3 shows the changes in system density during annealing for Type I-A 

system, as an example. To reduce the statistical uncertainty, this relaxation procedure was 

carried out with ten independent runs, and to check for convergence, the final system 

density of 10 matrices was then averaged and compared to experimental data. We then 

randomly selected three of the 10 relaxed matrix structures for the subsequent grand 

canonical Monte Carlo simulations (GCMC). 
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Figure 4.4: A schematic diagram of the preparation of kerogen matrix loaded with methane. (A) An unfilled kerogen matrix. (B) A random initial configuration of 

methane molecules, where the capacity was pre-determined through GCMC. (C) A filled kerogen matrix. 
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4.2.2 Grand Canonical Monte Carlo Simulations 

GCMC simulations were employed to compute CH4 loading in selected matrices for each 

kerogen type. In the grand canonical ensemble, the chemical potential (𝜇), volume (𝑉) and 

temperature (𝑇) of the systems are fixed whereas the number of molecules fluctuate. The 

GCMC simulations allowed us to compare variations in CH4 loading due to packing as well 

as to determine the number of CH4 molecules to insert in the kerogen matrices for MD 

simulations (Figure 4.4). 

 

Table 4.1: The annealing procedure for the creation of kerogen matrices. 

Ensemble T (K) P (bar) 𝒕 (ns) 

NVT 900 – 0.2 

NPT 900 10 0.2 

NPT 900 → 700 10 0.1 

NPT 700 10 0.2 

NPT 700 → 500 10 0.1 

NPT 500 10 0.2 

NPT 500 → 365 10 0.1 

NPT 365 10 0.2 

NPT 365 10 → 275 0.2 

NPT 365 275 0.5 

NPT 1000 → 365 275 1.0 

NPT 365 275 1.0 

 

4.2.3 Molecular Dynamics 

In order to generate the initial configurations for MD simulations, one of the three kerogen 

matrices used in the GCMC simulations was selected for each type of kerogen. We 

randomly inserted the number of CH4 molecules corresponding to the predicted CH4 

loadings from GCMC simulations into the kerogen matrices. The steepest descent 

algorithm was used to relax the CH4 loaded systems to avoid bad contacts. Then, the systems 

were subjected to an 𝑁𝑉𝑇 MD run and successively an 𝑁𝑃𝑇 run, both for 100 ns where 𝑁, 

𝑉, 𝑇 and 𝑃 represent the number of atoms, volume, temperature, and pressure, respectively. 



 57 

In order to minimize statistical error, we performed five independent MD simulations for 

each kerogen type, with randomly determined different initial CH4 positions in the matrix. 

Finally, we computed the mean square displacement (MSD) of methane molecules for each 

kerogen matrix in all three directions of Cartesian space. The entire workflow for the 

simulations is illustrated in Figure B2. 

 

4.2.4 Kerogen and Methane Interaction Potentials 

A number of force fields have been used to model kerogen, including but not limited to, 

COMPASS,194 CVFF,195 DREIDING,196 GAFF,197 and PCFF+.171 PCFF+ was originally used in 

the development of kerogen model units by Ungerer et al.171  However, the short-range 

non bonded interactions in PCFF+ are described by a repulsive–attractive 9–6 Lennard-

Jones (LJ) potential, which is incompatible with many other force fields that include a 12–

6 LJ potential, such that it is difficult to simulate kerogen with other compounds. CVFF is 

one of the most commonly used force fields in kerogen simulations,173–175,177,191,192 and the 

12–6 LJ potential in its functional form is compatible with other force fields. CVFF 

correctly reproduces the experimental density of the Type II kerogen series191 and provides 

a reasonable description of kerogen interactions with its constituents, e.g., carbon dioxide 

(EPM2),198 methane (TraPPE-UA),134 and water (SPC).199 The partial atomic charges of 

CVFF atoms were assigned using a bond increment scheme. In this study, we further 

extended the application of CVFF to model two additional immature kerogen types, namely, 

Type I-A and Type III-A. Methane molecules were represented by the TraPPE-UA 

model,134 which has been shown to correctly predict thermodynamic properties and 

reproduce experimental phase equilibrium data. The relevant simulation input files and 

force field parameters used in this work can be found online. 

 

4.2.5 Simulation Settings 

RASPA molecular simulation package200 (2.0.39) was used for GCMC simulations. Each 

GCMC run included a 5 × 105 initialization cycle followed by a 5 × 105 production cycle, 

where each cycle is 𝑁 steps. 𝑁 is equal to the number of particles present in the system. 
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Owing to the enormous number of atoms involved, for computational efficiency, kerogen 

structures at this stage were treated as a rigid framework, and the methane-kerogen 

interactions were pretabulated. During the GCMC simulations, insertion/deletion, 

translation, and reinsertion of methane molecules were sampled with equal probability 

(approx. 33 %). The acceptance rules for insertion and deletion in the grand canonical 

ensemble included fugacity, a measure of chemical potential, and was calculated using the 

Peng–Robinson equation of state for methane.201  

 

All MD simulations were performed using GROMACS 2020.4 molecular dynamics 

simulation software.137 A time step of 0.5 fs was used in the integration of Newton’s 

equations of motion via the leapfrog algorithm. During the annealing procedure, a velocity 

rescaling thermostat202 was used to control the system temperature, whereas during the MD 

production runs, a Nosé–Hoover thermostat57,58 with a coupling time of 0.1 ps was used. In 

the 𝑁𝑃𝑇 simulations, the pressure was maintained using an anisotropic Parrinello–Rahman 

barostat62 with a coupling time of 0.5 ps, such that all three dimensions of the systems were 

allowed to fluctuate independently to allow realistic deformation of kerogen matrices. 

Long range Coulombic interactions were calculated using a smooth particle mesh Ewald 

(PME) method138 of a fourth order polynomial with a mesh width of 0.12 nm. 

 

In both MD and MC simulations, periodic boundary conditions were applied in all three 

directions. LJ potential was used to describe short-range non-bonded interactions. The LJ 

interactions of unlike atom pairs in different molecules or further than 3 bonds of the same 

molecule were calculated using the Lorentz-Berthelot mixing rules. A cut-off radius of 14 Å 

was used for the LJ interactions and the real part of the Ewald summation. Long-range 

dispersion corrections were not applied to energy or pressure. All simulations were carried 

out at 365 K and 275 bar unless stated otherwise. Sample input files, including force field 

parameters, from MD and GCMC simulations can be obtained online.  
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Utilising PoreBlazer v4.0,203 a grid-based algorithm was used to calculate and characterize 

the porosity of the kerogen matrices, before and after the MD simulations. Settings in 

PoreBlazer were modified such that CVFF interaction parameters, 14 Å cut-off radius, and 

the cubelet size of 0.2 Å were used in the calculations. Pore limiting diameter, which is 

defined as the maximum penetrant diameter where a pore network remains percolated, 

was calculated. In addition, accessible pore volume was estimated with the Widom’s ghost 

atom insertion method204 by using a helium probe, with parameters taken from 

Hirschfelder et al.,205 where 𝜎𝐻𝑒 = 2.64 Å and 
𝜀

𝑘𝐵𝐻𝑒
= 10.9 K. Accessible geometric surface 

area of the kerogen matrices was calculated using a N2 probe of size 3.314 Å.206 

 

4.3 Results and Discussion 

4.3.1 Kerogen Model Validation and Characterization 

Before investigating the effects of anisotropy and heterogeneity of the different kerogen 

matrices, we validated the CVFF force field to ensure the calculated densities of the 

kerogen matrices are comparable to experimental data. For each kerogen type, we created 

10 condensed kerogen matrices, each starting from a random initial configuration of 

kerogen molecules, using the simulated annealing procedure outlined in the methods. 

Table 4.2 shows the average simulated density of six kerogen types in comparison to 

relevant experimental data. The density of Type I-A compares quite well with the Green 

River Shale sample. However, the densities of the Type II kerogen series appear to be 

slightly lower or close to the lower bound of experimentally measured Kimmeridge Clay 

kerogen densities, except for Type II-B for which we found no experimental comparison 

set in the literature. A possible explanation for this might be that Ungerer et al.’s Type II 

kerogen model molecules171 are based on Duvernay kerogen samples. It is well understood 

that kerogens of the same maturity may exhibit different chemical compositions,165 even 

when extracted from the same geological site. In addition, their composition is also 

dependent on the evolutionary history of the sedimentary formation that they formed in 

and the heterogeneity in composition of kerogen samples. Experimental data207 suggest that 

Duvernay kerogens have a density range of 1.28 ± 0.3 g/cm3, which our results fit well. 
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Similarly, the same explanation applies to Type III-A kerogen,165 since the calculated 

density is reasonably close to the lower boundary of the reported range. A comparison of 

our results with the density of Type II kerogens from other modelling studies shows that 

our results are slightly lower than the reported values. It is important to highlight that 

during the initial step of our packing procedure, the kerogen units were inserted randomly 

to account for a wide range of structural variations, whereas most researchers177,186,192 

considered limited cases, where the kerogen macromolecules were oriented in the same 

direction, with the assumption that they will ultimately evolve into a uniformly layered 

kerogen matrix. Furthermore, the discrepancy between our results and those of other Type 

II modelling studies could be attributed to the packing procedure and conditions or the 

number of kerogen molecules involved. Vasileiadis et al.181 reported system size effect when 

using kerogen models of the same kind, where system density decreases as the number of 

kerogen molecules increases. It seems possible that these results are related to the 

favourable stacking of the polyaromatic units of kerogen macromolecules,208 where pores 

in one direction may be elongated and cause reduction in system density. Overall, the 

simulated density of kerogen matrices is in the range of 0.96 – 1.20 g/cm3 which is in line 

with the general trend of the available experimental and modelling data. 

 

Table 4.2: Comparison of experimental and averaged simulated kerogen densities at 365 K and 275 bar. 

Kerogen 

Type 

Source Density (g/cm3) 

Experimental Simulated 

I-A Green River Shale 0.95209 0.964 ± 0.004 

II-A Kimmeridge Clay Formation 1.18–1.29210 1.117 ± 0.008 

II-B - - 1.080 ± 0.017 

II-C Kimmeridge Clay Formation 1.18–1.25210 1.138 ± 0.022 

II-D Kimmeridge Clay Formation 1.30–1.40210 1.305 ± 0.015 

III-A Blanzy–Montçeau Basin 1.16-1.20211 1.119 ± 0.060 
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4.3.2 GCMC Simulations 

To account for structural variation that arises during the annealing procedure caused by 

the random initial configurations of the kerogen units used, we first randomly chose three 

of the 10 packed structures for each kerogen type for a consistency check. First, we perform 

GCMC simulations to determine their CH4 adsorption capacity. Table 4.3 shows an 

overview of methane adsorption for the kerogen matrices estimated via GCMC simulations. 

It is apparent that immature kerogen of Type I has the lowest methane uptake, followed 

by relatively moderate and high methane adsorption capacity for Type II-A and Type III-

A immature kerogens, respectively. In addition, the CH4 adsorption capacity increases with 

thermal maturity in Type II kerogen series. These results match those observed in earlier 

modelling studies26,183–185,189 and experimental measurements.212–216 The CH4 adsorption 

capacity was found to be highest in Type II-D kerogen compared to the other kerogen types.  

 

Table 4.3: The amount of CH4 loading in various rigid microporous kerogen matrices obtained via GCMC 

simulations at 365 K and 275 bar. 

Kerogen Type Loading (mmol/g) 

I-A 0.430 ± 0.002 

II-A 0.683 ± 0.001 

II-B 1.353 ± 0.001 

II-C 1.363 ± 0.002 

II-D 2.034 ± 0.004 

III-A 1.969 ± 0.002 

 

The amount of CH4 loading has a positive correlation with increasing aromatic content of 

the kerogen units, where Type II-D kerogen has the highest percentage of aromatic content 

of all.171 This can be explained by the preferential parallel stacking of the polyaromatic parts 

of the kerogen macromolecules,208 and hence larger accessible surface area, resulting in 

increased CH4-kerogen interactions.189 The results of the aforementioned relationships are 

depicted in a scatter plot in Figure 4.5. From the chart, there is a clear trend of increasing 

CH4 loading with the increase of the aromatic carbon content and surface area of the 

kerogen matrices. Closer inspection of the figure shows that the surface areas of the 
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considered kerogen matrices are not uniform, and this is likely due to the packing 

procedure that we employed. The computed methane uptake in our overmature Type II-D 

kerogen models, which did not have any artificially induced microporosity, is 2.5 times 

higher than that reported by Michalec and Lísal.177 A possible explanation for this might be 

that Michalec and Lísal177 used a smaller number of kerogen molecules and are therefore 

more susceptible to finite size effects. It has been reported that structural properties such 

as methane accessible area changes with the number of macromolecules as well as the 

packing procedure used.26,178,181,183,192,193 As a result, the pore network characteristics of the 

packed structures from our studies are likely to differ from other studies whether artificial 

porosity is introduced in those studies or not. As a result of these size effects and a limited 

sample size, the relationship between pi stacking and increased surface area might not 

generalize for other kerogen types or packing methodologies.  

  

 

Figure 4.5: The amount of CH4 loading versus the surface area of 3D kerogen models of various types and 

the fraction of its aromatic carbon content. The size of the data points corresponds with the surface area of 

the kerogen matrices. 
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 (A) Type I-A (B) Type II-A (D) Type II-B 

   
(D) Type II-C (E) Type II-D (F) Type III-A 

   
Figure 4.6: The averaged MSD plots of CH4 in the 𝑥, 𝑦 and 𝑧 directions from five independent 𝑁𝑃𝑇 ensemble MD simulations in six kerogen types at 365 K and 275 

bar. Refer to Figure B4 for an unscaled version of each plot and Figure B7 for analysis of anisotropy in MSD of methane molecules. 
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4.3.3 Methane Self-Diffusivity 

Diffusion is the primary mode of gas transport in shale rocks, making diffusion rates crucial 

for understanding hydrocarbon recovery and the factors that influence it. Anisotropic 

behaviour of shale rocks as a result of shale bedding has been found to influence 

permeability. A number of recent studies179,182 have reported anisotropy in Type-II kerogen 

structures. To improve our understanding of shale gas transport mechanisms (i.e., mainly 

CH4), we computed the MSD of pure CH4 along all three Cartesian directions in kerogen 

matrices of different types and maturity levels. Isolated and connected pores exist in 

kerogen and will almost certainly affect methane uptake and mobility; thus, we randomly 

inserted CH4 into the selected kerogen matrices to evaluate the effect or pore network 

accessibility on CH4 self-diffusivity. For each kerogen type, five CH4-loaded matrix 

configurations were generated such that each configuration had different initial positions 

of CH4. A total of 30 EMD simulations were performed, i.e., five for each kerogen type. 

Figure 4.6 displays the averaged MSD plots for CH4 in various kerogen matrices over the 

last 50 ns in the 𝑁𝑃𝑇 ensemble at 365 K and 275 bar. Similar to the earlier observation, 

Type I-A kerogens exhibit isotropic behaviour with no appreciable difference in the MSD 

in any direction (Figure B7). Looking at the MSD plots for Type II-A and Type II-B 

kerogens, there appears to be 2D planar regions where the diffusion rate is similar and 

differs from that perpendicular to the plane. MSD plots of Type II-C show a large standard 

deviation for the 𝑥 -component but a low standard deviation for their 𝑦 -component, 

suggesting a more uniform interconnected pore structure such as a channel in the 𝑦-

direction. Both MSD plots for the Type II-D and Type III-A kerogen models show a similar 

behaviour to that of Type II-C kerogen. Figure B8 displays the MSD of bulk CH4 subjected 

to at the same EMD simulation settings. From the plots, we can see that it is at least three 

order of magnitude higher than CH4 adsorbed within the kerogen matrices. Furthermore, 

radial distribution function plots of CH4 with atoms of different functional groups present 

in kerogen models (Figure B6) show that predominant methane binding sites may vary 

from one kerogen model to another. Due to the specific composition of the model and the 

specific conformations limiting access to certain types of sites for some models. But overall, 
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it appears that sulphur, nitrogen, and oxygen atoms of different functional groups provide 

the majority of preferred binding sites. 

 

 

Figure 4.7: Diffusion coefficients of CH4 in kerogen matrices of various types versus its density and helium 

accessible pore volume. The size of the data points corresponds to the density of the emptied and swollen 

kerogen matrices. 

 

Figure 4.7 presents the scatter plot of the relationship between the diffusion coefficients of 

CH4 and the density and pore volume of the swollen kerogen matrices. The most interesting 

aspect of this graph is that, apart from Type I-A kerogens, a positive correlation is found 

between the diffusion coefficients of CH4 and the pore volume of kerogens. The most 

unexpected result is the anomalous CH4 diffusion rate in Type I-A kerogens, which suggests 

that there are other factors at play that affect the CH4 diffusion in kerogen matrices. The 

observed increase in CH4 diffusion could be attributed to the lack of aromatic carbon in 

Type I-A kerogens, where less stacking could potentially create more diffusion paths. 

Moreover, the highly branched nature of the model unit of Type I-A could have created 

additional channels, such that CH4 could permeate easily in all three directions, i.e., 

isotropic diffusion. The percentage of aromatic groups in kerogen molecules increases from 

Type I to Type III kerogen, with the highest in Type II-D kerogen.   
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Table 4.4: Properties of six kerogen models before and after five MD simulation runs. 

Property Kerogen Type Initial Final* Change (%) 

Volume (nm3) 

I-A 328.58 330.06 ± 0.97 0.45 

II-A 289.11 290.30 ± 0.91 0.41 

II-B 262.33 265.13 ± 1.25 1.07 

II-C 250.45 253.56 ± 0.54 1.24 

II-D 161.04 165.25 ± 0.77 2.62 

III-A 249.08 252.08 ± 0.74 1.20 

Pore limiting 

diameter (Å) 

I-A 1.580 1.578 ± 0.183 -0.13 

II-A 1.540 1.542 ± 0.098 0.13 

II-B 1.890 1.892 ± 0.190 0.11 

II-C 2.460 2.460 ± 0.284 0.00 

II-D 2.930 2.932 ± 0.544 0.07 

III-A 2.960 2.956 ± 0.445 -0.14 

Helium 

accessible pore 

volume (cm3/g) 

I-A 0.061 0.074 ± 0.002 21.64 

II-A 0.071 0.085 ± 0.002 19.72 

II-B 0.117 0.137 ± 0.004 17.44 

II-C 0.118 0.142 ± 0.002 20.00 

II-D 0.176 0.216 ± 0.006 22.84 

III-A 0.167 0.193 ± 0.004 15.57 

 

The increase in polyaromatic regions of the kerogen units and subsequent stacking of these 

regions may result in a matrix that is not amorphous and hence create a system with 

anisotropy. The MSD of CH4 in Type I-A kerogen is an order of magnitude higher than the 

other kerogen types, which suggests that in Type I-A, CH4 has the fastest diffusion rate 

compared to other kerogen types. This makes sense in light of the lower density of this 

material and the larger size of the molecular units, leading to a packed structure with 

greater pore volume and connectivity compared to the other packed models. The lowest 

diffusion rate is observed for the Type II-A kerogen. The results from the Type II kerogen 

series further support previous findings179,182 that diffusion behaviour of CH4 in Type II 

kerogens is anisotropic, although many of the observed differences occur within the error 

bars on each plot. The magnitude of the standard deviations can be attributed to different 
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pore space accessibility as a result of several factors outlined above. In general, the 

magnitude of the standard deviations is similar between different plots (typically fractions 

of a nm2 at early stages of the simulations and roughly 2-4 nm2 - after 50 ns) and is on the 

same order of magnitude for each direction.  

 

4.3.4 Volume Changes Upon CH4 Adsorption 

Table 4.4 compares the structural properties of the kerogen matrices before and after MD 

simulations, showing that kerogens experience volumetric strain upon CH4 adsorption. 

This is consistent with other literature data.175,178  In addition, the pore limiting diameter of 

all kerogen matrices appears to be smaller than the methane molecular diameter in the 

TraPPE-UA force field, i.e., 3.73 Å. This suggests methane should not be able to diffuse 

through the percolated pore network. Yet some diffusion is observed, most notably in the 

Type I-A model (Figure 4.6). This finding is consistent with the trend reported in an earlier 

study181 for Type II-D kerogen. Diffusion of CH4 through pores that are too small to permit 

methane motion suggests that the CH4 molecules themselves may actively change pore 

accessibility, opening up micropores that were previously inaccessible. Indeed, pore size 

distribution analyses of kerogen models before and after the MD simulations suggest that 

methane imbibition has caused a shift of pore size distribution from the initial peak at 

approx. 3.2 Å to 3.8 Å, which is about the size of a TraPPE united atom methane molecule 

(Figure B5). Slow diffusion observed in kerogen types other than Type I-A could be due to 

CH4 molecules being confined and localized in small nanospaces, i.e., isolated pores with 

no diffusion pathways. Finally, total helium volume of the kerogen matrices appears to 

have increased after CH4 adsorption, which suggest that CH4 adsorption increases the 

porosity of the matrices, consistent with the hypothesis that CH4 actively opens diffusion 

pathways. Additional studies that can provide energetic insight into this process are 

warranted. Vasileiadis et al.182 reported that the self-diffusion coefficient has a positive 

correlation with the pore limiting diameter. However, the findings of this study do not 

support their results. However, the findings of this study do not support their results. In 

any case, construction of 3D kerogen matrices from relatively low molecular weight 
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kerogen macromolecules should be handled with care as the lack of cross-linking between 

kerogen units may allow increased flexibility which is not present in real kerogen.177 

 

4.4 Conclusions 

The primary motivation of this study was to examine CH4 diffusion in 3D kerogen matrices 

built from model kerogen molecules that span the recognized types and maturity levels of 

natural kerogens. The MD and GCMC simulation results reported here show that swelling 

of the 3D kerogen matrix occurs upon CH4 adsorption. Methane adsorption also induces 

other changes in the pore network such as variations in the pore limiting diameter and 

accessibility between pores in the network. Importantly, all kerogen structures exhibit 

some degree of anisotropy in the CH4 diffusion behaviour with the exception of Type I-A 

kerogen (Figure B7), the least mature and lowest density model. As has been observed for 

fluid diffusion in other microporous to nanoporous materials, the diffusion of CH4 in 

kerogen matrices is slow compared to bulk CH4.  

 

This study has many broader implications for understanding CH4 diffusion and recovery in 

kerogens and shales.  The scientific community already knows that kerogens contain a 

significant fraction of the methane in shale-gas reservoirs217–219 and that the recovery of 

methane from shale-gas reservoirs is low compared to other types of gas reservoirs (a few 

10s of %).220,221 What is less clear is why the recovery is so low and what can be done about 

it. The solutions to both of these questions rely on a detailed molecular-scale understanding 

of CH4 behaviour in shales and all shale components, including kerogen. The ability to 

extract kerogen and know the extracted kerogen has the same physical and chemical 

characteristics as kerogen in the native rocks is currently limited.  Thus, computational 

approaches are likely key to developing a molecular-scale understanding of what is 

happening in shale-gas reservoirs and will also be needed to help verify experimental data 

once the community at large is able to collect detailed molecular-scale experimental data 

for methane adsorption and dynamics in kerogens. Thus, there is a pressing need to have 

good computational models of kerogens, to understand how to build realistic computational 
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models of kerogens, and to do both of these for a broad range of kerogen types. Due to the 

scope of the kerogen models examined in this study and the clear procedures for generating 

kerogen matrices, one of the more important broader implications of the present study is 

that it forms an important baseline data set for future research into gas recovery from 

kerogen. These results also highlight several operational considerations that must go into 

creating computational models of kerogen and interpreting and comparing the associated 

molecular modelling data sets.  Operationally, the annealing procedure employed when 

creating a 3D kerogen matrix from small representative model molecules plays an 

important role in determining the final pore characteristics of the dense kerogen structures. 

More research is needed to understand the relationship between the annealing method and 

the pore accessibility of the resulting packed structures. To improve consistency between 

modelling studies and applicability to the field, our results and those in the literature also 

suggest that more experimental data are required regarding the pore network and network 

connectivity and that future modelling studies must map the model kerogen matrix pore 

network to match these data. Based on the volume expansion and potential active role of 

CH4 in the pore network, future work should be conducted under 𝑁𝑃𝑇  conditions to 

enable swelling of the kerogen matrix.  Likewise, additional modelling studies that estimate 

the energetics of methane adsorption and kerogen matrix swelling are warranted to 

improve our understanding of CH4 transport thermodynamics in this important phase of 

shale gas reservoirs. The results presented here make it possible to conduct new and much 

needed modelling calculations of thermodynamic parameters regarding methane 

adsorption in a broad array of kerogen types, transport calculations, and computational 

models of methane/water and methane/carbon dioxide competition for binding sites in 

kerogens. The results presented here show that mature kerogens have more anisotropic 

diffusion pathways than immature kerogens and that it should be easier to recover methane 

from kerogen types with higher methane diffusivities and when the kerogens have the 

physical space required to swell since the flexibility of the kerogen network seems key to 

enabling methane diffusion.  The latter point is particularly important given the known 

volume expansion of shales due to water uptake by clay minerals, which may alter the pore 
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network and kerogen density/porosity.4 Ultimately, a detailed molecular-scale 

understanding of methane-kerogen interactions from this and future studies using similar 

methods of constructing kerogen models will contribute to practical in-field solutions for 

increasing the methane recovery from kerogens in shales.   
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Chapter 5 Supercritical Carbon Dioxide Enhanced Natural Gas 

Recovery from Kerogen Micropores 

The material presented in this Chapter was published in 2022 in Volume 62 of Journal of 

CO2 Utilization. Available online via: https://doi.org/10.1016/j.jcou.2022.102105. 

 

5.1 Introduction 

A net-zero emission future is vital in controlling global heating and preventing adverse 

climate disasters to come. Despite the increasing demand for renewable energy, it is 

projected that fossil fuels will remain the largest share in the global energy portfolio for 

many years. Of all the fossil fuels, natural gas consisting of mainly methane (CH4) is 

considered the cleanest, generating less air pollution and greenhouse gas emissions when 

burnt in the same quantity as coal and petroleum. In recent years, significant effort has 

gone into exploring unconventional sources of natural gas such as shale gas, tight gas, and 

coalbed methane (CBM).2,3 To date, a significant amount of source rock reserves have been 

discovered, of which 647.95 trillion m3 of shale gas are technically recoverable,6 and 

successful commercial exploitation could help to alleviate a potential energy crisis. The 

combination of both horizontal drilling and hydraulic fracturing techniques has 

accelerated the production of shale gas and coal seam gas, however, unconventional gas 

production still faces a low recovery rate of 20% or less and CH4 emissions are at least 30% 

higher than that of conventional natural gas reserves.19,155,222,223 To reach these yields, 

chemical additives are introduced into hydraulic fracturing fluids in the amount of 0.05-

1.5 wt% of the total hydraulic fracturing fluid. Though these are seemingly small quantities, 

a substantial amount of additives are used over the full lifetime of a well (150-600 m3). 

There is very little published data regarding the composition or identity of the chemical 

additives used owing to trade secret protection. The US EPA has identified over 1000 

chemical substances that have been used as chemical additives between 2005 and 2013.224 

The FracFocus database225 indicates that chemical additives that may eventually break 

down to perfluoroalkyl and polyfluoroalkyl substances (PFAS), also known as “forever 

https://doi.org/10.1016/j.jcou.2022.102105
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chemicals”, have been used commercially since 2011. The impacts of these additives on 

human health and biodiversity in the environment remain largely unknown, through 

preliminary studies suggest those additives can cause developmental and reproductive 

harm to mammals.20,21 In order to achieve a long-term safe and sustainable production 

whilst achieving global climate targets over the coming decades, i.e., net-zero emissions, it 

is vital to eliminate or replace the toxic chemical additives used in hydrofracking fluids. 

 

One method that could eliminate the use of water-based fluids and the additives they 

require is the use of supercritical CO2 as a means of enhanced gas recovery (EGR) that may 

or may not be coupled with geological CO2 sequestration (GCS).41–45 Techniques such as 

CO2 injection226–229 and liquid CO2 fracturing230 can be used to deliver CO2 into 

unconventional reservoirs. The latter has shown great promise with an increased extraction 

efficiency by up to 50%, whereas traditional hydraulic fracturing extraction is often 

hindered by the formation of ordered water in the micro and mesopores, causing low gas 

productivity.11,12 Thus far, CO2 injection-based EGR has yet to be developed to its fullest 

potential, and doing so requires that we learn more about the molecular-scale behaviours 

that influence gas recovery and the gas recovery mechanisms; a vital step towards achieving 

economic viability of a CO2-based process.231 

 

Methane exists in various dynamic fluid states within the shale micropores, i.e., free (in 

fractures and pores), adsorbed (surfaces of shale matrix), and dissolved (absorbed within 

organic matter like kerogen) states.22,177,232 It has been established that the adsorbed gas 

dominates the total gas in place (GIP) – up to 85% of the GIP is adsorbed CH4.233,234  

Adsorbed gas is located mainly in the organic parts of the shale matrix that are dominated 

by waxy substances known as kerogen.216,235–239 A comprehensive introduction to kerogens 

can be found in Chapter 4. Several experimental and theoretical studies have demonstrated 

that kerogen or proxies of it (e.g., carbon nanotubes (CNTs), graphite, and etc.) 

preferentially adsorb CO2 over CH4,26–40 though the mechanisms that underpin gas recovery 

are not fully understood. Probing the phase behaviour of fluids in confined kerogen 
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micropores poses a challenge for experimental studies, as do the length and time scale 

involved for time-dependent dynamic processes such as competitive adsorption and gas 

displacement at the nanoscale. Molecular simulations have become one of the most popular 

methods to provide molecular-scale insight into fluid–kerogen interactions, 

complementing experimental observations.28,240 In recent years, atomistic simulation 

techniques such as grand canonical Monte Carlo (GCMC)178,184,241 and molecular dynamics 

(MD)176,181,182,187,242 have been used to study fluid adsorption and diffusion/transport in model 

shale matrices. The hybrid GCMC/MD simulations175,186,243 has advanced our understanding 

of adsorption in shale by taking into account sorption-induced strain. A great deal of 

literature has been reviewed in our recent study244 examining various packing procedures 

to generate kerogen matrices of different maturity levels and the effects the packing 

procedure has on the CH4 diffusion behaviour. In the remainder of this introduction, we 

will focus on recent progress made modelling CO2-EGR in kerogen systems. 

 

In 2017, Sun et al.29 offered molecular insights into CH4 displacement by CO2 injection in 

a 21 Å wide slit-shaped nanopore of mature kerogen developed by Collell et al.245 They 

reported higher CO2 adsorption capacities compared to CH4 in kerogen.  They also show 

that the fluid diffusion rate is slowest for pores within the kerogen matrix < internal surface 

of slit pore < central pore region due the varying degree of fluid interactions with the 

kerogen pore surfaces. CH4 and CO2 adsorption energies on the surface of the kerogen 

fragments showed that CH4 has a weaker interaction with the kerogen surfaces compared 

to that of CO2. In addition, the former has been shown to adsorb relatively uniformly across 

the kerogen surface, whereas the latter adsorbs more strongly to hydroxyl groups. Through 

𝑁𝑉𝑇 MD simulations at varying bulk CO2 pressures between 6–20 MPa, they demonstrated 

that the higher the bulk pressure, the higher the CH4 recovery rate, reporting a maximum 

recovery of 84% at 20 MPa.  Importantly, their result shows that a small amount of CH4 

adsorbed within the matrix remained unrecoverable. Through simulated annealing, Pathak 

et al.242 showed the sorption induced volumetric strain of a kerogen matrix made up of 15 

Type II-C kerogen molecules when exposed to a total of 750 molecules of CH4 and/or CO2 
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at 400 K and 300 atm. They found that the diffusion coefficient of CH4 is an order of 

magnitude higher than that of CO2 and that CH4 imbibition resulted in swelling of the 

kerogen matrices. However, replacing the CH4 with CO2 led to shrinkage of the kerogen 

matrix volume of 75% or higher. They suggested that a greater volume of CO2 must be 

injected than the GIP to ensure the kerogen matrix does not deform. More recently, 

Babatunde et al.246 modelled CH4/CO2 adsorption in shale through GCMC simulations using 

a slit-shaped nanocomposite made of 60% clay minerals (montmorillonite and illite), 10% 

Type II-D kerogen and 30% quartz. The proposed shale model was found to have a superior 

adsorption capacity and surface area compared to that of its individual components. Their 

results also match those observed in earlier studies where CO2 exhibits a stronger affinity 

for adsorption than CH4 on the kerogen components and confined fluids are predominantly 

in adsorbed state rather than as free gases. In the same vein, Huang et al.247 studied the fluid 

states (adsorbed, dissolved, and free) of CH4 and CO2 in a confined wet shale environment 

using an organic-inorganic nanocomposite consisting of Na-montmorillonite sheets and 

Type I-A kerogen clusters made up of three kerogen molecules. Through hybrid GCMC-

MD simulations at 338 K, they quantitatively determined the dynamic distributions of the 

fluid states of CH4 and CO2 during a three-stage shale gas recovery process (initial pressure 

depletion from 200 to 96 atm, subsequent CO2 injection at 113 atm, and final pressure 

depletion from 113 to 96 atm) whilst permitting structure relaxation of the nanocomposite. 

They uncovered the trend that pressure depletion stages produce mainly free CH4 whereas 

CO2 injection mostly displaces the CH4 adsorbed within the kerogen. Zhang et al.248 

investigated the competitive adsorption of CO2 and CH4 in both silicalite-1 (zeolite) and 

Type II-D kerogen (organic matter) using GCMC simulations between 300-425 K and fluid 

pressures up to 45 MPa. They showed that both adsorbents exhibit high affinity towards 

CO2, with kerogen showing the largest preference for CO2 and the highest CO2/CH4 

selectivity. In a follow up study,249 they reported that the adsorption of CH4 and CO2 

becomes less favourable in the presence of water, however, the strong interactions between 

CO2 and kerogen allow the CH4/CO2 replacement process to proceed.  
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Figure 5.1: van Krevelen diagram.25 The crosses mark the kerogen types investigated in this work. Adapted 

with permission from Yu et al.244 Copyright 2022 American Chemical Society.  
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Using graphite and a model Type II-D kerogen matrix, Li et al.250,251 utilised GCMC 

simulations to probe the adsorption behaviours of pure CH4 and binary mixture of CH4/CO2 

in environments with varying salinity (up to 6 mol/L NaCl), moisture content (up to 5 wt% 

H2O) and ethane (up to 5 wt% C2H6). They noted that the presence of other compounds 

inhibits the adsorption of CH4, with the greatest inhibition at the highest C2H6 

concentration. Despite the negative impacts on CH4 loading, the presence of said 

compounds improves the CO2/CH4 selectivity, which could facilitate EGR. More recently, 

Zhou et al.252 presented the wettability transition mechanisms on the surface of model Type 

II-D kerogen (low oxygen content) through 5 ns long MD simulations in 𝑁𝑉𝑇 ensemble 

and the supporting DFT calculations. They outlined that at low CO2 pressures, the kerogen 

surface is likely to be water-wet and the transition into CO2-wet state occurs at high CO2 

pressures, hindering capillary trapping of CO2, which makes CO2-EGR favourable. 

 

Overall, these studies offer valuable insights into the adsorption process as well as the CO2 

for CH4 gas displacement to a certain degree. However, they do not offer a detailed picture 

describing the CH4 displacement mechanisms during the CO2 injection process. Stochastic 

non-physical moves are sampled during GCMC simulations, such as particle deletion and 

reinsertion. While these enable equilibrium to be reached quickly at a given bulk chemical 

potential, they do not allow the system to evolve over time, meaning that time-dependent 

properties such as diffusion and displacement/replacement kinetics cannot be quantified. 

Furthermore, some of the MD studies that do capture time-dependent behaviour suffer 

from a short simulation time that may not represent the equilibrium state of the system. 

We investigated CH4 adsorption and diffusion in kerogens of different types and maturity 

levels using GCMC and equilibrium MD methods in Chapter 4.244 The results show that 

each individual kerogen matrix exhibits unique physical characteristics such as CH4 loading, 

pore size distribution, and helium accessible volume. In addition, this work shows that CH4 

diffuses faster in both immature Type I-A (high H/C ratio) and overmature Type II-D (low 

H/C ratio) kerogens as compared to the other kerogen types. 
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In this study, we set out to gain a better understanding of the mechanisms and kinetics of 

in-situ replacement of CH4 by CO2 in model kerogen systems using a constant chemical 

potential molecular dynamics (C 𝜇 MD) approach. C 𝜇 MD works by employing self-

adjusting bi-directional bias forces to control the chemical potential of fluids in designated 

volumes. This way non-equilibrium modelling of concentration-driven processes can be 

carried out. The C𝜇MD method was first demonstrated to study crystal growth/dissolution 

at constant solution concentration.253,254 Then it was extended to research gas transport and 

separation in porous membranes. This was achieved by maintaining two control volumes 

of different fluid concentrations at the feed and permeate sides, thereby creating a 

concentration gradient across a membrane that facilitates the diffusion of molecules.255,256 

Using C𝜇MD, Loganathan and co-workers257 showcased adsorption of CH4 and CO2 onto 

the surfaces of Na-montmorillonite when exposed to fluids external to the slit-pore at 

constant reservoir composition. In this work, we used the C𝜇MD technique to understand 

the recovery mechanisms of CH4 from organic matter (kerogen) when it is injected with 

supercritical CO2. In the C𝜇MD simulations, kerogen slabs pre-adsorbed with CH4 were 

exposed to supercritical CO2. This allowed adsorption kinetics of CO2 and the consequent 

desorption of CH4 to be quantified at constant thermodynamic driving force. In addition, 

we also provided a contrast between the recovery rate of CH4 in both immature (Type I-A) 

and overmature (Type II-D) kerogens (see Figure 5.1) by mimicking the real ERG process 

via CO2 injection. 

 

5.2 Methods 

5.2.1 Construction of Kerogen Slabs 

The kerogen slabs used in this study were based on bulk kerogen matrices created in our 

earlier study.244 Type I-A (𝑀𝑤 = 3805.1 g/mol, 𝜌 = 0.964 ± 0.004 g/cm3) and Type II-D (𝑀𝑤 

= 2468.8 g/mol, 𝜌  = 1.119 ± 0.060 g/cm3) kerogen macromolecules were designed by 

Ungerer et al.171 based on Green River Shale and Duvernay Shales, respectively. Firstly, we 

used three matrix structures for Type I-A and Type II-D kerogens from our previous study. 

Then, we loaded the structures with CH4 based on estimates from earlier GCMC  
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Figure 5.2: The initial configuration of the CH4–CO2 kerogen systems, where external forces (FL and FR) were applied on both sides to maintain constant chemical 

potential in the control regions (CRL and CRR).
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simulations through the RASPA molecular simulation package.200 In order to create the 

kerogen slabs, we first replicated the CH4-loaded kerogen matrices two times in the 𝑧-

direction, such that the resulting slabs were roughly 10 nm thick in the 𝑧-direction, while 

retaining their 𝑥 and 𝑦 dimensions. The kerogen slabs were then centred in a simulation 

box 30 nm-long in the 𝑧-direction, while maintaining the other directions to the same 𝑥 

and 𝑦-dimensions as the original kerogen matrices. The remaining void regions of the box 

were then filled with supercritical CO2. Figure 5.2 shows the initial configuration of CH4–

CO2 kerogen systems. 

 

5.2.2 Simulation Settings 

All MD simulations were performed using GROMACS 2020.4 molecular dynamics 

simulation software,137 which was patched with a modified PLUMED version 2.7.1258,259 to 

enable C𝜇MD within the NVT ensemble.  Newton’s equations of motion were integrated 

with a time step of 1 fs via the leapfrog algorithm. To control the system temperature, 

Nosé–Hoover thermostat57,58 with a coupling time of 0.5 ps was used. The interatomic 

potentials for the flexible kerogen slabs were obtained from CVFF.195 The CH4 and CO2 

molecules were represented by the TraPPE-UA134 and EPM2-based260 models, respectively. 

Short-range non-bonded interactions were described through Lennard–Jones (LJ) 

potentials. Lorentz-Berthelot mixing rules were used to calculate the LJ interactions of 

unlike atom pairs in different kerogen macromolecules or further than three bonds of the 

same macromolecule. Long ranged Coulombic interactions were calculated using a smooth 

particle mesh Ewald (PME) method138 of a fourth order polynomial with a mesh width of 

0.12 nm. In all simulations, periodic boundary conditions were imposed in all three 

directions. A cut-off radius of 1.4 nm was used for both the LJ interactions and the real part 

of the Ewald summation. Dispersion corrections for long range van der Waals interactions 

were not applied to energy or pressure. The width of the transition regions, control regions, 

and bias force regions, which are shown in Figure 5.2, were set to 2.5, 2.5 and 0.25 nm, 

respectively. The target density of CO2 in the control regions was set to reproduce the 

density of CO2 at 365 K and 275 bar, mimicking reservoir-relevant conditions, at roughly 
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9.0916 CO2 molecules per nm3. The target density of CO2 in the control regions were 

maintained by using the force constants, 𝐹𝐿 = 𝐹𝑅 =  10,000 kJ nm3 mol-1, which were 

applied at the centre of the bias force regions (Figure 5.2). The concentration of CO2 in the 

control regions were monitored over the course of the simulations at intervals of 0.5 ps to 

ensure the density of CO2 remains close to the target value. To prevent any shift of the 

kerogen slabs, we defined a freeze region of 0.5 nm thick in the middle of the simulation 

box, in which the motion of the kerogen atoms was frozen in the 𝑧-direction only. This 

setup allows the simulation of a symmetric adsorption/desorption process, where the in-

place CH4 is being extracted and replaced by the injection of CO2. All simulations were 

carried out at 365 K and for 200 ns in the case of Type I-A and 400 ns for Type II-D kerogen 

systems. Sample input files, including force field parameters and initial configurations, can 

be obtained online. Details on how to incorporate the C𝜇MD method within PLUMED is 

available on GitHub (via https://github.com/mme-ucl/CmuMD). 

 

5.2.3 Adsorption/Desorption Kinetics and Diffusion of CH4 and CO2 in Kerogen 

Adsorption is a three-step process, which first involves two mass transport steps external 

to the adsorption surface (film diffusion and subsequently intraparticle diffusion) and 

finally surface reaction on the internal surface of the adsorbent. The adsorption rate is the 

sum of all three steps.261 In order to describe the enhanced gas recovery process, kinetics 

modelling was applied to predict the rate of CO2 adsorption and CH4 desorption from 

kerogens as a function of time. Classical kinetics models, namely, pseudo-first order (PFO) 

and pseudo-second order (PSO) were used to fit the uptake and desorption profiles of CO2 

and CH4, respectively.262,263 The linearised forms of the models were provided in Ho and 

McKay’s work.264 A linear fit can be obtained by plotting ln
𝑄𝑒

𝑄𝑒−𝑄(𝑡)
 vs 𝑡 and 

𝑡

𝑄(𝑡)
 vs 𝑡 for 

PFO and PSO, respectively, where 𝑄(𝑡) is the adsorbate adsorbed at given time, 𝑡, or at 

equilibrium, 𝑄𝑒. The rate coefficient, 𝑘, and equilibrium loading, 𝑄𝑒, can then be estimated 

through the slope and intercept of the line of best fit. There is very little consensus 

regarding the validity of the PFO model, some265,266 argued it is valid at the initial stage, 

where the initial concentration is high, while others267,268 at the final stage of adsorption 

https://github.com/mme-ucl/CmuMD
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(near equilibrium). In the case of the PSO model, its superiority compared to the PFO 

model and wide applicability during adsorption has been reported in the literature.261 In 

this study, we compared both the PFO and the PSO models to assess the quality of the fits 

through the coefficient of determination, 𝑅2, and estimated the adsorption kinetics and/or 

equilibrium loading amount of CH4 and CO2 in Type I-A and Type II-D kerogens. 

 

Gas transport in shale primarily occurs through diffusion, which influences gas recovery as 

well as the kinetics of the recovery process.22 In order to improve our understanding of gas 

transport, we calculated the mean square displacement (MSD) of adsorbed CO2 in both 

Type I-A and Type II-D kerogens in the last 50 ns of the simulations. Moreover, the MSD 

for inaccessible and recovered CH4 were calculated at the initial (50-100 ns) and final (last 

50 ns) stages for Type II-D kerogen systems. The final frames of each simulation were 

analysed, only CO2 molecules that have penetrated deeper than 10 Å from the outermost 

atoms belonging to the kerogen slab at both ends are considered to be in an adsorbed state. 

In the same way, any remaining CH4 molecules in Type II-D kerogens are deemed to be in 

isolated pores or otherwise recovered. 

 

5.3 Results and Discussion 

5.3.1 Kerogen Swelling 

An earlier study by Pathak et al.242 suggested that CH4 replacement with an insufficient 

amount of CO2 may lead to kerogen deformation. To assess sorption induced volumetric 

strain upon CH4 displacement, Figure 5.3 compares the 𝑧-density profiles of kerogen slabs 

before and after simulation in various runs. The 𝑧-density profiles of Type I-A and Type II-

D kerogen show that Type I-A swells in the z direction more than Type II-D as CH4 is 

displaced by CO2. Initially, the CH4-loaded Type I-A kerogen slabs have smooth density 

profiles, whereas the density profiles of CH4-loaded Type II-D kerogen slabs show large 

fluctuations indicative of a less homogenous structure in Type II-D (Figure 5.3, orange 

lines). Swelling in the z-direction is observed in the width of the density profile for both 

kerogen types after CO2 adsorption and CH4 desorption (Figure 5.3, green lines). The 
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swelling is more significant in Type I-A kerogen and is reflected in both the density and 

the slab width. Comparing the density profiles of CH4 and CO2 in the 𝑧-direction in Type  
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(A) Type I-A 

   

(B) Type II-D 

   

Figure 5.3: Density profiles (𝑧-direction) of kerogen slabs in various simulation runs for a) Type I-A and b) Type II-D kerogens.  
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Type I-A Type II-D 

(A) CO2  (C) CO2  

  

(B) CH4 (D) CH4 

  

Figure 5.4: CH4 and CO2 loadings over time in various kerogen slab samples
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Adsorbed CO2 

(A) Type I-A (150 – 200 ns) 

 

(B) Type II-D (350 – 400 ns) 

 

Figure 5.5: The MSD plots of adsorbed CO2 in Type I-A and Type II-D kerogens in the last 50 ns of various 

simulation runs.  
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I-A and Type II-D kerogens shows that the CH4 density in the kerogen slabs decreases over 

time while the CO2 density increases (Figures Figure C1 and Figure C2). The final density 

profiles for CO2 in Type I-A kerogen slabs appear similar and have final CO2 densities that 

fluctuate around 5 CO2 molecules/nm3. The huge variations in density across the 𝑧 -

direction for Type II-D kerogens highlight the structural heterogeneity, which could arise 

from the preferential parallel stacking arrangement of Type-D kerogen macromolecules.189 

We also observe that, up on CO2 adsorption, Type II-D kerogens retain more CH4 than that 

of Type I-A, suggesting that CO2 either cannot access or cannot effectively compete with 

CH4 for some adsorption sites in the kerogen structures. 

 

5.3.2 CH4 Recovery in Kerogen Through Supercritical CO2 Exposure 

Figure 5.4 shows the evolution of CO2 and CH4 loadings in Type I-A and Type II-D 

kerogens as a function of the simulation time. In general, CO2 is adsorbed more quickly 

than the CH4 is desorbed, with the system attaining equilibrium in approx. 100 and 150 ns 

for Type I-A and Type II-D kerogens, respectively. Looking at Figure 5.4, it is apparent that 

there are two distinct stages for CO2 uptake, an initial rapid increase and followed by a 

more gradual uptake before reaching a plateau. Together, the data suggest that the kinetics 

of CO2 adsorption is faster in Type I-A than in Type II-D kerogen. Indeed, MSDs of 

adsorbed CO2 molecules in Type I-A and Type II-D computed in the last 50ns of the 

simulations show that CO2 diffuses two to three orders of magnitude faster in Type I-A 

kerogens compared to that of in Type II-D kerogens (Figure 5.5). This suggests that in Type 

I-A kerogens pores are better connected compared to in Type II-D kerogens. In the case of 

CH4 desorption, there is a gradual continuous decrease in CH4 loading over time, which 

asymptotically approaches a very low equilibrium loading. Indeed, when the number of 

CH4 molecules that remain in Type I-D and Type II-D kerogens at the end of the 

simulations are compared against the initial number of CH4 molecules, one can see that in 

Type I-A kerogen, almost all CH4 molecules are replaced by the adsorbed CO2 molecules; 

whereas, in Type II-D kerogen a significant fraction of the CH4 molecules still remain 
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adsorbed. This clearly indicates that in Type II-D kerogens, there are CH4 molecules in 

isolated pores that are inaccessible to diffusing CO2 molecules. 

 

Table 5.1 provides a summary of CH4 recovery when the kerogen slabs of different maturity 

levels were exposed to supercritical CO2. While both kerogens take up more CO2 molecules 

than the methane molecules they release, Type I-A kerogen takes up much more CO2 per 

initially adsorbed methane than Type II-D. We observe that the inaccessible CH4 

molecules; i.e, those not replaced by CO2, in Type II-D are an order of magnitude more 

than the same in Type I-A kerogen. According to the date in Table 1, one CH4 molecule 

was replaced by two CO2 molecules in Type II-D kerogen, whereas in Type I-A kerogens, 

the replacement ratio is approximately six CO2 molecules for one CH4 molecule. Further 

analysis also shows that CO2 is most effective at recovering CH4 in Type I-A with a recovery 

factor of at least 90%. For Type II-D kerogen, the recovery factor is in between 65-83%. 
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Table 5.1: Number of CH4 and CO2 molecules in the kerogen slabs in various simulation runs and the corresponding CH4 recovery factor and replacement ratio. 

Kerogen Run 

CH4 CO2 
CH4 Replacement 

Ratio Initial Final* 
Recovery Factor 

(%) 
Final* 

Type I-A 1 170 15 91.18 958 6.18 

2 170 8 95.29 932 5.75 

3 164 17 89.63 1040 7.07 

Type II-D 1 394 142 63.96 588 2.33 

2 426 114 73.24 668 2.14 

3 502 93 81.47 810 1.98 

* Averaged over the last 5 ns 

 

Table 5.2: Parameters of the linear fit for the PSO kinetic model. 

Run 

𝑸𝒆  (mmol/g) * 𝒌𝟐  (g (mmol ns)-1) 

Type I-A Type II-D Type I-A Type II-D 

CH4 CO2 CH4 CO2 CH4 CO2 CH4 CO2 

1 0.0313 2.6317 0.5620 2.4618 -1.4057 0.0351 -0.0816 0.0255 

2 0.0160 2.5130 0.4344 2.8573 -3.3487 0.0720 -0.0765 0.0162 

3 0.0392 2.8012 0.3550 3.4152 -1.3601 0.0414 -0.0673 0.0172 

* To convert no. of mmol of fluid per g kerogen to no. of fluid molecules per kerogen slab, which contains 100 kerogen macromolecules, one needs to multiply the 𝑄𝑒 value by 
𝑀𝑤

10
, where 

𝑀𝑤 is the molecular weight of the respective kerogen macromolecules.
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This inconsistency may be due to the random packing procedure we used to prepare the 

underlying kerogen matrix, where structural heterogeneity may emerge.244 We also 

observe that the rate of CH4 desorption in Type II-D systems is at least 3 times faster than 

CO2 adsorption rate. It is widely accepted that CO2 has a higher affinity towards kerogen 

than CH4. The lower adsorption rate of CO2 when compared to CH4 suggests that diffusion 

might play a more important role in setting the overall rate than the actual adsorption 

process at the surface. It can thus be suggested that the CH4/CO2 replacement process could 

be a diffusion-controlled process. The low statistical noise for Type II-D methane 

desorption is a result of the comparatively small numbers of residual methane molecules in 

Type I-A kerogen, leading to large fluctuations in the curve at longer times. Furthermore, 

we applied the PFO model to obtain the 1st order rate coefficient (𝑘1) for CO2 adsorption 

in kerogens as shown in Figure C5.  It can be seen from Figure C5 that the quality of fit for 

the PFO model are subpar as compared to the PSO model (Figure C4). Since the 𝑅2 values 

for the fits were all below 0.5, it can be concluded that the PFO model is not suitable for 

modelling adsorption kinetics for the systems we investigated. CH4 displacement being 

well-fit by a PSO process suggests that the rate limiting step in the displacement mechanism 

is a bimolecular process, though it is unclear what specific species are involved (e.g., two 

CH4 molecules vs. one CH4 and one CO2).
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CH4 in Type-II D Kerogens 

(A) Recovered 

   

(B) Residual 

   

Figure 5.6: The MSD plots of recovered and isolated CH4 in Type II-D kerogen at the initial (50-100 ns) and final (350-400 ns) stages of various simulation runs.
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5.3.3 Analysis of Inaccessible CH4 in Type II-D Kerogen 

We earlier mentioned that in Type II-D kerogens a fraction of the CH4 molecules remain 

trapped despite being exposed to supercritical CO2. To provide a contrast between 

recovered and trapped CH4 molecules in Type II-D kerogens, we computed their used MSD 

profiles separately. We did this by assigning different labels to the CH4 molecules that 

remain in and outside the kerogen slabs at the end of the simulations; i.e. recovered and 

residual, respectively. It is worth pointing out that the initially adsorbed CH4 molecules in 

Type I-A kerogens were almost completely replaced by CO2 molecules and hence not 

included in this analysis. Figure 5.6 compares the MSDs of CH4 molecules in Type II-D 

kerogen systems. There are two important differences between the recovered and residual 

CH4. One, the recovered CH4 molecules display about an order of magnitude faster 

diffusion rate as compared to residual CH4 molecules in the kerogen slabs of Type II-D at 

any stage of the simulations; and two, at the beginning of the simulations (50-100 ns), 

where the adsorbed CH4 content is still high, the MSD of recovered CH4 is lower than that 

of recovered CH4 towards the end of the simulations (350-400 ns), where all recovered CH4 

molecules are outside the kerogen. This is because at the earlier stages, the recovered CH4 

molecules are still in the kerogen matrix where the diffusion is slower compared to that of 

outside the kerogen. On the other hand, the MSDs of residual CH4 molecules offer a 

consistent pattern with no significant differences in magnitude regardless of the 

progression of the simulations. These observations imply that the residual CH4 is in a highly 

constrictive environment, i.e., in narrowly confined pores, thereby inaccessible, and that 

CO2 could only displace accessible CH4 and that inaccessible CH4 would remain 

unrecoverable in isolated pores. Comparing the MSDs of both adsorbed CO2 and trapped 

CH4 within Type II-D kerogen slabs, in Figure 5.5 and Figure 5.6, respectively, it is clear 

that the MSD profiles of the former is higher than that of the latter. 

 

5.4 Conclusions 

In this study, we investigated the kinetics associated with the use of supercritical CO2 as a 

means of EGR and GCS through injection into CH4-bearing organic matter, i.e., kerogen. 
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Kerogen in the environment exists at many maturity levels, and it is essential to assess the 

recovery of CH4 at the start (immature) and end (overmature) of their lifecycle. This paper 

offers a comprehensive picture of how kerogen maturity and heterogeneity may impact gas 

recovery and also the challenges that may arise due to the difference in sorption kinetics. 

Through C𝜇MD simulations carried out under reservoir-relevant conditions (365 K and 

275 bar), this study shows that CO2 injection can theoretically achieve 90% and 65% CH4 

recovery in Type I-A and Type II-D kerogens, respectively. For every CH4 molecule being 

replaced, approx. 2-3 and 6-7 CO2 molecules are being stored in Type II-D and Type I-A 

kerogens, respectively, where a minute swelling can also be observed during this process. 

The relatively large number of unrecovered CH4 in Type II-D kerogens is due to the higher 

density and relatively low pore connectivity of the kerogen slabs, which contain CH4 in 

isolated pores that remains trapped within those pores and therefore inaccessible by CO2. 

The CO2 adsorption process is well modelled by a PSO rate law, which is superior to the 

PFO model at fitting the CO2 adsorption kinetics. Overall, rapid replacement kinetics can 

be observed in immature Type I-A kerogens, primarily as a result of fast fluid diffusion 

through the more porous and flexible slabs, whereas in Type II-D, the kinetics are 

considerably slower. To the best of our knowledge, this is the first study to quantify the 

kinetics of the replacement process, i.e., adsorption of CO2 and the consequent desorption 

of CH4, in kerogens. These kinetic models are tools of industrial importance, especially in 

process engineering, and can be used for predicting and optimising the EGR process, 

thereby improving performance, CH4 yield, and process efficiency. A key strength of this 

study is the ability to monitor the replacement process in real time while maintaining a 

constant thermodynamic driving force. The present study lays the groundwork for future 

molecular level modelling research that can aid improve our understanding of EGR via CO2 

injection into kerogen to achieve net-zero emissions.  
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Chapter 6 Conclusions and Future Work 

 

In this Chapter, the overall findings of this Thesis are presented as well as possible research 

trends that may arise due to the work presented.  

 

6.1 Conclusions 

This thesis is focused on understanding the unique properties of porous sedimentary 

environments found in natural systems, which have been shown to facilitate gas and energy 

storage in enormous quantities at the molecular scale. This research builds upon the 

concept of nature-inspired design, which draws lessons from natural systems to create 

innovative solutions to the UCL Grand Challenges. By investigating the potential of these 

porous environments for artificial energy and gas storage, this thesis aims to contribute to 

developing sustainable and efficient energy solutions inspired by nature. The peculiarity of 

confined fluids deviating from their bulk properties is a common observation. Unearthing 

the insights on the behaviour of fluids under confinement in natural settings could help 

the development of new and efficient industrial processes involving porous media, 

including but not limited to adsorption, catalysis, and separation. This Thesis set out to 

better understand the structure and dynamics of various fluids confined within the pore 

channel/network commonly found in nature via molecular modelling.  

 

Natural CH4, the primary component of natural gas, is poised to be the cleanest of all fossil 

fuels when combusted completely, resulting in 40% less CO2 emissions. The abundant 

quantities of CH4 are stored in the form of gas hydrates in porous sedimentary rocks 

deposited across the globe. By mimicking nature, the main goal of this study is to improve 

the understanding of CH4 storage capacity in nanoporous solids via formation of artificial 

CH4 hydrates, similar to those found deep-under-sea. In Chapter 3, 𝑁𝑃𝑇-EMD simulations 

were conducted to study CH4 hydrate growth within a 50 Å wide slit-shaped hydroxylated 

silica pore at 2 °C, at varying pressures of up to 100 bar, mimicking . By utilising a direct 

phase coexistence approach, CH4 hydrate phase was allowed to grow or dissociate, 
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depending on the pressure imposed, over 6 𝜇s simulations from a three-phase configuration, 

consisting of a CH4 hydrate crystal, liquid H2O and CH4 vapour slabs. While methane 

hydrate growth is typically unfavourable at low pressures, confinement can actually 

promote growth under milder conditions. Specifically, we observed that confinement 

enhances the concentration of CH4 in water, which can facilitate the formation of hydrate 

clusters and ultimately lead to the growth of larger hydrate structures. In this case, the 

effect of pressure plays a part in determining the kinetics of hydrate growth, where the 

higher the pressure, the faster the growth of CH4 hydrates. These findings have important 

implications for understanding the behaviour of CH4 hydrates in natural gas hydrate 

deposits found in various geological formations. This observation could be particularly 

crucial in the exploration of natural gas reserves, where CH4 hydrates could be present 

under low-pressure conditions. By understanding confinement conditions, it may be 

possible to extract CH4 more efficiently and cost-effectively or even consider them as a 

potential storage solution for other greenhouse gases. Moreover, the study could also have 

implications for the development of hydrate-based gas storage and transportation systems 

that rely on CH4 hydrates. Our findings could help inform the design of these systems and 

improve their performance by better understanding how CH4 hydrates behave under 

confinement. Overall, this study provides valuable insights into the fundamental properties 

and behaviour of CH4 hydrates under confinement and may help to inform future research 

in this area. 

 

Apart from CH4 hydrates, kerogens are known to contain a significant fraction of the CH4 

in shale-gas reservoirs and that the recovery of CH4 from shale-gas reservoirs is quite low 

(~10%). What is unclear is why the recovery is so low and what we can do improve the 

recovery process. The solutions to both of these questions rely on a detailed molecular-

scale understanding of CH4 behaviour in shales and all shale components, including 

kerogen. The ability to extract kerogen and know the extracted kerogen has the same 

physical and chemical characteristics as kerogen in the native rocks is limited. Thus, 

computational approaches are likely key to developing a molecular-scale understanding of 
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what is happening in shale-gas reservoirs and will also be needed to help verify 

experimental data once the community at large is able to collect detailed experimental data 

for CH4 adsorption and dynamics in kerogens. Thus, there is a pressing need to have good 

computational models of kerogens, to understand how to build realistic computational 

models of kerogens, and to do both of these for a broad range of kerogen types. In Chapter 

4, EMD simulations were utilised to build realistic 3D kerogen matrices of six kerogen types 

of different maturity levels through simulated annealing. Our results showed that the 

densities of the packed structures are in good agreement with experimental data. The 

amount of in-place CH4 adsorbed within the micropores of kerogen matrices was estimated 

via GCMC simulations at reservoir-relevant conditions, i.e., 365 K and 275 bar. Moreover, 

we also noted that the amount of CH4 loading correlates positively with the aromatic 

content of the kerogen units. Our 𝑁𝑃𝑇-MD results show that CH4 self-diffusivity exhibits 

some degree of anisotropy in all kerogen types examined here except for Type I-A kerogens, 

where diffusion is the fastest and isotropic diffusion is observed. In addition, CH4 self-

diffusivity appears to correlate positively with pore volume for Type II kerogens, where 

diffusivity increases with increasing maturity. Swelling of the kerogen matrices can also be 

observed upon CH4 adsorption. This Chapter presents key operational rules for conducting 

such simulations and the first molecular-scale comparison of CH4 dynamics in a broad array 

of kerogen types. We showed that mature kerogens are more anisotropic than immature 

kerogens and that it should be easier to recover methane from kerogen types with higher 

CH4 diffusivities. Ultimately, a detailed molecular-scale understanding of CH4-kerogen 

interactions will contribute to practical in-field solutions for increasing the CH4 recovery 

from kerogens in shales. The insights gained from this study may assist in creating 

consistent calculations of thermodynamic and transport properties of fluids in a broad array 

of kerogen types after taking the model creation step into account, which can dramatically 

affect the physical properties (pore characteristics) of the resulting matrix structures. 

 

In Chapter 5, we set out to assess the feasibility of recovering shale gas via CO2 injection 

into CH4-bearing immature (Type I-A) and overmature (Type II-D) kerogens using C𝜇MD. 
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Supercritical CO2 was injected into the kerogen slabs at a constant chemical potential 

mimicking reservoir-relevant conditions (365 K and 275 bar). This study has identified that, 

through kinetics modelling, the pseudo-second order (PSO) rate law can be used to describe 

the kinetics of the CH4 recovery and CO2 uptake in kerogens. The kinetics of sorption are 

rapid in Type I-A kerogen due to better connected pore volume facilitating fluid diffusion, 

whereas in Type II-D kerogen, its structural heterogeneity hinders fluid diffusion. 

Estimated second order rate coefficients reveal that CO2 adsorption and CH4 desorption in 

Type I-A are about two times and an order of magnitude faster, respectively, compared to 

those of in Type II-D. Furthermore, we reported up to 90 % and 65 % CH4 recovery in 

Type I-A and Type II-D kerogens, respectively. Kinetics modelling demonstrated here 

could serve as a starting point for developing a highly accurate EGR model, incorporating 

more parameters, such as a wide range of operating conditions. Engineers can then simulate 

the behaviour of an EGR process through the use of process design and optimisation 

software. By inputting the relevant parameters (temperature, pressure or initial CH4 

loading) into such software, the model would be able to identify the optimal operating 

conditions, such as those that maximise CH4 yield (including CO2 storage), minimise energy 

consumption or reduce undesirable byproducts, such as gas hydrates from clogging the 

wellbore and preventing CH4 recovery. Our in-depth analysis revealed that overmature 

kerogen contains inaccessible micropores, which prevent the full recovery of CH4. In 

general, therefore, it seems that more CO2 is required to recover a given amount of CH4 

whilst maintaining the structural integrity of kerogen slabs. These findings have important 

implications for the development of more efficient and sustainable methods for natural gas 

recovery from shale formations. The use of supercritical CO2 could potentially reduce the 

environmental impact of natural gas recovery by reducing the need for hydraulic fracturing, 

which has been associated with environmental concerns such as water pollution and 

seismic activity. Overall, this study should help with the development of CO2-EGR 

processes as well as the potential use of shale as a medium for CO2 sequestration.  
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6.2 Outlook 

In Chapter 3, CH4 hydrate growth under confinement was observed under a slit-shaped 

pore of approx. 50 Å wide, which is in the mesopore range. A natural progression of this 

work is to analyse the effect of the pore size, e.g., in the micropore range (< 20 Å) to uncover 

the impact of ultra-confinement or at a larger pore size until which the confinement effects 

become small and negligible. In addition, instead of a slit-pore, further modelling work will 

have to be conducted in order to determine the effect of pore geometry (cylindrical, tubular, 

etc.) on the behaviour of confined CH4 hydrates. It is also essential to decouple the 

contribution of surface chemistry on CH4 hydrate growth, i.e., the strength of water-

substrate interactions, by using different functional groups of varying degrees of 

hydrophilicity, which has an indirect impact on the hydrate formation yield. Whilst these 

three parameters (size, shape, and surface chemistry) are the key parameters defining CH4 

hydrate formation in confined nanospace, future studies should also include 

comprehensive cage analysis to supplement the understanding of the formation 

mechanisms. Furthermore, more research is needed to reproduce the pore-confined phase 

behaviour of other gas hydrates of different guest molecules (hydrate formers), especially, 

CO2 and H2 as an essential step towards developing gas hydrate-based technology for 

carbon and energy storage, respectively. A future study investigating gas hydrate 

dissociation in confinement through the addition of additives like hydrate inhibitors would 

be very interesting. This will provide us with important insights regarding the feasibility 

of using artificial gas hydrate as a medium for natural gas transportation. Ultimately, a real-

time CH4/CO2 replacement model using C𝜇MD described in this Thesis would serve as a 

basis for understanding the recovery of CH4 from natural gas hydrate whilst saturating the 

hydrate-bearing rocks with CO2, forming artificial CO2 hydrates for long-term CO2 

sequestration purposes.  

 

The main goal of Chapter 4 was to develop representative 3D kerogen models. However, in 

shale environments, kerogens co-exist with other inorganic compounds forming a complex 

heterogenous shale matrix. A further study could incorporate minerals like illite during the 
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annealing procedure and thus creating a representative 3D shale matrix, comparable to 

experimental data. It would be interesting to see how much of the diffusion behaviour of 

CH4 would be affected. Similarly, there are many types of compounds entrapped in a shale 

matrix. By expanding the list of fluids of interest, e.g., H2O, ethane (C2H6), propane (C3H8), 

and etc., we could accurately predict the amount of adsorbed fluids in shale matrices of 

varying mineral content. Furthermore, the chemo-mechanical coupling between adsorbed 

shale gas and the shale matrix because of sorption-induced strain can also be assessed. These 

suggestions also apply to our proof-of-concept study in Chapter 5, which showed that fast 

kinetics and high recovery of CH4 can be obtained through supercritical CO2 injection into 

pure kerogens. A number of possible future studies using the same modelling set up are 

apparent. For example, initially one could attempt to repeat the simulations and kinetics 

modelling over a wide range of possible operating conditions. As a result, a new EGR model 

can then be further developed to incorporate parameters, such as temperature and pressure. 

Furthermore, a kerogen slab located within a slit-shaped pore of illite could be used to as a 

proxy for a real shale matrix. It would be interesting to see how CO2 would interact with 

the illite surfaces and the implication on CH4 recovery in such a set up. Moreover, extracted 

shale often contains H2O and NaCl in varying amount and it is still unclear how this would 

affect the CO2-enchanced recovery process. More information on representative models of 

shale matrix would help us to establish a greater degree of accuracy on this matter. 

Ultimately, a commercially valuable EGR model capable of predicting gas recovery/storage 

over a wide range of distinctive reservoirs across the globe can be developed. Further 

studies are needed to better understand the potential environmental and economic impacts 

of this approach. 
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Appendix A 

Supporting Information for Chapter 3 

 

Figure A1:  Main procedures of MD simulation for confined systems. 

       i  

 reate s a s

 ethane    rate  ater ethane

  

   ro   ate sur ace o   en

 reate three phase con i uration

 ner   minimisation

 uperce    

remo a  o  mi   e portion

 reate initia  con i uration

   ca cu ations



  100 

(A) 2 𝜇s 

 

(B) 4 𝜇s 

 

(C) 6 𝜇s 

 

Figure A2: Snapshots from the bulk system simulation at 40 bar. 
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Figure A3: Variation of the potential energy of the bulk systems as a function of the 𝑁𝑃𝑇-MD simulation 

time with and without dispersion corrections at 24 bar and 271.65 K. 

 

 

Figure A4: Snapshots from the bulk system simulation with dispersion corrections applied at 24 bar.  
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(A)  1 bar 

 
(B) 24 bar 

 
Figure A5: Final snapshots and the potential energy profiles of the confined systems at (A) 1 bar and (B) 24 

bar.  
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Figure A6: The evolution of 𝐹4𝜑 order parameter of the confined systems over the course of the simulations.  
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Figure A7: Variation of the pore width of the confined systems as a function of the 𝑁𝑃𝑇-MD simulation 

time at various pressures and 271.65 K. 
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Appendix B 

Supporting Information for Chapter 4 

(A) Type I-A (C251H385O13N7S3) (B) Type II-A (C252H294O24N6S3) (C) Type II-B (C234H263O14N5S2) 

 

  
(D) Type II-C (C242H219O13N5S2) (E) Type II-D (C175H102O9N4S2) (F) Type III-A (C233H204O27N4) 
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Figure B1: The kerogen model units of various types and maturity developed by Ungerer et al.171 Kerogen types are illustrated on the van Krevelen Diagram (see Figure 

4.1) with respect to their maturity levels. Red, blue, grey, white, and yellow lines refer to oxygen, nitrogen, carbon, hydrogen, and sulphur connected bonds, 

respectively.   
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Figure B2: A workflow diagram of the simulation set up procedure.  
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(A) Type I-A (B) Type II-A (D) Type II-B 

   
(D) Type II-C (E) Type II-D (F) Type III-A 

   
Figure B3: The average MSD of CH4 in the 𝑥, 𝑦 and 𝑧 directions in six kerogen types in 𝑁𝑉𝑇 ensemble at 365 K.
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(A) Type I-A (B) Type II-A (D) Type II-B 

   
(D) Type II-C (E) Type II-D (F) Type III-A 

   
Figure B4: The average MSD of CH4 in the 𝑥, 𝑦 and 𝑧 directions in six kerogen types in 𝑁𝑃𝑇 ensemble at 365 K and 275 bar.   
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(A) Type I-A (B) Type II-A 

  

(C) Type II-B (D) Type II-C 
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(E) Type II-D (F) Type III-A 

  

Figure B5: Pore size distributions of kerogens, before (initial) and after methane loading in five independent runs (T1, T2, T3, T4, and T5).  
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(A) Type I-A (B) Type II-A (D) Type II-B 

   
(D) Type II-C (E) Type II-D (F) Type III-A 

   
Figure B6: RDFs between CH4 and atoms of different functional groups in kerogen macromolecules of various types at 365 K and 275 bar obtained from 𝑁𝑃𝑇 MD 

simulations. Atom types defined by the CVFF force field and included in the above RDF plots are as follows: (cp) sp2 aromatic carbon, (cs) sp2 carbon involved in 

thiophene, (nh) sp2 nitrogen in 5-or 6- membered ring  with  hydrogen attached, (np) sp2 aromatic nitrogen (partial double bonds), (n3) sp3 nitrogen with three 

substituents, (o) sp3 oxygen in ether or ester groups, (oh) oxygen in hydroxyl (OH) group, (o’) oxygen in carbonyl (C=O) group, (s) sulphur in methionine (C-S-C) 

group, (sh) sulphur in sulfhydryl (-SH) group, and (sp) sulphur in thiophene.  
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(A) Type I-A (B) Type II-A (D) Type II-B 

   
(D) Type II-C (E) Type II-D (F) Type III-A 

   
Figure B7: Normalized MSD over time using the formula √〈𝑖2〉 /√〈𝑥2〉 + 〈𝑦2〉 + 〈𝑧2〉, where 𝑖 is one of the three directions on the Cartesian space.   
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(A) NVT (B) NPT 

  

Figure B8: The MSD of bulk CH4 in the 𝑥, 𝑦 and 𝑧 directions in 𝑁𝑉𝑇 and 𝑁𝑃𝑇 ensembles at 365 K and 275 bar. 
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Appendix C 

Supporting Information for Chapter 5 

Type I-A CH4 CO2 

(A) Run 1 

 
 

(B) Run 2 
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(C) Run 3 

  

Figure C1: Density profiles (𝑧-direction) of CH4 and CO2 in Type I-A kerogens at various time intervals. The kink located near the centre of simulation box is because 

the kerogen atoms at very centre of the slabs were not allowed to move in the 𝑧-direction to prevent the kerogen macromolecules from reorienting themselves.
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Type II-D CH4 CO2 

(A) Run 1 

  

 (B) Run 2 
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(C) Run 3 

  

Figure C2: Density profiles (𝑧-direction) of CH4 and CO2 in Type II-D kerogens at various time intervals. The kink located near the centre of simulation box is because 

the kerogen atoms at very centre of the slabs were not allowed to move in the 𝑧-direction to prevent the kerogen macromolecules from reorienting themselves. As a 

result, less CO2 molecules were able to diffuse to the very centre of the slabs.
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Type I-A CH4 CO2 

(A) Run 1 

  

(B) Run 2 
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(C) Run 3 

  

Figure C3: PSO sorption kinetics of CH4 and CO2 in Type I-A kerogens. Note the unit of the adsorbed amount, 𝑁, is number of molecules per kerogen slab, which 

contains 100 Type I-A kerogen macromolecules.
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Type II-D CH4 CO2 

(A) Run 1 

  

 (B) Run 2 
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(C) Run 3 

  

Figure C4: PSO sorption kinetics of CH4 and CO2 in Type II-D kerogens. Note the unit of the adsorbed amount, 𝑁, is number of molecules per kerogen slab, which 

contains 100 Type II-D kerogen macromolecules.
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CO2 Type I-A Type II-D 

(A) Run 1 

  

(B) Run 2 
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(C) Run 3 

  

Figure C5: PFO adsorption kinetics of CO2 in Type I-A and Type II-D kerogens.
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