
Page 1 of 26 
 

 1 
Title  2 
 3 

Radiation burn-through measurements to infer opacity at conditions close to 4 

the solar radiative zone-convective zone boundary 5 

 6 

Authors 7 

 D. J. Hoarty1*, J. Morton1, J. C. Rougier1,2, M. Rubery1,3, Y. P. Opachich3, D. Swatton1, S. 8 
Richardson1, R. F. Heeter3, K. McLean4, S. J. Rose4, T. S. Perry5, B. Remington3 9 

 10 
Affiliations  11 
 12 

 1AWE plc; Reading, RG7 4PR, UK.  13 

2 School of Mathematics, University of Bristol, Bristol, BS8 1UG, UK. 14 

3 Lawrence Livermore National Laboratory; Livermore, CA 94550, USA. 15 

4 Plasma Physics Group, Blackett Laboratory, Imperial College London; London, SW7 2AZ, 16 
UK 17 

5 Los Alamos National Laboratory; Los Alamos, New Mexico, NM 87545, USA 18 
*Corresponding author. Email: David.Hoarty@awe.co.uk 19 

 20 
 21 
Abstract 22 

Recent measurements at the Sandia National Laboratory of the x-ray transmission of iron 23 
plasma have inferred opacities much higher than predicted by theory which casts doubt on 24 
modelling of iron x-ray radiative opacity at conditions close to the solar convective zone-25 
radiative zone boundary. An increased radiative opacity of the solar mixture, in particular 26 
iron, is a possible explanation for the disagreement in the position of the solar convection 27 
zone-radiative zone boundary as measured by helioseismology and predicted by modelling 28 
using the most recent photosphere analysis of the elemental composition.  Here we present 29 
data from radiation burn-through experiments which do not support a large increase in the 30 
opacity of iron at conditions close to the base of the solar convection zone and provide a 31 
constraint on the possible values of both the mean opacity and the opacity in the x-ray 32 
range of the Sandia experiments.   The data agree with opacity values from current state-33 
of-the-art opacity modelling using the CASSANDRA opacity code. 34 
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MAIN TEXT 46 
 47 
Introduction 48 

 An understanding of radiative x-ray opacity is fundamental to astrophysics and 49 
plasma physics in general, including efforts to achieve fusion in the laboratory.   X-ray 50 
opacity of iron is especially important in astrophysics because it has a large contribution to 51 
the overall opacity in stellar interiors.  As the sun is our closest and most intensively 52 
studied star it is the benchmark for modelling stars in the wider universe, and a 53 
discrepancy in solar modelling has implications throughout astrophysics.  In the last two 54 
decades there has been a revision of the solar elemental composition due to the work of 55 
Asplund and coworkers (1-4) studying the C, N, O, Ne, Ar and other elements on the 56 
surface of the sun, though the proportion of iron was unchanged.  The revised composition 57 
resolves some anomalies (5), but modelling using these new values differs from very 58 
precise helioseismic measurements (6-8) of the radial position of the convective zone-59 
radiative zone boundary, which is where energy transport changes from radiative diffusion 60 
to convection.  Helioseismic measurements (9, 10) put the boundary at 0.713±0.001 Rs 61 
where Rs is the solar radius, whereas the position predicted by theory using the new solar 62 
composition is at 0.726Rs. It has been shown that this difference could be accounted for 63 
by an increase of 15% in the mean radiative opacity at the boundary.   The mean opacity 64 
in this case is the Rosseland mean typically used in stellar diffusive radiative transport 65 
simulations, which is the harmonic mean over the whole photon spectrum with a 66 
weighting function that peaks at hν ≈ 4T, where T is the temperature.  The energy 67 
transport is most sensitive to opacity at x-ray energies around the peak of the weighting 68 
function (11,12). 69 

An increased opacity as an explanation for the discrepancy in the solar radiative-70 
convective zone boundary has been supported by recent measurements (13-15) that 71 
indicate a significant difference between the measured and predicted opacity of iron at 72 
conditions close to the base of the convective zone.  Iron is believed to contribute around 73 
20% of the opacity at the convective-radiative zone boundary, where the temperature is 74 
approximately 200eV and the electron density approaches 1e+23/cc.  These 75 
measurements, carried out at the Sandia National Laboratory Z pulse power facility (16), 76 
showed an iron opacity between two and four times higher than predicted by theory over 77 
most of the x-ray energy range of the measurements, between 970-1770eV, which covers 78 
the spectral region of the L shell transitions, bound-free edge and near edge bound-free 79 
continuum.  If extended to lower x-ray energies this increase in iron opacity is roughly 80 
half the increase in the total mean opacity needed to resolve the solar physics discrepancy.   81 

In addition to the solar physics discrepancy, a change in iron opacity has implications for 82 
all stars whose structures pass through conditions affected by this change in opacity.  83 
Additionally, the solar abundances serve as the standard in astrophysics so the resolution 84 
of this issue will have wide repercussions.   Uncertainties extend to asteroseismology (17); 85 
the calculation of luminosity variation in the search for exoplanets, and cosmological 86 
distance measures based on Cepheid variable pulsation-luminosity relations.  Based on the 87 
higher opacity of iron measured on the Z facility the opacity of iron has been increased by 88 
workers modelling variable stars to explain pulsation in O and B-type stars (18, 19). 89 

Though a higher iron opacity could help explain the solar physics discrepancy, more 90 
importantly it is a cause of concern to the wider community of scientists studying the 91 
radiative properties of hot, dense matter.  This difference between the Sandia iron 92 
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measurements and opacity theory has significant implications for plasma opacity theory in 93 
general because it is in violation of the fundamental Thomas-Reiche-Kuhn oscillator sum 94 
rule (20).  There are ongoing theoretical attempts to explain the discrepancy (21-26). 95 
These invoke multi-photon absorption, enhanced photoionization from states unconsidered 96 
previously, or modifications to the photoionization due to scattering at high density.   But 97 
these attempts have either not demonstrated a sufficiently large effect on opacity to 98 
explain the Sandia measurements or remain controversial.  In addition to theoretical 99 
efforts there is an ongoing campaign of experiments which has been running for the past 100 
six years at the US National Ignition Facility laser (NIF) (27) at Lawrence Livermore 101 
National Laboratory to repeat these iron experiments using techniques similar to those 102 
used for the frequency resolved transmission measurements at the Z facility (28,29).  103 

This paper describes a radiation burn-through experiment coupled with detailed radiation-104 
hydrodynamics calculations and statistical analysis.  Its purpose is to examine whether the 105 
large increase in iron opacity found in the Sandia experiment could be extrapolated to 106 
those energies most important to radiation transfer at conditions near the base of the 107 
convective zone, thereby determining if a higher iron opacity could be a partial 108 
explanation for the solar physics discrepancy.  In addition, the analysis estimates the value 109 
of the iron opacity in the x-ray energy range of the Sandia measurements, based on the 110 
radiation burn-through measurements.  The conclusion of the study is that the data show 111 
no evidence of an iron opacity high enough to change the radiative transfer close to the 112 
radiative zone-convective zone boundary conditions, but rather that the iron opacities 113 
agree with current opacity predictions using state-of-the-art methods.  The data and 114 
analysis also set an upper limit to the possible value of the opacity in the x-ray energy 115 
range of the Sandia data that is consistent with the burn-through data. 116 

Addressing the iron opacity anomaly  117 

The experiments and analysis described in this paper use a technique to infer opacity 118 
different from the Sandia frequency resolved transmission measurements.  In this paper 119 
the transit of a radiation-driven, supersonic, diffusive wavefront through an iron rich 120 
sample is used to infer the iron opacity from frequency-integrated, time-resolved 121 
measurements.  Both the time taken for a supersonic wavefront to transit the sample, and 122 
the time-history of the emergent flux (30) are measured and compared to modelling to 123 
infer the opacity.   In general, transmission experiments have been preferred to radiation 124 
burn-through measurements because they were believed more accurate, a more direct 125 
method to infer opacity and indicated where in the opacity spectrum discrepancies arose.  126 
However, the present case study on iron is a special case where the discrepancy is 127 
unusually large, which strongly affects the radiation transfer and is at a higher temperature 128 
than where transmission experiments have been successfully demonstrated in previous 129 
work.  The radiative burn-through technique, despite its limitations, does not suffer from 130 
the high background fog level and self-emission that must be overcome in high 131 
temperature transmission experiments.    132 

 The opacity model used in the study is the AWE CASSANDRA opacity model (31) 133 
which uses the local-thermodynamic equilibrium approximation.  Comparison of 134 
CASSANDRA simulations to the published Sandia iron data shows the same discrepancy 135 
seen with other state of the art codes.  A comparison between CASSANDRA and the 136 
Sandia iron data is shown in Fig 1 plotted against wavelength to replicate the comparison 137 
of codes and Sandia data published previously (13).  As in the comparisons of the Sandia 138 
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data with other opacity codes (13) at the experimental conditions, shown in Fig 1, the 139 
CASSANDRA simulations underestimate the opacity by a factor of about two over most 140 
of the spectral range, and about four in the higher transmission regions between transition 141 
arrays in the wavelength range between 10-12Å.   142 

In Fig 1 in the bottom panel, for conditions of electron temperature 165eV, electron 143 
density 7e+21/cc, the simulated values lie at or above the experiment for wavelengths 144 
below 10Å.  In this x-ray range the opacity is dominated by the bound-free contribution.  145 
At longer wavelengths the bound-bound contribution dominates and there is a difference 146 
in the details of the bound-bound structure.   In the next panel up, showing results for 147 
170eV and 2e+22/cc, the simulation is now significantly below the experiment over most 148 
of the x-ray range sampled.   The experimental bound-free opacity is now twice the 149 
simulated value, and in the x-ray range between the bound-bound features in the spectrum, 150 
for example just above 11Å and just below 12Å, it is four times the simulated value.  151 
These differences persist for the conditions shown in the other panels of Fig 1.  However, 152 
earlier experiments at around 160eV and 7e+21/cc showed excellent agreement with 153 
opacity predictions (32) indicating that the higher opacity is confined to iron plasma with 154 
electron temperatures above 165eV and electron density above 1e+22/cc. A burn-through 155 
experiment to check the Sandia data would have to attain these electron temperatures and 156 
densities.  157 

 158 

Fig 1: The iron data from the Sandia experiments from reference 13 shown in the red 159 
curves compared to simulations from the CASSANDRA opacity code (blue curves). The 160 
electron temperature and electron density taken from reference 13 are given for each of 161 
the four cases.  The wavelength range is equivalent to an x-ray energy range of 970-162 
1770eV. 163 
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The effect of an increase in the iron opacity on radiation transport depends on the opacities 164 
where the peak radiation transfer occurs, which as mentioned above is at the peak of the 165 
Rosseland weighting function.  At the convective-radiative zone boundary temperature of 166 
around T= 200eV, peak diffusive radiation transport at about 4T corresponds to 16Å, 167 
which is outside the range of the Sandia data (see Fig 1).   However, if the increase in the 168 
bound-free iron opacity in the range of the Sandia data extends to the bound-free opacity 169 
at lower energies, the increase in the mean opacity would affect the radiation transfer 170 
significantly.  The opacity change would represent half that needed to explain the radial 171 
position of the solar radiative-convective zone boundary.  The present work infers the iron 172 
opacity by performing radiation burn-through measurements at conditions close to the 173 
Sandia experiments.  Though the experiments are most sensitive to x-ray opacity at 174 
energies where the radiative energy transport peaks, the study also investigates the 175 
sensitivity of the radiation burn-through to opacity changes in just the x-ray energy range 176 
of the Sandia data and sets an upper limit on the range of possible iron opacity values 177 
consistent with the data.  178 

Fig 2 shows the total opacity spectrum for iron as simulated by CASSANDRA plotted 179 
against x-ray energy up to 2.5keV.  These energies extend over the free-free opacity, the 180 
bound-free opacity above and below the L shell edge, and the bound-bound transition 181 
arrays.  The CASSANDRA values are smoothed slightly due to the binning into 288 182 
groups for input to the radiation-hydrodynamic simulations described below.  In the 183 
example spectrum shown at 194eV the peak radiation transport occurs around the rising 184 
edge of the bound-bound transition array at 700-800eV.  The Sandia measurements cover 185 
the range 970eV-1770eV which corresponds to the higher x-ray energies of the bound-186 
bound transitions, the L shell bound-free absorption edge, and the bound-free continuum 187 
slope.  188 

 189 

Fig 2: An example CASSANDRA simulation of the spectrum of iron before (black curve) 190 
and after (red curve) binning to a 288 group structure for the radiation-hydrodynamics 191 
simulations.  The example simulation is at 194eV, 4.0e+22/cc electron density 192 
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Results/Simulation comparisons  193 
 194 

The energy of a NIF or Z facility is required to produce a supersonic radiation-driven 195 
diffusive wave in the laboratory at the conditions of the solar convective-radiative zone 196 
boundary for sufficient time to perform the experiment (30).  NIF also has the diagnostics 197 
to measure both the flux driving the radiation wavefront and the timing and flux of the 198 
radiation breakout from the sample.  Two NIF shots were awarded through the LLNL 199 
Discovery Science NIF access scheme with one shot in May 2020 (200525-002) and one 200 
in February 2021 (210210-001).  To convert laser energy into a suitable x-ray radiation 201 
field to drive the experiment, beams of the NIF laser were directed into a gold hohlraum.  202 
Laser driven hohlraums have been in use for decades in inertial confinement fusion and 203 
related research (33).   The hohlraum configuration was adapted from one used previously 204 
on NIF (34) and uses the halfraum design where beams enter through a single laser entry 205 
hole (LEH) in a gold cylinder, with the sample package mounted on the opposite side of 206 
the cylinder.  The dimensions of the cylinder are 3.5 x 3mm as shown in the Fig 3(a), with 207 
25µm thick gold walls and a 2.4mm LEH.  Fig 3(a) also shows the schematic layout of the 208 
target, laser beams, and diagnostics.  The two shots each used a total of 64 beams of 209 
0.351µm wavelength light in two cones of 32 beams at 44.5º and 50º from the cylinder 210 
axis.   The shots had total delivered energies of 219kJ (shot 200525) and 286kJ (shot 211 
210210). 212 

The experimental foam sample was designed to have a density such that the radiation flow 213 
is supersonic and diffusive and therefore sensitive to the opacity of iron, but not so high 214 
that the radiation front propagation could become subsonic (where a shock is driven ahead 215 
of the radiation front) or transonic (where a compression moves with the radiation front), 216 
because this introduces additional uncertainty and model-dependency on the values of the 217 
density and equation of state.  This precludes the use of a solid density iron foil, because 218 
even on NIF there is insufficient energy to drive a supersonic wave in a solid density iron 219 
sample, which in any case would be at the wrong density to simulate the convective zone 220 
boundary conditions.  Rather than use an iron foam, which would be subject to unknown 221 
oxidation and could be potentially unstable, stable iron oxide foam was fabricated that 222 
could be accurately characterized ahead of the experiments. The iron oxide foams were 223 
manufactured at AWE and characterized using a variety of techniques to establish the 224 
foam density and composition (see Materials and Methods for more details).  The 225 
intention in the foam manufacture was to produce samples of Fe2O3. However, 226 
characterization showed the foam had a lower iron content, 50% by weight rather than the 227 
70% by weight expected with Fe2O3, with a chlorine contamination of 7% by weight, 228 
carbon of 2% by weight, and the remainder oxygen.  The equation of state and opacity 229 
were modelled using this characterization of the foam (see Suppl. Materials).  The 230 
chlorine contamination was found to have a negligible effect on the radiation burn-through 231 
measurements.   The foam density was chosen so that once heated the electron density in 232 
the foam replicated that of the Sandia transmission experiments.  To select the samples, 233 
the foam uniformity was measured with x-ray tomography (see Materials and Methods).  234 
The average foam density on the two shots was 134.4mg/cc (200525) and 164.3mg/cc 235 
(210210), each ± 2% and the x-ray tomography confirmed the high degree of uniformity 236 
in the samples selected (see Suppl. Materials) 237 

The radiation temperature in the hohlraum was measured using the NIF DANTE 238 
(35) calorimeter/spectrometer, which uses an array of filtered x-ray diodes to give 239 
eighteen channels that record time-resolved x-ray fluxes emitted from the hohlraum 240 
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through the LEH.  The experiment measured the hohlraum temperature with the NIF 241 
DANTE 1 instrument viewing at 37º to the hohlraum axis.  A 2mm diameter, 1mm long 242 
gold cylinder filled with the iron oxide foam was attached to the hohlraum so that the 243 
radiation flux from the hohlraum drove a supersonic radiation wave through the foam and 244 
along the length of the cylinder to emerge at the rear surface.  The arrival time and 245 
emergent flux of this radiation at the rear of the foam were measured by the NIF DANTE2 246 
instrument viewing at 64º to the cylinder axis.  To establish the arrival time accurately a 247 
separate laser beam irradiated the outside of the gold cylinder at a known delay after the 248 
start of the laser beams used to heat the hohlraum.  This produces an x-ray signal that is 249 
recorded on DANTE2 (see Fig 3(a)) and can show the timing of the radiation break-out 250 
with respect to the heating beams to an accuracy of 100ps.   This is a standard technique 251 
used at NIF to provide an accurate timing reference for DANTE2.  Both sets of DANTE 252 
measurements were converted from diode output voltages to x-ray fluxes measurements 253 
using the UNSPEC-chi unfold routine (36).  The spatial uniformity of the radiation wave 254 
break-out at the end of the tube was measured using a four-channel gated x-ray imager, 255 
which showed a high degree of uniformity across the front.  Error bars of ±10% on the 256 
DANTE measurements are due to the uncertainty in the flux level based on the sensitivity 257 
calibration of the DANTE photocathodes, filters, and mirrors.  The two shots had different 258 
laser pulses, to compensate for differences in the foam density on the two shots and to 259 
ensure supersonic wave propagation in the foam.  These are shown in Fig 3(b) and the 260 
resulting simulated radiation drive expressed as a radiation brightness temperature is 261 
shown in Fig. 3(c).  262 

 263 

Fig 3: (a) shows a schematic of the gold hohlraum and physics package; (b) shows the 264 
measured laser pulse shapes used on the two shots (blue curve 200525; red curve 210210); 265 
(c) shows the resulting simulated hohlraum radiation brightness temperatures. 266 

To analyse this experiment and better understand the contribution of the iron opacity, the 267 
experimental data were compared to simulations using the NYM (37) code.  NYM is a 268 
two-dimensional Lagrangian code, with an Implicit Monte Carlo direct numerical 269 
simulation method (38) for the x-ray transport where energy is transported via tracking 270 
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particles that represent the absorption and re-emission of the radiation photon flux.  The 271 
simulations were fully integrated with laser, hohlraum, and the passage of the radiation-272 
driven front along the foam-filled tube in the same simulation. The laser ray tracing was 273 
two dimensional and the energy deposition modelled to calculate the laser absorption in 274 
the hohlraum by inverse bremsstrahlung and resonance absorption.  The code calculates x-275 
ray emission from the laser spots by calculation of the electron thermal conduction into 276 
the hohlraum wall, using a flux-limited thermal diffusion model and non-local 277 
thermodynamic equilibrium equation of state and opacity from a screened hydrogenic 278 
average atom atomic physics model (39) to calculate re-emission from the wall area of the 279 
laser spots.   280 

The absorption and re-emission of radiation from the hohlraum walls away from 281 
the laser spots is calculated using gold opacities from the opacity code CASSANDRA.  282 
Using CASSANDRA data NYM calculates the diffusive radiation wave propagation into 283 
the hohlraum walls.  At the radiation temperatures achieved in this experiment the depth 284 
of the radiation penetration into the hohlraum wall exceeds a mean free path across the 285 
entire radiation spectrum, and therefore the wall re-emission is a Planckian radiation field.  286 
In addition to the Planckian field, there is a non-thermal component to the hohlraum 287 
radiation field which comes from the gold M-shell emission from the ablation surface of 288 
the laser spots.  The effect of this non-thermal component was investigated and found to 289 
have a negligible effect on the wavefront propagation (30). 290 

In the radiation transport through the foam, the foam opacity is dominated by the opacity 291 
of iron.  The opacity of the foam is calculated by combining the opacities in the mixture 292 
on an electron density grid, with the opacities of oxygen and other low atomic number 293 
foam constituents taken as being modelled accurately.  The CASSANDRA opacities for 294 
the mixture are input to the radiation-hydrodynamics calculation as an opacity spectrum 295 
binned into 288 groups, for each temperature-density grid point in a 54x50 temperature-296 
density grid.  The bounds of the grid are minimum temperature 6.4eV; maximum 100keV; 297 
minimum density 2e-04 g/cc; maximum density 3470g/cc.  CASSANDRA includes 298 
models of continuum lowering, strong-coupling and electron degeneracy but these effects 299 
do not apply at the foam conditions in these experiments.  The grid is linear in log space; 300 
interpolation is in log-log space.  The group-widths are narrow at frequencies where the 301 
opacity changes rapidly, due to bound-bound transitions and bound-free edges.  Where the 302 
opacity is near constant over a wider frequency range, for example in frequency ranges 303 
where the opacity is dominated by bound-free absorption far from edge structure, the 304 
group-widths are wider.  The high number of groups ensures convergence of the radiation 305 
transport simulation and captures the spectral features of the iron, as shown in Fig 2.  306 
Sensitivity studies (40) show that convergence of the radiation propagation simulation 307 
requires at least 20 groups for the iron spectrum at the experimental conditions, and single 308 
group (grey) Rosseland mean opacity simulation significantly underestimates the transit 309 
time of the radiation front.  As previously stated, NYM does not use the diffusion 310 
approximation but calculates radiation transport using an Implicit Monte Carlo method 311 
(38) using the group structure as described above.  The equation of state is interpolated 312 
from tables generated using the NuQEOS model (41).   313 

The NYM two-dimensional radiation-hydrodynamics simulations assumes cylindrical 314 
symmetry, and accounts for the radiation coupling factor from the hohlraum to the end of 315 
the foam and the radiation wavefront in its subsequent propagation along the foam filled 316 
tube.   The energy input to simulation is benchmarked to measurements by comparing the 317 
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simulated x-ray emission pulse in the direction of DANTE1 with the measured values.  318 
The energy is treated as a free parameter to be adjusted until agreement is obtained with 319 
DANTE1.  It was found that agreement was obtained between DANTE1 and the 320 
simulation with little or no adjustment to the input laser energy.   321 

 Simulations using the NYM code are shown in Fig 3(c) and Fig 4, for the two shots in the 322 
experiment. In these simulations the sample densities are set to their measured values; the 323 
laser energy is set to its adjusted value; the sample opacity is set to its theoretical value 324 
according to the CASSANDRA code, and the equations of state are set to their theoretical 325 
values according to the NuQEOS code.  Below, we refer to these as the ‘nominal’ values 326 
of the simulation inputs. 327 

 328 

Fig 4: DANTE1 and DANTE2 results (black curves with error bars) for shot 200525, (a) 329 
and (b) respectively, and shot 210210, (c) and (d), compared to NYM radiation 330 
hydrodynamics simulations at the nominal values of opacity, density, equation of state.  331 
The simulated curve in red in 4(b) is the result of using the radiation drive that produced 332 
the red curve in 4(a), which was nominal energy scaled by 0.95.  Similarly, the red curve 333 
in 4(d) is the result of using the radiation drive corresponding to the red curve in 4(c) 334 
which used the nominal unscaled energy.  Also shown are the comparisons for nominal 335 
value of the energy in 200525 (green curve in 4(a)) and the effect of scaling the nominal 336 
energy on 210210 by 1.05 (green curve in 4(c)) and 1.1 (blue curve in 4(c)). 337 

The comparison between simulation and DANTE1 data, with error bars, for shot 200525 338 
shows good agreement for the simulation with the nominal laser energy but improves with 339 
a 5% reduction, which is within the measurement uncertainty.   In the case of the second 340 
shot 210210 no such reduction was necessary for the simulation to replicate the measured 341 
hohlraum emission.  This gives confidence that the simulation is replicating the hohlraum 342 
behaviour and hence the flux driving the radiation wavefront in the foam.  Figs 4(b) and 343 
4(d) show the predicted arrival time and flux profile measured by DANTE2 with error 344 
bars compared to simulation where the laser energy was scaled by 0.95 and 1 respectively 345 

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
1
4
1
8
5
0



Page 10 of 26 
 

to best fit the DANTE1 results.  The measured burn-through profile is reproduced well in 346 
both cases by the simulation.  347 

Fig 5 shows the simulated conditions for the iron oxide foam during the passage of the 348 
radiation wavefront using the NYM simulation at its nominal inputs.  The conditions are 349 
shown for the two shots at three times during the wavefront propagation, +1ns, 2ns and 350 
2.5ns after the start of the laser pulses into the hohlraum.   The solid lines in the figure 351 
show the electron temperature profile.  This shows a steep wavefront typical of diffusive 352 
radiation fronts, which are termed Marshak waves (42, 43).  In this type of radiation 353 
wavefront, the opacity of the heated material behind the front, through which radiation 354 
diffuses, determines the wavefront behaviour.   For the profiles in both shots at 1ns (solid 355 
black curves) a foot can be seen ahead of the main temperature rise in the wavefront.  This 356 
is a feature from the propagation of the higher frequencies in the radiation spectrum from 357 
the hohlraum which have a longer mean free path.  In the experiment this serves the useful 358 
purpose of heating the foam ahead of the main wavefront so that the pores in the iron 359 
oxide foam close before the passage of the main wavefront, negating the need to model 360 
the pore structure in the foam.  The foam pore size is around 1 micron and these close in a 361 
few tens of picoseconds based on the foam sound speed.  The flux in the foot ahead of the 362 
main step in the wavefront is below the detection threshold of the DANTE2 diagnostic, 363 
which is 8GW/sr, corresponding to a radiation brightness temperature around 50eV.   364 

 365 

Fig 5: Simulated electron density (dotted curves, left-hand scale) and electron temperature 366 
(solid curves, right-hand scale) profiles in the iron oxide foam at three times during the 367 
radiation driven wavefront propagation along the 1mm long tube.  The left pane is shot 368 
200525 and the right pane is 210210.  The three times are +1ns, black curves; +2ns, green 369 
curves and +2.5ns, red curves. 370 

The dotted lines show the electron density behind the radiation wavefront, which is 371 
between about 1e+22 and 3.6e+22 electrons/cc in 200525 and between 1.5e+22 and 372 
4.8e+22 electrons/cc for 210210.  These electron densities are similar to the density range 373 
in the Sandia experiments, as shown in Fig 1. The temperature behind the wavefront 374 
ranges from 150eV-250eV in shot 200525 and 150-300eV in shot 210210.  Hence the iron 375 
plasma opacity determining the wavefront propagation is in the range of the iron plasma in 376 
the Sandia experiments, and close to radiative-convective zone boundary conditions.  The 377 
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wavefront propagates supersonically through the foam followed by a rarefaction wave 378 
moving at the local sound speed in the foam plasma.  Behind the rarefaction the foam 379 
density, and hence the electron density, falls.  The opacity of the hotter, lower-density 380 
plasma is significantly lower than the hot, dense plasma ahead of it, and therefore it is the 381 
opacity of this hot, dense plasma which dominates the wavefront behaviour. The opacities 382 
at the different conditions as simulated by CASSANDRA are shown as Rosseland Mean 383 
values in Table S1 of Suppl. Materials.   384 

The horizontal line on Fig 5 denotes the 170eV electron temperature threshold above 385 
which the Z facility experiments observed a significant increase in the iron opacity.  Note, 386 
in the following study it is the opacity above this temperature threshold in the foam which 387 
is altered, corresponding to densities above 1e+22/cc.  This is because earlier data on iron 388 
transmission in colder, lower-density plasma (32) from experiments also performed on the 389 
Z facility, obtained excellent agreement with theory, in the range 7-15Å, with electron 390 
temperature 156±6eV and electron density 7e+21/cc.  Profiles at later times have been 391 
removed for clarity but are included in the Suppl. Materials (see Fig. S5). 392 

The agreement between the DANTE experimental data and the NYM simulation at the 393 
nominal values of the inputs is very good.  However, it does not reveal the full range of 394 
input values which are consistent with the DANTE data, taking account of the DANTE 395 
measurement accuracies, and other uncertainties.  For example, it does not reveal whether 396 
values of iron opacity much larger than nominal (i.e., much larger than those based on 397 
current theory) are also consistent with the DANTE measurements.  A statistical analysis 398 
combining the DANTE measurements with NYM simulations can allow for measurement 399 
accuracy, alongside other uncertainties.  Using a statistical analysis, iron opacity can be 400 
constrained by the experimental data to rule out values which are highly improbable. 401 

Statistical Analysis to infer the opacity    402 

The variables that determine the propagation of the supersonic diffusive radiation 403 
wavefront can be identified by equating the energy transfer by radiative diffusion per unit 404 
area to the energy increase in an element of the material (30). The simulation for each shot 405 
is parameterized by these four variables, using adjustable inputs which are multipliers on 406 
the nominal values.  Initially the two shots are modelled separately.  Four inputs adjust the 407 
simulation settings for energy, density, opacity, and equation of state (eos).  First, the flux 408 
from the hohlraum driving the radiation wave in the foam sample could deviate from the 409 
DANTE1 measured value, and this is captured by an input ‘energy’ multiplier which 410 
rescales the laser energy and hence simulated hohlraum flux within the constraints of the 411 
DANTE1 flux measurement uncertainty.  Second, the actual effective density of the 412 
sample could deviate from the measured density, and this is captured by a ‘density’ 413 
multiplier.  Third, the effective equation of state could deviate from the input equation of 414 
state, and this is captured by an ‘eos’ multiplier which is applied to the pressure and 415 
specific energy (internal energy/gram) tables used in the radiation-hydrodynamics 416 
simulations which are generated by the NuQEOS code.  This captures uncertainty in the 417 
equation of state model at the experimental conditions and the small uncertainty in foam 418 
composition which was established to an accuracy of parts per million (see Materials and 419 
Methods section).    420 

A fourth input is introduced to control the effective iron opacity, ‘opacity’.  This 421 
multiplier is used to scale the opacity of iron in that part of the grid of temperatures and 422 
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electron densities where temperatures exceed 165eV.  The full scaling was applied for 423 
temperatures of 170eV and above, with a log interpolation applied between 165 and 424 
170eV.  (The change from the nominal simulation of the DANTE2 trace due to a x2 425 
opacity multiplier alone is shown in Suppl. Materials).  As stated above, iron opacity 426 
experiments at lower temperatures and densities reported by the Sandia group showed 427 
excellent agreement with theory so opacities at these conditions were not altered (32).   In 428 
the analysis below, ‘opacity’ is described as a multiplier on the nominal CASSANDRA 429 
values in an electron temperature and electron density range similar to the Sandia 430 
experiments where discrepancies were observed (> 165eV, 1- 5e+22/cc).   This scaling on 431 
the iron opacity is done prior to calculating the combined opacity of the foam mixture.   432 
The range of electron temperatures and densities in the foam during the passage of the 433 
radiation front can be seen from Fig 5.    434 

Fig 6 shows the results of the DANTE 2 measurements, along with an ensemble of NYM 435 
simulations, where the simulation inputs have been varied within the prior ranges given in 436 
Table 1.  The intention is to ‘tune’ the simulation inputs to the DANTE2 measurements 437 
from the two shots, in a fully probabilistic approach which also provides measures of 438 
uncertainty.  In effect, this means down-weighting, statistically, combinations of input 439 
values for which the NYM simulation was too far from the DANTE2 measurements. 440 
However, the computational expense of each simulation (at least 8 hours wall clock time) 441 
precludes running the NYM simulator directly in the inferential calculation, and therefore 442 
the runs of the NYM simulations are used to train a Gaussian Process ‘emulator’, which 443 
replaces the NYM simulator in the calculation.  The statistical analysis was performed 444 
using Bayesian inference to obtain the posterior distributions of all the inputs, including 445 
opacity.  The likelihood function accounts for DANTE2 measurement error, limitations in 446 
the NYM simulations, and uncertainty in the emulator (see below and Suppl. Materials).     447 

 448 

Fig 6: DANTE 2 results compared to NYM radiation hydrodynamics simulated profiles 449 
for different combinations of input values. The black curves are the measured values from 450 
DANTE2.  The ‘spaghetti plots’ for all the simulator runs for both shots are plotted with 451 
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the experimental data. Each colour represents each batch of runs.   The vertical dashed 452 
lines show the beginning and the end of the time interval used for the simulation outputs 453 
to train the emulator.   The left pane is shot 200525 and the right 210210. 454 

Figure 6 also shows the time window to select NYM simulation outputs used in the 455 
statistical analysis.  The lower end of the window was defined by the time of the earliest 456 
initial rise of a simulation run.  The upper end of each window is placed a little beyond the 457 
peak of the measured flux.  The reliability of the simulation degrades at late time because 458 
the propagation becomes transonic as the radiation drive falls, and because of uncertainties 459 
in late time flux from the hohlraum due to stagnation of gold plasma ablated from the 460 
hohlraum walls.  The output curves and measurements are thinned to one value every 461 
0.1ns.  This gives 26 time points for shot 200252 and 21 timepoints for shot 210210.  The 462 
spaghetti plots of Fig 6 show the simulation outputs have a simple shape, and therefore it 463 
is not necessary to retain a large number of time-steps.  Linear interpolation of the output 464 
taken at 0.1ns time-steps is indistinguishable from the full sequence of outputs. 465 

The Bayesian inference follows the calibration approach outlined in reference (44), 466 
implementing the widely used ‘best input’ approach (45,46) to find the input values that 467 
best match the DANTE2 measurements.  The Bayesian inference generalizes the tuning 468 
approach based on minimizing the sum of squared residuals between the measurements 469 
and the simulation output at specified input values. The likelihood function in the 470 
Bayesian approach captures the two gaps between the measurements and the simulation 471 
output: the gap between the observations and the true values (measurement error), and the 472 
gap between the true values and the simulation output at the best input, termed the 473 
‘discrepancy’.  In addition, the long run-time of the simulator requires the simulator itself 474 
to be replaced by an emulator.  This introduces a third gap, between the simulation output 475 
and the emulator mean function.  These three gaps are each represented by a variance 476 
matrix in the likelihood function.  The measurement error variance matrix is derived from 477 
the reported DANTE2 accuracy, while the emulator variance matrix is provided by the 478 
emulator and varies with the values of the inputs.  The discrepancy variance is more 479 
difficult to assess.   It should be non-zero because the NYM simulation is imperfect: even 480 
at its best input, the simulation output will not perfectly replicate the true data.  By 481 
incorporating the scale of the discrepancy as an extra parameter, it can be tuned to the 482 
experimental data along with the other four inputs already described.  This allows the 483 
shot-to-shot variation in the discrepancy variance to be observed.  The inferential 484 
calculation used a bespoke Markov chain Monte Carlo (MCMC) sampler to target the 485 
posterior distribution of the four inputs and the scale of the discrepancy. 486 

The Gaussian Process emulators are trained on a total of 165 simulator runs (83 for 487 
200252, 82 for 210210).  One of the attractions of using an emulator is that every 488 
simulation run is useful, and while it is beneficial if the runs are space-filling in the input 489 
space, it is not crucial.  Our approach for selecting the runs is described in the Statistical 490 
analysis in Suppl. Materials.  Briefly, some of the runs were exploratory, and some were 491 
chosen for extra resolution in the region where the posterior probability was concentrating.  492 

The Bayesian approach also requires a prior distribution for the inputs and the scale of the 493 
discrepancy.  The input prior distributions are independent Lognormal distributions.  494 
Though opacity and equation of state are not strictly independent but are related through 495 
the plasma charge state, the NYM simulation code treats opacity and equation of state as 496 
independent variables with the tables produced by different models.  The input prior 497 
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distributions each have a median of 1, but with different coefficients of variation (Rv, the 498 
ratio of the standard deviation to the mean, usually labelled as Cv in statistics, but labelled 499 
here to avoid confusion with the specific heat).  These Rv values are shown in Table 1.  500 
The energy and density Rv’s are reported uncertainties.  The EoS Rv of 1.5% allows for a 501 
small deviation away from the NuQEOS tabulation based on model-to-model variation 502 
from code comparisons (30).  The opacity Rv of 25% represents a large amount of prior 503 
uncertainty about the opacity multiplier: the prior 95% credible interval for the opacity 504 
multiplier is (0.613, 1.631).  The prior distribution for the scale of the discrepancy, 505 
denoted ‘beta’ below, is exponential with a mean of 10%. 506 

The statistical inference was applied to two case studies.  In the first, designated Mallard, 507 
the opacity was scaled over all x-ray energies for electron temperatures above 170eV as 508 
described above.  In the second, designated Coot, the opacity was scaled above 170eV as 509 
in the Mallard case, but only in the x-ray energy range between 970-1770eV, 510 
corresponding to the range of the data in the Sandia measurements.  In each case the two 511 
shots are first considered separately and then the results are combined.   512 

Plots of the Mallard prior and posterior probability densities for the two shots are shown in 513 
Fig 7. with summaries in Table 1.  Fig 7 shows that in both shots, the main effect of the 514 
calibration is to concentrate the distribution of the opacity multiplier relative to its prior 515 
distribution.  The values are concentrated around 1.0 which indicates that DANTE2 516 
measurements support iron opacity values that are close to the nominal CASSANDRA 517 
values.  There are small adjustments in the other inputs as well.   In particular, the 518 
posterior distributions of beta are shifted toward zero showing the simulations are more 519 
accurate than the initial judgement of about 10%. 520 

The two shots can be combined into one inference.  The opacity and eos inputs are the 521 
same for both shots; the other inputs differ.  The energy and density inputs differ on the 522 
two shots because of the difference in the drive flux and measured density between shots.  523 
The discrepancy scales differ, as can be seen in Fig 7, possibly due to the different pulse 524 
shapes and flux levels in the two cases (see Fig. 2).  Once the inference has been 525 
performed separately for the two shots, the two shots can be combined simply by adding 526 
their log-likelihoods and making sure that the inputs to the joint log-likelihood are 527 
correctly allocated to the individual log-likelihoods (see Suppl. Materials for more 528 
details). 529 

The resulting posterior marginal distributions are shown in Fig 8, with summaries in Table 530 
1.  Fig 8 shows the additional concentration in probability which comes from combining 531 
the two shots in the opacity multiplier, which is now quite tightly concentrated around 1.0, 532 
with a Rv of about 10%.   The posterior 95% credible interval (95% CI) for the opacity 533 
multiplier is (0.81, 1.18).  Therefore, the Mallard case study, where the full opacity 534 
spectrum is scaled, shows clearly that the value of the opacities in the x-ray energy range 535 
that has most influence on the radiation transport is well modelled by the CASSANDRA 536 
simulations, which in turn agree with other state-of-the-art opacity codes.  537 

Though the Mallard case study confirms predicted opacity values where opacity has the 538 
most influence on radiation transport i.e., at around 4T, there is still a question over the 539 
Sandia data.   This is because the 970-1770eV x-ray energy range in the Sandia 540 
experiments is higher than the peak in the Rosseland weighting function at 4T.  Though 541 
the radiation burn-through experiments are less sensitive to opacity changes in this range, 542 
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a further statistical study was carried out to examine the constraints put on the values of 543 
the iron opacity in the 970-1770eV range by the NIF experimental data.   This statistical 544 
study, labelled Coot, was like the Mallard study except the opacity scaling was applied 545 
only in the x-ray energy range of 970-1770eV.  The range of temperatures where the 546 
scaling was applied was the same as the Mallard case. 547 

 548 

Fig 7: Probability densities for the two shots, treated separately for the Mallard case.  The 549 
prior probability densities are the dashed lines, and the posterior densities are the solid 550 
shapes. 551 

The results of the Coot statistical case study are summarized in Table 1 for the two shots 552 
separately.  The prior and posterior marginal probability densities for the best inputs and 553 
discrepancy are shown graphically in the Suppl. Materials.  The opacity multiplier has a 554 
larger Rv than before (a larger range) to reflect the lower sensitivity of the DANTE2 555 
measurements to changes in opacity at the higher energy ranges  556 

The two shots were combined in the Coot study, like in the Mallard study.  Fig 9 shows 557 
the final combined results from the Coot statistical study, with summaries in Table 1.  The 558 
values of the inputs are similar to the Mallard case for energy, density and eos but the 559 
lower sensitivity of the radiation burn-through data to changes in the opacity in the 970-560 
1770eV x-ray energy range results in a larger posterior Rv.  However, the posterior median 561 
value of 0.957 for the opacity multiplier is similar to the Mallard case.  The posterior 95% 562 
credible interval for the opacity multiplier is (0.526, 1.797).  Although the Coot study is 563 
not as constraining as the Mallard case, where the opacities scaled include those where the 564 
radiative transport is most sensitive to opacity, the experimental data does give an upper 565 
constraint on the value of the opacity under conditions similar to the Sandia transmission 566 
measurements.  567 
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 568 

Fig 8.  The marginal posterior distributions after combining the two shots in the Mallard 569 
case study.  The posterior probability for the opacity multiplier is concentrated around 1; 570 
its 95% credible interval is (0.808, 1.182).  The dashed lines are the prior probability 571 
densities. 572 
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 573 

MALLARD energy density opacity eos beta  

200525 prior median 1.000 1.000 1.000 1.000 0.069  

200525 prior Rν 0.050 0.020 0.254 0.015 1.002  

200525 post median 1.014 0.996 1.040 0.997 0.032  

200525 post Rν 0.04 0.019 0.142 0.015 0.85  

       

210210 prior median 1.000 1.000 1.000 1.000 0.069  

210210 prior Rν 0.050 0.020 0.254 0.015 1.000  

210210 post median 0.994 1.000 0.959 1.004 0.019  

210210 post Rν 0.038 0.017 0.113 0.014 1.159  

       

COOT       

200525 prior median 1.000 1.000 1.000 1.000 0.069  

200525 prior Rν 0.050 0.020 0.797 0.015 1.002  

200525 post median 1.023 0.993 1.340 0.995 0.031  

200525 post Rν 0.038 0.019 0.523 0.015 0.886  

       

210210 prior median 1.000 1.000 1.000 1.000 0.069  

210210 prior Rν 0.050 0.020 0.795 0.015 1.000  

210210 post median 0.987 1.003 0.826 1.003 0.019  

210210 post Rν 0.038 0.016 0.358 0.013 1.182  

       

COMBINED 

SHOTS 

      

MALLARD opacity energy 

200525 

density 

200525 

energy 

210210 

density 

210210 

eos 

Prior median 1.000 1.000 1.000 1.000 1.000 1.000 

Prior Rν 0.250 0.050 0.020 0.050 0.020 0.0150 

Post median 0.985 1.002 0.999 1.001 1.000 1.000 

Post Rν 0.095 0.034 0.019 0.035 0.016 0.013 

       

COOT       

Prior median 1.000 1.000 1.000 1.000 1.000 1.000 

Prior Rν 0.700 0.050 0.020 0.050 0.020 0.0150 

Post median 0.957 1.004 0.996 1.000 1.000 1.000 

Post Rν 0.340 0.034 0.017 0.036 0.016 0.014 

 574 

Table1: Summaries of the prior and posterior distributions of the inputs in the two case 575 
studies designated Mallard and Coot.  The top half of the table shows the values for each 576 
shot separately.  The bottom of the Table has the values after combing the shots in the 577 
inference.  The prior distributions are Lognormal.  The coefficient of variation, denoted 578 
Rv, is the ratio of the standard deviation to the mean.  579 
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 580 

Fig 9: The marginal probability densities after combining the two shots of the Coot case 581 
study.  The posterior 95% credible interval for the opacity multiplier is (0.526, 1.797).  582 
The dashed lines are the prior probability densities. 583 
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 584 

Discussion/conclusion 585 

Experimental data from radiation burn-through of an iron-rich target using the NIF laser 586 
have been used to infer iron opacity.   By controlling the energy driving the radiation front 587 
and the target density, the plasma conditions sampled in the experiment were similar to 588 
those at the base of the solar convection zone, and those in transmission experiments 589 
performed at the Z pulsed power facility at Sandia National Laboratory which had shown 590 
a large discrepancy with current theory.  The Z experiments appeared to support a 591 
suggestion that an increased iron opacity could, at least partly, explain a solar modelling 592 
discrepancy in the position of the radiative zone/convective zone boundary.   593 

To infer the opacity values consistent with NIF radiation burn-through data the time-594 
history profiles resulting from two shots were modelled using detailed 2D radiation-595 
hydrodynamics simulations that used opacity tables generated by the CASSANDRA 596 
opacity model.  The measurements were interpreted using a Bayesian statistical analysis, 597 
along with a Gaussian Process emulator trained on the simulation runs.  The analysis 598 
accounted for experimental measurement error, limitations in the simulation code, and 599 
deviation of the emulator from the simulator.  This allowed the opacity multiplier to be 600 
expressed as a posterior probability density, conditional on the measurements, and 601 
summarized as a posterior 95% credible interval.    602 

Two case studies were considered.  In the first study, designated Mallard, the whole 603 
opacity spectrum was scaled for temperatures above 170eV.  Previous experiments at the 604 
Sandia Z facility had established that opacities up to 160eV agreed with theory, but at 605 
higher electron temperature and electron density the measured opacities were between two 606 
and four times higher than theory prediction.   The plasma conditions in the NIF radiation 607 
burn through experiments were at the higher temperatures and densities where a large 608 
opacity increase was observed in the Z experiments.  In the Mallard case study, where the 609 
whole opacity spectrum was scaled, the best input opacities were found to be concentrated 610 
around a multiplier of 1 i.e., the nominal value as calculated by the CASSANDRA code, 611 
with a posterior 95% posterior credible interval of (0.81, 1.18); see Fig 8 and Table 1.   612 
This result discounts an increased iron opacity large enough to alter the radiative transport 613 
in the solar interior and explain the discrepancy in the convective zone boundary position.   614 

Energy transport by radiative diffusion is most sensitive to opacity at 4T, which is around 615 
the peak of the Rosseland weighting function.  Opacities in this range are scaled in the 616 
Mallard study.  However, the transmission experiments at Sandia that measured an 617 
enhanced iron opacity did so in the range 970eV-1770eV, at temperatures up to 200eV, 618 
which is significantly above the peak of the weighting function.   The Mallard study 619 
therefore leaves open the question of how sensitive the NIF radiation burn-through 620 
experiments are to changes in the iron opacity in the x-ray range 970-1770eV, where the 621 
large opacity increase was observed in the Z transmission data.  To establish if the value 622 
of the iron opacity in this higher frequency range can be constrained by the burn-through 623 
experiments and analysis a second case study was carried out, designated Coot.   624 

In the Coot study the scaling of the inputs was identical to those in Mallard except the 625 
opacity was scaled only in the 970-1770eV range corresponding to the Sandia data – see 626 
Fig 1.  The range of the opacity multiplier was extended to larger values to reflect the 627 

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
1
4
1
8
5
0



Page 20 of 26 
 

reduced sensitivity of the DANTE2 profiles to changes in opacity in the higher x-ray 628 
energy range.  The opacity multiplier was still concentrated around 1, but the posterior 629 
95% credible interval was (0.526, 1.797), larger than in the Mallard case study.  The Coot 630 
experiment shows that while a significant enhancement in the opacity is not discounted, it 631 
is constrained with the most probable value being close to 1.  This indicates that a factor 632 
two or more increase in the opacity of iron relative to nominal CASSANDRA values is an 633 
overestimate.  Note that CASSANDRA predictions are in good agreement with other 634 
state-of-the-art opacity codes. 635 

 In summary the data and analysis described here show that a larger than predicted 636 
increase in iron opacity cannot be invoked as a partial explanation of the convective-637 
radiative zone boundary problem in the sun.  At the conditions around those shown in Fig 638 
5, scaling opacity over the whole spectrum in a statistical numerical modelling study 639 
shows the optimum value to match the experimental data is the nominal value as 640 
calculated by CASSANDRA, with an approximately 10% standard deviation.  Treating 641 
the opacity of iron as a free parameter in modelling other astrophysical phenomena (17, 642 
18) is also ruled out by these findings.  The authors note recently published theoretical 643 
work using density functional theory to calculate iron at the Z conditions indicates no 644 
enhancement in the opacity of iron [47].  Furthermore, a recent development in the debate 645 
about the solar elemental abundance is the publication of a reanalysis of solar 646 
photospheric data producing abundances that differ from Asplund and remove the 647 
discrepancy with helioseismic data [48].  648 

The large increase in iron opacity in the Sandia experiments appears to violate the 649 
Thomas-Reiche-Kuhn oscillator sum rule (20).   However as shown in the Coot study 650 
which scales the opacity in the x-ray range of the Sandia experiments between 970-651 
1770eV the opacity in that x-ray frequency range has a median value close to the nominal 652 
value predicted by CASSANDRA and with an upper limit on the posterior 95% CI of 653 
1.797.  Although this study does not preclude an increased opacity in this x-ray energy 654 
region it does provide a constraint and demonstrates it is very unlikely that the opacity can 655 
be as high as the Sandia measurements suggest.  656 
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Includes further information on the statistical analysis including building the emulator; 664 
fabrication and characterization of the foam target and CASSANDRA opacities. 665 

 666 
Materials and Methods 667 

Experimental Design 668 
 669 

The experimental technique to infer opacity from radiation burn-through requires a 670 
measurement of the radiation flux driving the burn-through from one side and a measure 671 
of the timing and flux time-history of the emergent radiation from the other.  The 672 
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experiment was designed to replicate the plasma conditions at the base of the solar 673 
convective zone and close to previous experiments performed at the Z machine at Sandia 674 
using an iron rich foam target heated with a NIF hohlraum.  The success of the experiment 675 
depended on the foam fabrication and the ability of the radiation-hydrodynamics 676 
simulation to replicate the radiation field in the hohlraum. 677 
 678 

Foam fabrication and characterization 679 
 680 
The gold hohlraum targets and tubes were made by coating gold onto brass mandrels.  The 681 
LEH and diagnostic holes were machined using a Precitech high precision lathe and then 682 
the brass mandrels were suspended in concentrated nitric acid to dissolve the brass; 683 
washed in demineralized water; inspected to check all the brass had dissolved and 684 
metrologised.  The foam sample could not be glued in place because the glue would wick 685 
into and dissolve the foam, so the tube was made with a lip and location ring.  Once the 686 
foam was inserted it was held in place by a gold ring glued onto the outside of the tube.  687 
The assembly is shown in Suppl. Materials. 688 

The iron oxide foams were manufactured at AWE and an initial measure of the density 689 
was established from metrology of the foam dimensions and weighing the foam billet 690 
from which the sample cylinder was machined.  Having selected billets of the appropriate 691 
density the cylinder was machined using a Precitech precision lathe.  The sample cylinder 692 
was then measured and weighed to obtain the final sample density.  The balance used for 693 
the gravimetry was a Sartorius MSA2-7S ultra-microbalance and the sample diameter and 694 
length measurements used a Keyence IDMS (model IM-6225).   Further testing of the 695 
sample foams for uniformity was done by x-ray tomography using a commercial Bruker x-696 
ray source with a spatial resolution of 4µm and a commercial XRADIA source with a 697 
spatial resolution of 1µm.   The foam was radiographed under rotation to allow side-on 698 
imaging and imaging of slices through the cylinder from end-to-end, with the foam held in 699 
place magnetically.  Samples with any voids, cracks or high-density non-uniformities were 700 
rejected.  A high degree of uniformity was achieved in the samples selected though the 701 
rejection rate of samples due to cracking under machining was high.  An example of the x-702 
ray tomography on a passed sample is shown in Suppl. Materials.   Note non-uniformities 703 
at the end and edges of the sample foam radius are covered by the mounting rings in the 704 
DANTE2 view.  The typical pore size in the foam is between 1-2µm which is below the 705 
resolution limit of the Bruker x-ray microscope. 706 

 707 

Samples of the foam from the billet machining were used to establish the foam 708 
elemental composition.  SEM-EDX energy dispersive x-ray fluorescence of the foam 709 
samples was carried out at both the AWE target fabrication department and Leeds 710 
University to establish elemental composition and cross-check results.  This was also 711 
checked by x-ray radiography in the frequency region of the iron K-shell absorption edge 712 
carried out at AWE.  The most sensitive test used inductively coupled plasma, optical 713 
emission spectroscopy, ICP-OES, and was carried out by Exeter analytical UK, University 714 
of Warwick, to measure the elemental composition to an accuracy of parts per million.  715 
All the techniques showed that the foams were not consistent with a formulation of Fe2O3 716 
but had iron at only 50% by weight with a 7% contamination of chlorine and 2% by 717 
weight of carbon, the rest of the foam was comprised of oxygen.  The subsequent equation 718 
of state and opacity of the foam was based on this foam composition.  The slight chlorine 719 
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contamination was found to be due to residual chlorine from FeCl3 used in the foam 720 
fabrication process (49).  721 

 722 

CASSANDRA opacities 723 

The values of opacity used in the NYM simulations were generated by the opacity code 724 
CASSANDRA.  The iron spectrum generated in the code with a spectral resolution of 1eV 725 
was remapped onto a group structure of 288 groups over a range from 0-100keV that was 726 
used in the NYM radiation-hydrodynamics calculations.  Figure 2 shows a comparison of 727 
an iron spectrum before and after the group structure binning is applied at 194eV and 728 
4.0e+22 electron density.  There is a slight smoothing of spectral features in grouping the 729 
iron spectrum otherwise the bound-bound and bound-free iron absorption features are 730 
well-resolved.  The main features of the iron spectrum are the bound-bound transitions L 731 
shell transitions from 0.7-1.5keV and the underlying bound-free absorption edge.  The 732 
CASSANDRA code shows a similar deviation from the Sandia data (13) as the other 733 
state-of-the-art codes (see Fig 1)  734 

 735 

The CASSANDRA methodology tends to broaden bound-bound features more 736 
than a detailed line accounting treatment though oscillator strength is conserved.  There is 737 
also a slight blue shift in the bound-bound spectral features in the CASSANDRA 738 
simulation compared to experiment.   The values scaled in the simulations are the part of 739 
the grid at temperatures 165eV and above with a log interpolation between 165eV and 740 
170eV.  Sandia experiments showed excellent agreement with theory in experiments up to 741 
temperatures just under 160eV and so were not scaled.  The bulk of the foam behind the 742 
radiation front was between 165-250eV, for the first shot, 200525 and slightly hotter 165-743 
300eV for the second, 210210.  The foam electron density range in the bulk of the foam 744 
behind the front was around 1e+22/cc - 5e+22/cc.  In Suppl. Materials a table of opacities, 745 
Table S1, is shown to indicate the CASSANDRA frequency resolved opacity values used 746 
in the simulations.  Values outside the conditions achieved in the experiment are shown 747 
for information. 748 

 749 
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