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ABSTRACT: Spectroscopies that probe electronic excitations from core
levels into unoccupied orbitals, such as X-ray absorption spectroscopy and
electron energy loss spectroscopy, are widely used to gain insight into the
electronic and chemical structure of materials. To support the
interpretation of experimental spectra, we assess the performance of a
first-principles approach that combines linear-response time-dependent
density (TDDFT) functional theory with the Δ self-consistent field
(ΔSCF) approach. In particular, we first use TDDFT to calculate the core-
level spectrum and then shift the spectrum such that the lowest excitation
energy from TDDFT agrees with that from ΔSCF. We apply this method
to several small molecules and find encouraging agreement between
calculated and measured spectra.

■ INTRODUCTION
X-ray absorption spectroscopy (XAS) and electron energy loss
spectroscopy (EELS) are powerful and widely used character-
ization techniques that can provide information about the
elements present in a sample as well as their chemical
environments. For example, these techniques have been used
for studying the electronic structure of functional materials,1,2

probing the chemical bonding in systems such as water and
ice3,4 or analyzing the properties of pollution particles.5,6

Both XAS and EELS measure energies of electronic
excitations from core levels into unoccupied states. The
onset of the spectrum corresponding to transitions from 1s
core states into the lowest unoccupied orbitals is called the K-
edge, while the L-edge indicates the onset of transitions from
core states with a principal quantum number of n = 2. While it
is usually straightforward to use XAS and EELS for elemental
analysis of samples, the identification of specific chemical
environments can be more challenging. In principle, the
assignment of chemical environments should be possible by
comparing the measured spectrum to a set of experimental
reference spectra. In practice, however, obtaining reliable
reference spectra for a broad range of chemical environments is
often not straightforward.
Alternatively, it is possible to obtain reference spectra from

first-principles calculations. For example, linear-response time-
dependent density functional theory (TDDFT)7 has been
widely used to predict core-excitation energies and intensities
of XAS spectra.8−11 Core spectra from TDDFT often
accurately reproduce the qualitative shape of measured spectra,
but absolute core-level excitation energies are not quantita-
tively reproduced with errors of several electronvolts.12−14 This

shortcoming of standard TDDFT calculations is a consequence
of approximate exchange within the exchange−correlation
functionals.15 In particular, many standard exchange−correla-
tion potentials exhibit an incorrect asymptotic behavior both
far away and very close to the atomic nuclei.16 Often, good
quantitative agreement with the experiment can be obtained by
subtracting a constant energy shift from all excitation energies,
with the value of the shift being determined empirically by
comparison to the experiment.17 However, this post hoc
calibration of the calculated TDDFT spectrum can be
problematic in complex materials containing many different
chemical environments. In such cases, it is often desirable to
calculate accurate absolute core-electron excitation energies
and avoid the need for empirical shifts.
Accurate absolute core-level excitation energies have

recently been obtained using the Δ self-consistent-field
(ΔSCF) approach18−20 in which the excitation energy is
determined as a total energy difference between the ground
state and the state with a core hole. For transitions from core
orbitals to the vacuum level, which are probed in X-ray
photoemission experiments, some of us recently demonstrated
that highly accurate excitation energies (also known as core-
level binding energies (BEs)) can be obtained for molecules,
solids, and surfaces when the SCAN exchange−correlation
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functional is used in conjunction with an accurate treatment of
relativistic effects.21,22 The ΔSCF approach has also been used
to determine K-edge energies (KEs) and energies of higher-
lying excited states by calculating the total energy difference of
the ground state and a state in which one core electron has
been promoted to an unoccupied state.23,24 For these neutral
excitations, convergence difficulties associated with a varia-
tional collapse are often encountered.24 To overcome this
problem, Hait and Head-Gordon used a square gradient
minimization approach and obtained good agreement with
experiment for a set of molecular compounds.25,26 However,
the determination of spectra with this approach is less
straightforward as a separate calculation is required for each
excited state (in contrast to linear-response TDDFT, which
yields all excitation states in a single shot).
Other approaches for simulating core-electron spectra are

based on Kohn−Sham eigenvalues,27,28 the coupled cluster
approach,29 Slater transition-state theory,30 and the GW/BSE
approach.31,32 Finally, machine learning techniques have been
developed to predict the spectra of complex materials, but
these techniques also need accurate reference spectra to
construct the training data set.33−36

A simple alternative approach to obtain core-level spectra is
to combine ΔSCF approach with linear-response TDDFT:37

instead of using experimental data to determine the energy
shift that is applied to the TDDFT spectrum, one determines
this shift from first-principles using a ΔSCF calculation of the
lowest excited state. In this paper, we apply this approach to a
set of molecules and assess its accuracy by comparing the
calculated spectra to experimental results. For most systems,
we find good quantitative agreement when appropriate
exchange−correlation functionals are used. It is straightforward
to apply this method to more complex systems, such as
surfaces or clusters.

■ METHODS
The core-level spectra are obtained from

=S f L E( ) ( )
I

I I
( )

(1)

with ω denoting the light frequency, f I is the oscillator strength
of the Ith excited state, and L(η) denotes a Lorentzian with a
full width at half-maximum (FWHM) of η. Also, EI is the
energy of the Ith excited state and obtained via

= +E EI I
TDDFT (2)

where EI
TDDFT are the excitation energies obtained from

TDDFT and Δ denotes a constant energy shift that is applied
to all excitation energies. The shift is given by

= E E1
SCF

1
TDDFT (3)

with I = 1 referring to the lowest excitation and E1ΔSCF denotes
the corresponding excitation energy obtained from ΔSCF.
For example, Table 1 shows the lowest neutral excitation

energy of NH3 calculated with TDDFT using different
exchange−correlation functionals (BHLYP, BLYP, PBE0, and
Hartree−Fock (HF)). The calculated results differ from the
experimental value at least by several electronvolts. In contrast,
the ΔSCF results for all exchange−correlation functionals are
in very good agreement with experiment.
In the following, we describe in more detail how the ΔSCF

calculations and the linear-response TDDFT calculations are

carried out. For all molecules, calculations were carried out for
the relaxed structure obtained using the SCAN functional with
the default tight basis sets in the FHI-AIMS computer
program.39,40

ΔSCF Approach. In the ΔSCF approach, excitation
energies are obtained as total energy differences between the
relevant excited states and the ground state. For example, core-
electron binding energies measured in X-ray photoelectron
spectroscopy (XPS) can be obtained by subtracting the
ground-state energy of the neutral system from the total
energy of the system with a core hole, which is obtained by
minimizing the total energy under the constraint that a given
core orbital remains unoccupied. Similarly, the lowest neutral
core-electron excitation energy, which is measured in XAS or
EELS, can be obtained by calculating the total energy of the
system with a core hole and an extra electron in the lowest
unoccupied orbital and subtracting this from the ground-state
energy (without a core hole). We stress that a separate ΔSCF
calculation is required for each core-electron binding energy
and each core-electron excitation energy.
The ΔSCF calculations were performed using the FHI-

AIMS computer program,39,40 an all-electron code that uses
localized basis sets defined on a grid of points in real space. We
include relativistic effects using the scaled zeroth-order regular
approximation (ZORA).39,41−44 All molecules in this study are
closed shell, but spin polarization is included in the
calculations with a core hole. It has been pointed out that
the ΔSCF approach cannot properly model singlet excitations
as those cannot be described by a single Slater determinant.25

Despite this shortcoming, we find below that the ΔSCF
approach produces accurate K-edge energies�likely because
the coupling between the core hole and the excited electron is
weak.
The basis sets used are those described in refs 21 and 22,

which are modifications of the default tight FHI-AIMS basis
sets with additional basis functions for the core states. These
additional functions allow us to describe the contraction of the
occupied 1s state in the presence of a core hole. The following
five different exchange−correlation functionals were tested:
SCAN, BHLYP, BLYP, PBE0, PBE, and B3LYP. We stress that
the same computational parameters (such as basis set and
exchange−correlation functional) must be used in both the
ground-state and the excited-state calculation to obtain
accurate excitation energies. Particular care must be taken
when the molecules contain atoms in equivalent sites. In this
case, additional strategies for localizing the core holes on a
desired atom must be employed, as explained in ref 22.

Time-Dependent Density Functional Theory. We also
carry out linear-response TDDFT calculations of excited states
involving transitions from core orbitals to unoccupied states
using the NWChem program package.45 For this, we ignore
(or “freeze”) transitions from all occupied states with energies

Table 1. Comparison of K-Edge Energies of NH3 from
TDDFT and the ΔSCF Approaches for Different
Exchange−Correlation Functionalsa

BHLYP (eV) BLYP (eV) PBE0 (eV) HF (eV) exp. (eV)

TDDFT 398.7 379.9 389.1 416.0 400.4
ΔSCF 400.4 400.5 400.6 400.5 400.4

aThe experimental result is taken from ref 38. Computational details
are described in the ΔSCF Approach and Time-Dependent Density
Functional Theory sections.
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exceeding that of the core orbital under consideration. This
significantly reduces the computational cost of the calculations.
We have verified that the inclusion of these states only leads to
very small changes in the excitation energies.
We have also studied the dependence of the TDDFT spectra

on the basis set and the exchange−correlation functional.
Figure 1 compares the calculated spectra of the NH3 molecule

obtained using the BHLYP functional for different basis sets
ranging from double ζ to quadruple ζ of the augmented
correlation-consistent polarized, valence aug-cc-pVXZ Dun-
ning family with X = D, T, or Q46,47 taken from the basis set
exchange.48−50 In addition, we tested the aug-cc-pCVQZ basis,
which contains additional core basis functions. For the energy
range in which experimental data is available, all basis sets give
similar results. Clear differences can be observed at higher
excitation energies. Finally, we also compare spectra with and
without the Tamm−Dancoff approximation and found almost
no difference. For all TDDFT calculations in this paper, we use
the aug-cc-pVQZ basis and the Tamm−Dancoff approxima-
tion.
Figure 2 compares the experimental spectrum of NH3 and

H2O to calculated spectra obtained from different exchange−
correlation functionals (BHLYP, HF, PBE0, BLYP, PBE, and
B3LYP�no results for the SCAN functional were carried out
as this functional is not yet available for TDDFT calculations
with the NWChem code). Good agreement is found between
the BHLYP result and experiment, while significant qualitative
differences can be observed for the other functionals. All
TDDFT calculations in the paper are therefore performed with
the BHLYP functional.

■ RESULTS AND DISCUSSION
K-Edge Energies of Molecular Compounds. We have

calculated the lowest core-electron excitation energies
corresponding to transitions from atomic 1s orbitals to
molecular lowest unoccupied molecular orbital (LUMO)
states (also known as the K-edge energy) as well as the core-
electron binding energies of a set of small molecules containing
the elements H, C, N, O, and F using the ΔSCF approach. In
particular, we carry out calculations for CH4, H2O, NH3, HF,
ethanol, acetone, CO, OCS, formaldehyde, C2H2, C2H4, and
azabenzenes. All results are shown in Figure 3 and summarized
in Table 2. All relevant data used to generate these graphs, as
well as the experimental references, are provided in the
Appendix. Atomic geometries of all molecules are provided in
the Supporting Information.
Figure 3a,b compares the K-edge energies and core-electron

binding energies of carbon atoms in the molecular compounds
obtained with different exchange−correlation functionals.
Table 2 shows that the BHLYP functional performs best for
the core-electron binding energies with a mean absolute error
(MAE) of 0.11 eV, while the other hybrid functionals perform
somewhat worse. Regarding the semilocal functionals, SCAN
performs best with an MAE of 0.15 eV, while PBE and BLYP
have MAEs of 0.22 and 0.29 eV, respectively. For the K-edge
energies, PBE0 performs best with an MAE of 0.24 eV. B3LYP
and BLYP (both with an MAE of 0.29 eV) as well as BHLYP
(0.29 eV) and PBE (0.30 eV) perform similarly, with SCAN
showing the highest MAE of 0.38 eV. The origin of this large
MAE for SCAN can be traced to its performance for carbon
monoxide with an absolute error of 0.9 eV, while other
functionals have errors of only 0.1 eV for this system. Overall,
we find that the MAEs for the lowest neutral excitations tend
to be somewhat higher than for the core-electron binding
energies.
Figure 3c,d shows the corresponding results for oxygen

atoms. Table 2 shows that among the semilocal functionals,
SCAN performs best for the core-electron binding energies
with an MAE of 0.21 eV. For the K-edge energies, the accuracy
of SCAN is somewhat worse with an MAE of 0.32 eV, which is
similar to BLYP with an MAE of 0.30 eV. Somewhat better
results for the K-edge energies can be obtained with hybrid
functionals. In particular, BHLYP yields an MAE of only 0.23
eV, while the MAEs of B3LYP and PBE0 are 0.32 and 0.48 eV,
respectively.
Finally, Figure 3e,f shows the corresponding results for

nitrogen atoms. For the core-electron binding energies, BLYP
(MAE of 0.14 eV), SCAN (MAE of 0.16 eV), and BHLYP
(MAE of 0.18 eV) perform best. For the K-edge energies,
SCAN performs best with an MAE of 0.16 eV. BLYP, PBE, and
BHLYP all show MAEs of 0.26 eV. B3LYP and PBE0 perform
worst with MAEs of 0.4 and 0.38 eV, respectively.
In summary, we find that the BHLYP functional yields the

most accurate K-edge energies with an overall MAE of 0.25 eV
for the set of molecules studied in this work. Its performance
for core-electron binding energies (MAE of 0.19 eV) is even
better, and only the SCAN functional yields slightly better
results with an MAE of 0.16 eV. Somewhat surprisingly, SCAN
performs significantly worse for K-edge energies with an MAE
of 0.33 eV.
It is interesting to correlate the performance of K-edge

energies to the treatment of exchange in the different
functionals. The best-performing functional BHLYP has a

Figure 1. Comparison of measured XAS spectrum from ref 38 and
TDDFT results with different basis sets for NH3. The calculated
spectra were obtained with the BHLYP functional and shifted such
that the energy of the first excited state from TDDFT agrees with the
BHLYP ΔSCF result. The dashed vertical line indicated the calculated
ionization potential.
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fraction of 50% exact exchange, while functionals with smaller
fractions of exact exchange (such as PBE0 with an exact
exchange fraction of 0.25 and B3LYP with a fraction of 0.2)
give worse results. The need for a large fraction of exact
exchange for obtaining accurate core-electron energies is
consistent with the observation of Besley and co-workers15 that
the best TDDFT results for K-edge energies are obtained with
ranged-separated hybrid functionals with an exact exchange
fraction of 0.55 in the short range. We note, however, that the
K-edge energies obtained from the approach of Besley and co-
workers can differ from experiment by as much as 1 eV�
significantly more than the results obtained from the ΔSCF
approach with the BHLYP functional.

Core-Electron Spectra of Molecules. Figure 4 shows the
calculated core-level spectra for a set of small molecules
(HCHO, C2H2, C2H4, CH4, NH3, H2O, HF) and compares
them to experimental results. The experimental data has been
fitted to a spline and smoothed for easier visual comparison. As
described in the Methods section, each excitation is
represented by a Lorentzian with a full width at half-maximum
η. In Figure 4, we have used η = 0.3 eV for carbon spectra and
0.5 eV for oxygen, nitrogen, and fluorine spectra. The value of
η was chosen such that the calculated spectra resemble the
experimental spectra. However, the same value of η was used
for all spectra of the same element.
Figure 4a compares the calculated carbon 1s XAS spectrum

of formaldehyde (HCHO) with experimental data taken from
ref 51. Both the experimental and the calculated spectra show a
large peak near 285.5 eV. In the measured spectrum, this peak
appears very broad and is split into a set of smaller subpeaks.

This peak splitting has been interpreted as a vibrational effect51

with a single electronic excitation (associated with the
transition of an electron from the C 1s core level to an
unoccupied π* orbital) coupled to various vibrations
associated with H−C bending and stretching as well as C−O
stretching. Since the atomic nuclei are fixed in our calculations,
we do not capture these vibrational effects. Following this main
peak, there is an energy gap in both the experimental and the
calculated spectra. At higher energies (starting at approx-
imately 290 eV), a set of smaller peaks can be observed, which
arise from transitions from the C 1s state to Rydberg states of
the molecule. Overall, there is good agreement for both the
positions and intensities of the peaks between the calculated
and the measured spectra.
The experimental core-electron spectrum of C2H4 (shown in

Figure 4b) is qualitatively similar to that of formaldehyde. In
particular, a large peak is found at 284.7 eV which is split into
two peaks because of the coupling to the symmetric C−H
stretching mode. This peak arises from transitions from the
carbon 1s orbital to the molecular LUMO. At energies higher
than 287.7 eV, a series of smaller transitions are observed,
which are attributed to transitions into Rydberg states. The
calculated spectrum also exhibits a large peak whose energy is
in good agreement with the experimental one as well as a series
of smaller peaks at higher energies. Similarly, good agreement
between theory and experiment is found for C2H2 (see Figure
4c).
Figure 4d compares the XAS spectrum38 of CH4 to the

calculated result. In this case, the agreement between theory
and experiment is clearly worse. It is important to note,

Figure 2. Comparison of the measured XAS spectrum from ref 38 and TDDFT results with different exchange−correlation functionals for NH3
and H2O. The calculated spectra were shifted such that the energy of the first excited state agrees with the measured value.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.2c00817
J. Chem. Theory Comput. 2022, 18, 7620−7629

7623

https://pubs.acs.org/doi/10.1021/acs.jctc.2c00817?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00817?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00817?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00817?fig=fig2&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.2c00817?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


Figure 3. Comparison of calculated and measured core-electron binding energies (BEs) and K-edge energies. Results were obtained using the
ΔSCF approach with different exchange−correlation functionals. The panels in the left column compare the performance of semilocal functionals
(PBE, BLYP, and SCAN), and the panels in the right column compare three different hybrid functionals (PBE0, BHLYP, and B3LYP).

Table 2. Performance of Different Exchange−Correlation Functionals for the Calculations of Core-Electron Binding Energies
(BE) and K-Edge Energies (KE) of Molecular Compounds Containing the Elements C, O, N, and Fa

B3LYP BHLYP BLYP PBE0 PBE SCAN

element BE KE BE KE BE KE BE KE BE KE BE KE

C 0.18 0.29 0.11 0.28 0.22 0.29 0.40 0.24 0.29 0.30 0.15 0.38
O 0.23 0.32 0.25 0.23 0.31 0.30 0.50 0.48 0.62 0.52 0.21 0.32
N 0.25 0.40 0.18 0.26 0.14 0.26 0.38 0.38 0.48 0.26 0.16 0.16
F 0.10 0.10 0.30 0.10 0.10 0.30 0.40 0.40 0.00 0.40 0.00 0.10
average 0.24 0.31 0.19 0.25 0.23 0.31 0.42 0.36 0.42 0.39 0.16 0.33

aThe mean absolute errors (MAEs) in eV are shown. For the core-electron binding energy calculations, the data sets consist of 9 (C), 6 (O), 5 (N),
and 1 (F) different binding energies. For the K-edge energies, the data sets consist of 11 (C), 5 (O), 5 (N), and 1 (F) energies.
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Figure 4. Comparison of calculated and experimental core-electron spectra for a set of small molecules. The BHLYP TDDFT spectra without the
BHLYP ΔSCF shift are shown as faint dashed lines. The blue arrow in the CH4 spectrum indicates the position of the electric-dipole forbidden
excitation, which is visible in the experimental spectrum because of vibrational effects.
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however, that the first low-intensity peak in the experimental
spectrum at 287.05 eV arises from a transition from the carbon
1s orbital to 3s a1 Rydberg orbital. This transition is electric-

dipole-forbidden and only observable because of vibrational
coupling. The largest peak at 288.0 eV arises from a transition
into the 3p t2 Rydberg state and is followed by smaller peaks

Table 3. Core-Electron Binding Energies of Molecules Obtained from ΔSCFa

molecule atom exp. B3LYP BHLYP BLYP PBE0 PBE SCAN

CH4 C 290.7 290.7 290.6 290.6 290.5 290.7 290.7
NH3 N 405.6 405.6 405.9 405.6 405.7 405.5 405.5
H2O O 539.7 539.7 539.5 539.4 539.5 539.6 539.6
HF F 694.1 694.2 694.4 694.2 694.5 694.1 694.1
OCS C 295.2 295.3 295.3 295.1 295.0 295.0 295.0

O 540.3 540.2 540.6 540.1 539.6 539.3 540.3
CO C 296.2 296.7 296.3 296.5 295.5 295.7 296.5

O 542.1 542.4 542.4 542.6 541.7 541.7 542.6
acetone C(H3) 291.2 291.2 291.4 291.5 291.9 291.8 291.4

C(O) 293.9 293.8 293.9 293.9 294.0 294.1 294.1
O 537.9 537.5 537.8 537.5 537.0 536.7 537.6

C2H4 C 290.6 290.9 290.8 290.9 291.3 291.0 290.8
C2H2 C 291.2 291.4 291.5 291.7 291.8 291.6 291.3
formaldehyde C 294.5 294.5 294.6 294.8 294.8 294.7 294.5

539.0 539.3 539.5 539.7 539.7 539.8 539.3
ethanol C(H2OH) 291.1 290.9 291.1 291.3 291.3 291.4 290.9

C(H3) 292.5 292.1 292.5 292.6 292.8 292.6 292.4
O 538.6 538.2 539.0 538.6 538.1 537.9 538.6

pyridine N 404.9 404.5 404.8 404.9 405.2 405.2 404.6
pyridazine N 404.9 405.2 405.2 405.3 405.3 405.3 404.7
pyrimidine N 405.2 404.6 405.3 405.5 405.7 405.8 405.0
pyrazine C 291.7 291.4 291.4 291.6 291.7 291.6 291.5

N 405.6 405.2 405.5 405.6 406.2 406.6 405.6
MAE 0.2 0.2 0.2 0.4 0.4 0.2

aAll energies are given in eV.

Table 4. K-Edge Energies of Molecules Obtained from ΔSCFa

molecule atom experiment B3LYP BHLYP BLYP PBE0 PBE SCAN

CH4 C 286.8 286.4 286.5 286.6 286.7 286.8 286.4
NH3 N 400.4 399.9 400.4 400.5 400.6 400.6 400.5
H2O O 533.9 534.5 534.2 534.2 534.6 534.7 534.2
HF F 687.3 687.4 687.4 687.6 687.7 687.7 687.4
OCS C 288.4 287.6 287.6 287.6 287.8 287.7 287.8

O 533.1 533.3 533.2 533.5 532.8 532.7 533.5
CO C 287.3 287.4 287.2 287.3 287.4 287.4 286.4

O 533.1 533.6 533.3 533.5 533.9 534.0 533.8
Acetone C(H3) 286.4 286.8 286.8 286.9 287.0 287.0 286.8

O 530.7 530.6 531.0 531.0 530.1 530.2 530.7
C2H4 C 284.4 284.2 284.3 284.3 284.3 284.4 284.2
C2H2 C 285.6 285.6 285.1 286.0 285.8 285.4 285.1
Formaldehyde C 285.6 285.4 285.4 285.5 285.7 285.8 285.4

O 530.8 530.6 530.6 530.7 530.8 530.8 530.6
Ethanol C(H2OH) 286.9 287.0 287.0 287.1 287.2 287.3 287.0

O 532.6 *** *** 533.4 533.6 534.1 533.6
Pyridine C 284.9 284.2 284.4 284.3 284.8 284.6 284.5

N 398.8 398.3 398.4 398.5 398.6 398.7 398.7
Pyridazine C 285.5 285.8 285.6 285.7 285.8 285.8 285.8

N 399.0 398.8 398.9 399.0 399.1 399.1 399.1
Pyrimidine C 284.9 285.0 285.1 285.3 285.3 285.7 285.1

N 398.8 398.2 398.3 398.4 398.4 398.5 398.5
Pyrazine C 285.3 285.1 285.3 285.3 285.3 285.3 285.0

N 398.8 399.0 399.1 399.3 399.8 399.4 399.0
MAE 0.3 0.3 0.3 0.4 0.4 0.3

aAll energies are given in eV. For excitations from O 1s in ethanol, results could not be obtained for B3LYP and BHLYP because of variational
collapse problems (indicated by ***).
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arising from vibrational effects. At higher energies, additional
peaks arising from transitions into higher Rydberg states are
observed. In the calculated spectrum, the energy of the largest
peak is underestimated, but better agreement is found for the
higher-lying Rydberg state transitions.
Figure 4e,f shows the measured38,51 and calculated oxygen

spectra of H2O and CH2O. For H2O, very good agreement
between theory and experiment is found for both the peak
positions and their intensities. The first two peaks arise from
transitions from oxygen 1s to the 4a1 LUMO and 2b2 LUMO
+ 1 orbitals, respectively, while the final state of the third peak
is a Rydberg state. Vibrational effects are responsible for the
large width of the peaks. For CH2O, the measured spectrum
consists of a large peak at about 530.8 eV, which is well
reproduced by theory, and a series of smaller peaks arising
from transitions into Rydberg states, which are captured by the
calculations. In particular, the calculated spectrum also exhibits
two small peaks near 537 eV, which arise from transitions into
3s and 3p Rydberg states followed by two somewhat larger
peaks near 539 eV corresponding to transitions into 4p and 5p
Rydberg states. However, the energies of these smaller peaks
are approximately 1 eV higher in the calculated spectrum
compared to that in experiment.
Finally, Figure 4g,h shows the nitrogen spectrum of NH3

and the fluorine spectrum of HF, respectively, and compares
them to experimental XAS results.38 Good agreement between
theory and experiment is found for NH3. In particular, the
position and intensity of the first peak are well reproduced, but
the energy of the large second peak near 402 eV is somewhat
underestimated by the calculation. Similarly, the first peak at
687 eV in the HF spectrum is captured accurately by the
calculation. At higher energies, near 692 eV, the theoretical
spectra exhibit two peaks. In contrast to experiment, however,
the intensity of the first peak is higher than that of the second
peak.

■ CONCLUSIONS
We have assessed the performance of a first-principles
approach for calculating core-electron spectra, which are
measured in X-ray absorption spectroscopy and energetic
electron loss spectroscopy. In this approach, spectra from
linear-response TDDFT are shifted such that the energy of the
lowest excitation agrees with the value obtained from ΔSCF.
This procedure overcomes TDDFT’s failure to yield accurate
absolute core-electron excitation energies while producing the
entire spectrum in one shot (as opposed to having a separate
calculation for each excited state). We apply this method to a
set of small molecules and find mostly good agreement
between experimental and calculated spectra when the BHLYP
exchange−correlation functional is used for the TDDFT. This
method can now be applied to more complex systems,
including solids and surfaces.

■ APPENDIX
Table 3 shows ΔSCF results for the binding energies for all
molecules investigated in this study, and Table 4 shows the K-
edge energies. Experimental values are taken from ref 38 for
CH4, H2O, NH3, and HF; ref 52 for ethanol, acetone, CO, and
OCS; ref 51 for formaldehyde; ref 53 for C2H2 and C2H4; and
ref 54 for pyridine, pyridazine, pyrimidine, and pyrazine.
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