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Sharing Is Caring: Hurdles and Prospects of Open,
Crowd-Sourced Cyber Threat Intelligence

Vitor Jesus , Balraj Bains , and Victor Chang

Abstract—Cyber threat intelligence (CTI) is widely recognized
as an important area in cybersecurity but it remains an area
showing silos and reserved for large organizations. For an area
whose strength is in open and responsive sharing, we see that the
generation of feeds has a small scale, is secretive, and is nearly
always from specialized businesses that have a commercial interest
in not publicly sharing insights at a speed where it could be effective
in raising preparedness or stopping an attack. This article has three
purposes. First, we extensively review the state and challenges of
open, crowd-sourced CTI, with a focus on the perceived barriers.
Second, having identified that confidentiality (in multiple forms)
is a key barrier, we perform a confidentiality threat analysis of
existing sharing architectures and standards, including reviewing
circa one million of real-world feeds between 2014 and 2022 from
the popular open platform MISP toward quantifying the inherent
risks. Our goal is to build the case that, either by redesigning
sharing architectures or simply performing simple sanitization of
shared information, the confidentiality argument is not as strong as
one may have presumed. Third, after identifying key requirements
for open crowd-based sharing of CTI, we propose a reference
(meta-) architecture.

Managerial Relevance—CTI is widely recognized as a key ad-
vantage toward cyber resilience in its multiple dimensions, from
business continuity to reputation/regulatory protection. Further-
more, as we review in this article, there are strong indications that
the next generation of approaches to cybersecurity will be centered
on CTI. Whereas CTI is an established business area, we see little
adoption, closed communities, or high costs that small businesses
cannot afford. For an area that, intuitively, should be open, as
velocity and accuracy of information is crucial, we shed light on why
we have no significant open, crowd-sourced CTI. In other words,
why is usage so lacking? We identify reasons and deconstruct
unclear and unhelpful rationales by looking at a wide range of
literature (research and professional) and an analysis of nearly ten
years of open CTI data. Our findings from current data indicate
two types of reasons. One, and dominant, is unhelpful perceptions
(e.g., confidentiality), and another stems from market factors (e.g.,
“free-riding”) that need collective movement as no single player
may be able to break the cycle. After looking at motivations and
barriers, we review existing technologies, elicit requirements, and
propose a high-level open CTI sharing architecture that could be
used as a reference for practitioners.
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I. INTRODUCTION

CYBER threat intelligence (CTI) consists of any informa-
tion that helps an organization to be better prepared for

a specific cybersecurity risk. For example, suppose a certain
malware strain has been identified in a previous attack. In that
case, defenders can scan their devices for its specific signatures
and indicators or configure an intrusion detection system (IDS)
to scan network traffic.

After a period when cybersecurity was mainly prescriptive
and open looped, risk-based cybersecurity is now the chief
approach. Whereas CTI is not, strictly speaking, a new area,
it can be argued [1] that risk-based approaches and associated
enterprise architectures [2] should be augmented with CTI, thus,
moving practitioners to what can be called intelligence-based
cybersecurity. The key motivation is that the increasing sophisti-
cation, diversification, and agility (and often creativity) of threat
actors must be met with equal performance. Overall, we are
looking into obtaining an awareness advantage.

To a certain extent, prescriptive, rule-based cybersecurity, was
predominant until the early 2000s. It can protect against known
knowns, which is to say that, for example, passwords need to
have a minimum level of entropy and be selected outside known
dictionaries. Risk-centricity is the current paradigm championed
by, among others, ISO/IEC 27001, which helps protect against
known unknowns. Whereas many high-profile cyberattacks are
seen as avoidable in hindsight (e.g., by not patching vulnerable
software), many others could have been prevented by taking
directed measures had the organization known that a well-
identified adversary 1) selected them as a preferential target, and
2) used well-characterized tactics, techniques, and procedures
(TTP). For example, in April 2022, CloudMensis was identified
as a new MacOS backdoor and malware likely to be part of a
coordinated campaign. Its characteristics were quickly identified
and detection measures derived. As with others, this campaign
will likely fade within a few months, so organizations should
increase effort and attention dedicated to it, but only for its
duration, reverting back to default measures once it subsides,
so that risk reduces to an acceptable level.

This type of threat is, thus, part of the unknown unknowns, un-
less the organization has a CTI capacity that is able to share and
consume external information. Therefore, with CTI, unknown-
unknowns become known-knowns and specific, actionable, and
effective measures can be applied, dramatically reducing risk.
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Thus, CTI is able to drive a new approach to cybersecurity that
can have unparalleled effectiveness.

Despite the benefits of operationalizing CTI, it is still not a
common capability across organizations; at best, it exists in large
organizations and often only in certain sectors such as banking.
We also note that CTI needs both consumers and producers,
ideally, with every participant in the network able to take on
both roles. In fact, intuitively, one would imagine that CTI
would be widely shared in order to take advantage of a network
effect that quickly shares alerts and lessons. The metaphor here
is that a tactic is only successful once because information
quickly spreads. In this manner, and rather intuitively, the whole
community would be stronger, similar to a vaccination effect.
This motivates the idea of open crowd-sourced CTI. While this
is a possibility, we observe little adoption and conflicting views.

A. Aims

We ask four questions in this article. The first two are the
following.

1) Why is the integration of CTI so low?
2) Why are there no multiple, large and open initiatives to

source and consume CTI?
As we review the literature, it is clear that the top consideration

is not a technical or operational one; it is, in fact, confidentiality
and related requirements such as regulatory compliance or mar-
ket advantage. Even if an organization is able to generate CTI,
and is willing to do so, they prefer not to take the risk of sharing
confidential and tactical information. The first contribution of
this article is to break down confidentiality requirements so as
to argue they may not be as stringent.

Our subsequent third and fourth research questions are, there-
fore, the following.

3) What are the safety requirements of a CTI sharing archi-
tecture?

4) Considering the barriers, both perceived and technical,
can we design a CTI-sharing architecture that is open
and safe?

B. Methodology and Contributions

Our methodology is mixed, as illustrated by Fig. 1. First, we
review the literature across three key areas: 1) socio-technical
factors contributing to barriers to open sharing of CTI; 2) CTI
sharing formats; 3) technical gaps. From the literature review,
we will primarily argue that open, crowd-sourced CTI can be
safe, provided the underlying sharing technical architecture has
certain requirements. To support our position, we elaborate on
two streams investigating its safety, both using data analysis and
theoretical frameworks.

1) Sharing standards: We analyze over 500 distinct attributes
in existing sharing standards.

2) Publicly shared events: We analyze over 1 000 000 events
publicly shared since 2014.

3) Theoretical frameworks: We perform an analysis of con-
fidentiality requirements for the specific CTI sharing sce-
nario by: 1) adapting the LINDDUN framework [3] to the
CTI case, originally aimed at Privacy threat modeling; and

Fig. 1. Methodology.

2) by looking at Fisk [4] framework of first-principles for
sharing CTI.

We, thus, elicit requirements on two dimensions. First, we
acquire a clear view of the inherent safety of sharing standards;
second, we raise and collate new requirements toward open
crowd-based sharing of CTI, including proposing a reference
meta-architecture. By meta-architecture, we mean that we do
not immediately propose an implementation or even a set of
technologies, which will be for future work.

Contributions: The contributions of our article are multiple.
1) We offer a comprehensive, integrated, updated literature

review snapshot of CTI sharing with a particular focus
on the barriers and enablers toward open sharing, along
with corresponding technical approaches; in particular,
we break down the notion of confidentiality in multiple
aspects to argue that the problem is more perceptional
than practical and that open, crowd-sourced CTI seems
feasible.

2) From a confidentiality perspective, we analyze in detail
major sharing formats in order to quantify risk and safety,
supported by an analysis of CTI data consisting of about
1 000 000 events since 2014, showing that a mere 0.1% of
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Fig. 2. Life cycle of CTI.

potentially confidential information exists and which can
be further reduced by sanitizing data.

3) We develop a confidentiality threat analysis of the problem
of open CTI.

4) We elicit, identify, and collate safety requirements toward
open crowd-sourced sharing of CTI for which we propose
an architecture.

To the best of our knowledge, these are novel contributions,
including the literature review that focuses on deconstructing
perceptions with confidentiality at the top. The collection of
requirements we identify and the architecture we propose are,
thus, informed by literature, theory, and practice.

C. Article Structure

The rest of this article is organized as follows. We start with
an integrated review of the literature identifying barriers and
incentives to open sharing of CTI, while reviewing CTI archi-
tectures (Section II). We then build the case that confidentiality
may not be as significant a risk as thought. Since it is ultimately
reflected in the languages and protocols used to transport CTI,
Section II-B reviews well-known languages (Veris, IODEF,
STIX, OpenIOC, MISP internal format, and IDEA) while
attempting to quantify the associated risk. Section III analyzes
the risks of sharing CTI from two angles. First, in Section III-A,
we check what exactly sharing standards allow sharing and any
associated safety features; then we look at a large dataset of CTI
shared between 2014 and 2022 to measure risk. In the second
part of this section, Section III-B develops a confidentiality
analysis using privacy assessment models (e.g., LINDDUN
framework [3] and Fisk’s early model [4]). We complement
the section with a review of privacy-enhancing technologies.
Building on the literature review, the analysis of sharing formats,
and the analysis of real-world events, Section IV-A proposes
a set of requirements and a reference architecture that enables
open sharing of CTI. Finally, Section V concludes this article.

II. BARRIERS AND APPROACHES

In this section, we break down the life cycle of CTI and discuss
key challenges by extensively reviewing literature. To help guide
the following subsections, a high-level perspective of CTI is

shown in Fig. 2. A producer of CTI creates a new feed (Section
II-C3) based on their own research (e.g., by analyzing malware),
derived from their own operations (e.g., honeypots), or simply
reusing/enriching a past feed. We note that this last type often
raises problems regarding the quality of data (Section II-C4).
When deemed of interest and is vetted for sharing (e.g., because
of accidental disclosure of confidential information (Section III),
it is either published on a local repository (such as a website,
common for white papers in natural language) or converted into
a common format and published on a well-known platform.
Sharing platforms will usually meet a number of socio-technical
requirements (Section II-A), notably a form of membership that
manages trust between members (Section II-C1). The new feed
will then generate a new notification that consumers of the
particular topic or source will receive. The new information is
then acted upon (Section II-C5) in two ways: 1) it is internally
analyzed by a human, who will integrate the intelligence into
the internal operations; and/or 2) it is integrated with internal
defense systems by automating the process, if possible. For
example, suppose a new network signature is published in a
format that is used by the popular Snort, an intrusion detection
system. In that case, it can be automatically integrated with
the local databases. If that signature is detected in traffic, an
automatic action can be taken.

It is important to note that, given the public or semipublic
nature of CTI platforms, a malicious party could be listening
and analyzing the feeds with adversarial intentions. This is
represented by the dark red figure and arrow. Amongst other
risks, the party may aim at producing counter-intelligence or use
it to perform reconnaissance and learn more about a target. These
risks will be later analyzed in detail.Methodology for the litera-
ture review—In the following sections, we extensively review
literature, both academic and industry or practice-based. We
performed a simple search by (“Cyber” OR “Threat”)
AND “Intelligence” from 2013 across key publishers
such as IEEE, ACM, Springer, Elsevier, Emerald, etc. We also
used popular online search engines to find grey and industry
literature. From each paper, we reviewed their references and
respective citations (when available) to find further literature,
including those dated before 2013. In total, we reviewed about
400 papers, of which about 100 were selected as relevant.
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Referring to Fig. 1-top, we start by analyzing literature on
barriers to open CTI across the following dimensions:

1) confidentiality risks;
2) market factors;
3) interoperability;
4) trust in peers;
5) usefulness and return;
6) laws and regulations.
We then further review sharing formats, most standardized in

some form, and then technical approaches mostly to address the
socio-technical barriers as above.

A. Barriers

CTI is necessarily a technical area, but the process of sharing
is driven by a mix of socio-technical factors. Some are internal
to the organization, such as a lack of capacity to use CTI, but we
mostly see external factors, such as market forces or legal risks.

1) Legal and Regulatory Constraints: There may be two
broad reasons why CTI cannot be shared due to the legal, regula-
tory, or even political context [5]. On the one hand, sharing may
create liability from product-based contracts to nondisclosure
agreements. For example, it may disclose a vulnerability in a
product that the vendor protects by limiting disclosure [6]. Fur-
thermore, it may reveal or offer indications that the organization
has been breached, which may lead to regulatory fines. Data
protection considerations also apply even if this aspect needs
more research [7] and, in general, falls under confidentiality
consideration. On the other hand, national security policies may
prevent sharing [8].

2) Interoperability: A frequent theme raised as a barrier to
openly share CTI is the lack of interoperable formats [5], [6], [9],
[10]. To be precise, the reason is not a lack of standard formats
since several have existed, in some form, since the early 2010 s
(see Section II-C2). First, different formats have proliferated
recently, as we discuss later, which can cause confusion and
unproductive redundancy. Second, some standard formats are,
in fact, proprietary and not always useful to share certain types
of CTI, particularly as we go up in the so-called pyramid of
pain [11], [12]. The pyramid of pain captures the notion that
whereas it is straightforward to share and act on the signature of
a malware file, it is much more difficult to capture a multistep
tactic of a sophisticated actor, such as escalation of privileges
and lateral movement. Similarly, we note that CTI is still signifi-
cantly shared over long textual reports or white papers, in natural
language [13], that are difficult, or time-consuming, to convert
into machine-readable formats and hence leverage automation.
Third, we note that the existing sharing formats may need to
be rethought, contemplating the fact that MISP [14], a popular
platform to share CTI, has developed its own format, in parallel
with the most popular format STIX [9], [15].

Another aspect related to interoperability is how different
platforms, mostly closed-source and proprietary, do not easily
integrate with each other [9], [16], [17], creating duplication of
effort. This is often by design as there might be commercial
interests to be protected (Section II-A4).

3) Usefulness and Return: The practical usefulness and
cost/benefit return of CTI have been challenged [5], [9], [18]
even if both academic and industry [1], [15] literature point at it
progressively being a key differentiator for cyber resiliency. An
example of success is the banking sector [1]. The issues raised
seem mostly perceptional and compound the overall issues this
section overviews, such as legal liability, lack of open platforms,
etc. Other factors exist that are associated with lack of scale and
difficulty in operationalizing CTI as “a product” [18]—examples
are the cost to run a CTI team [19] and the lack of professional
skills [8], [19]. A further challenge is operationalizing CTI
to effective and practical measures [6], [8], [10], [20], often
connected to the quality of the information shared or how to
integrate a CTI function transversally in an organization, e.g.,
CTI as a (internal) service [21]. It is, nevertheless, recognized
that CTI helps with reducing response times [22], usually in the
order of months [23].

4) Market Factors: Market factors are currently acting as
deterrents to open sharing in two ways. First, there are reputa-
tional issues. Sharing CTI will help with reputation by showing
expertise and availability of resources for proactive cyber re-
silience. However, sharing CTI may inadvertently reveal internal
weaknesses or a low maturity of their cyber operations. This
ties to a second factor: managing competitors. Despite an open,
collaborative approach to CTI being accepted to be of benefit
to the whole community [24], it has been shown [19] that
organizations generating CTI are conscious about what they
share. They are willing to share simple indicators of compromise
(IoC) (e.g., malware hashes), but less willing to share more
complex defense strategies as they may give away a competitive
advantage to competitors.

Furthermore, this is closely related to the perception that most
participants will consume CTI and only a few will contribute,
creating a free-riding effect or a “forward paying” attitude where
participants share only if others do [19], [25]. There is clearly
a network effect, similar to the well-known Metcalfe’s law of
networks, where the value of a network is quadratic with the
number of participants. This can only be unlocked by changing
collective perceptions.

The net result is that the current CTI market is essentially
siloed with three types of structures;

1) professional and for-profit CTI firms [26], who are very
protective of their PI and will only share with paying
members;

2) sector-specific, invitation-only networks such as bank-
ing [1];

3) government-funded, national, semiclosed platforms,
such as the U.K.’s CiSP [27] or the US’s CISCP
[28].

Considering the self-protective attitude and market structure,
it is therefore very difficult to design a system of public or
market incentives [16], [29], [30], [31] or public policies [32].
Numerous attempts, such as EU’s GDPR or NIS mandate to dis-
close breaches (2016) or the recent (2022) US’s Cyber Incident
Reporting for Critical Infrastructure Act (CIRCIA), address this
fact to an extent. Whereas closed or semi-closed platforms do
solve membership and trust challenges, it is in direct opposition
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to open, responsive, collaborative, crowd-sourced CTI, our key
focal point in this article.

The final angle is that of cyber insurance. It seems that cyber
insurance premiums are not affected by a CTI capability [5], but
this is likely due to it being a new trend. Intuitively, one can
imagine that sharing information will have an effect of reducing
premiums by showing robust (by consuming CTI) and mature
(by sharing CTI) cyber-operations; on the other hand, it will
increase premiums should confidential information about weak
cyber posture become public.

5) Trust in Peers and Adversarial Usage: CTI needs to be
shared in platforms where members should trust each other;
however, it is unclear what trust entails. Literature seems to
indicate that trust is not a true requirement; furthermore, it is
either “mostly neglected” [9] or is a soft barrier that is quickly
ignored as long as there is confidentiality [25]. The term trust
may also mean that information can be trustworthy and actual,
rather than low-quality copies or not actionable or useful [33]
(see Section II-C4. Trust may also mean that there is good faith
in terms of the ratio sharing/consuming [5], [10], which is simply
the “free-riding” problem discussed.

Finally, trust also means that consumers of CTI will not use
it against the member that shared the information [10], [18],
[29]. This adversarial utilization of CTI needs more work, but
we note that most attacks start with a reconnaissance phase,
where adversaries gather information about the target in order
to find weaknesses, and uncontrolled sharing of CTI may offer
an advantage, significantly defeating the purpose of CTI. Such
unintended consequence can be helped by, e.g., a better under-
standing of risks or standardizing processes [34]. Furthermore,
another form of adversarial CTI is to generate fake CTI in order
to sow confusion and doubt [35], likely diverting resources,
and making CTI less useful or effective, particularly if used
strategically.

6) Confidentiality Risks: Confidentiality risks are usually the
top concern and reason for not sharing [5], [6], [7], [9], [17], [19],
[25], [26], [29], [36], [37], even if at times under the umbrella of
trust, regulatory compliance, or market factors, as discussed. As
has been identified (e.g., [9], [25]), this is often an inconsequen-
tial perception effect that quickly becomes unimportant. Never-
theless, it should be recognized that uncontrolled disclosure of
information or too much sharing can be problematic for reasons
already pointed out (such as disclosure of internal information
that a malicious party can take advantage of). Although there are
proposals to tackle this problem and share CTI in a more safe
way (as discussed in the next sections), including first-principles
methodologies [4], the second part of this article will counter
propose that it is either easy to control what is shared or, as a
baseline, the risk of sharing critical information is low, given
current practices.

B. Sharing Formats

This section reviews common sharing formats as they form
an essential part of the overall sharing process: VERIS, IODEF,
STIX, OpenIOC, IDEA, and MISP’s internal format.

1) VERIS: The Vocabulary for Event Recording and Incident
Sharing (VERIS) [38] gives means to record security incidents
in a standard format. It is structured around what the authors call
the 4As: Actor–Action–Asset–Attribute. VERIS is focused on
recording and measuring internal incidents and less alerting for
unrealized threats. It captures an “incident narrative”: a ticket
assignment with a local incident identifier, then recording the
affected users, and then detailing the response taken. The data
schema and taxonomy of attributes take an enterprise focus:
incident details, affected assets and people, IoCs, etc. It uses
the popular JSON format, which means it is extensible albeit
somewhat unacknowledged, as most popular JSON libraries
are designed to ignore unknown fields. VERIS is perhaps most
associated with the yearly Verizon data breach investigations
Report (DBIR) [39] as incidents analyzed are recorded in this
format [40].

Listing 1 shows a sample of a breach in 2010 obtained from
a public Veris dataset of incidents. It details how the database
associated with a Web application was compromised on the 28
October 2010, likely using SQL injection as the attack vector.
A search online1 for the incident reveals that “A database web
server, containing the electronically protected health informa-
tion (EPHI) of 9493 individuals, was breached by an unknown,
external person(s) for use as a game server. Although there was
no indication of access to EPHI, the EPHI on the database web
server included names, dates of birth, types of x-rays, and dates
of x-rays.” It also reveals that the breach was reported on 15
October 2010, likely due to regulatory obligations as this is
classified as a “Healthcare Provider.”

2) IODEF: The Incident Object Description Exchange For-
mat (IODEF) was originally developed by the Internet Engineer-
ing Task Force (IETF, the main standardization body of the Inter-
net) in 2007 and is currently in version 2 [41]. It was developed
to automate communication between Computer Security and
Incident Response Centers (CSIRTs) but also as a language that
network elements, notably Intrusion Detection Systems (IDS),
could understand via the intermediary format IDMEF [42]. In
this sense, a newly discovered threat could be shared in IODEF
format, converted into IDMEF and automatically ingested into
an IDS that is then able to raise an alert or even stop an attack.

A JSON example of an IoC shared via IODEF is shown
in Listing 2. The original format of IODEF is XML, which
can be inefficient given its verbosity, and JSON is now being
used [43]. It is a fictitious sample that shares a domain name
(kj290023j09r34.example.com) being used as a Com-
mand & Control (C2), typically used as a central point to control
botnets. The threat actor has been named as Aggressive
Butterflywhile pursuing a campaign named Orange Gi-
raffe. This is an example of how CTI can be automatically
mapped onto defense systems: an IDS could parse the feed’s
JSON, extract the malicious domain name, and, on detecting
traffic to or from it, raise an alert and/or block by signaling a
firewall. Of worthy mention to this article is that potentially con-
fidential data was also included:CSIRT for example.com
as the name of who shared this feed (an organization, in the case),

1https://www.rpubs.com/tg-xu/540846 (accessed on 9 August 2022).
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Listing 1. VERIS record of an incident dated 28 October 2010.

Listing 2. IODEF example (in JSON) sharing a C2 domain name.

and the email address contact@csirt.example.com. In
this particular case, these values do not seem sensible, but we see
that mechanisms exist to share personal or confidential informa-
tion. We also note that free text fields such as Description
are difficult to control for confidentiality.

3) STIX: Structured Threat Information eXpression (STIX),
currently in version 2.1 [44], is perhaps the most popular format
given its flexibility to represent a wide range of cases while
being a language than can embed other formats. It lends itself
to be converted into other formats, even if with a potential loss
of information. An example is converting STIX to IODEF, or
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Fig. 3. Example of STIX relationships.

simply embedding it in an appropriate object and then injecting
it into the rule base of an IDS. MITRE has the copyright of
STIX, but it is sponsored by the US’s Department of Homeland
Security (DHS), which promotes openness and collaboration.
By virtue of history (e.g., integration of CybOX [45]) and aim,
it is more complex than any other formats, particularly when
aiming at automation.

It further embeds the notion of relationships, thus support-
ing complex information ontologies. Fig. 3 shows a simple
example where a threat actor Aggressive Giraffe is run-
ning a campaign and is using machines behind the IP address
10.1.2.3. It is also known that this campaign uses a tactic
denoted by Mitre as TA003, which was observed to be in use
by the threat actor. The four represented objects—Campaign,
ThreatActor,Indicator,TTP—can be individual objects
and Indicator could be a single IODEF object. STIX 2.1
uses JSON as the preferred format. Listing 3 shows an example
adapted from the official documentation. It shows a bundle of
three objects, two indicators and a relationship. The indica-
tors are malware being hosted at http://malwarexyz.tld/4712/
and the type of malware identified as malwarexyz back-
door, which is known to map to the phase establish-
foothold of the attack model named mandiant-attack-
life cycle-model. Attack models are colloquially known
as “Cyber Kill Chains” after Lockheed Martin adapted the
military concept of “Kill Chains” to cybersecurity [46]. A set of
fingerprints of this malware can be found in further feeds that,
likely, will link back to this particular feed. The third object is
a relationship that expresses that indicator–d81f86b9-
975b (the hosting domain) points to (indicates) the indica-
tor malware–162d917e-766f (the malware).

4) OpenIOC: OpenIOC is a mature standard developed by
Mandiant in the early 2010s [47] that substantially focuses
on sharing actionable IOCs such as malware signatures or
configuration entries such as the registry of MS Windows. As
it was common at the time, XML was used. It is somewhat
limited in scope and seemingly decreasing in popularity [15],
perhaps because of lack of maintenance and the emergence of
other more flexible standards such as STIX, where an IOC is
one object out of many others.

5) IDEA: The Intrusion Detection Extensible Alert
(IDEA) [48] is a further sharing format, but that falls under
the remit of directly actionable intelligence for devices such
as firewalls or IDSes, similarly to the combination of IODEF
and IMDEF. In other words, it is a modern format in the sense
of being aligned with current architectures of modern network

Listing 3. STIX example: sharing information about malware.

elements; it is kept simple and lean, yet flexible, recognizing
that network devices need simplicity to increase operationality.

6) MISP’s Internal Format: MISP is a popular open-source
CTI platform that has its own format. Even though literature does
not typically consider MISP as a standard format, we consider
it as such given its adoption and attempts to standardize [49].
Furthermore, considering how popular MISP is, their internal
format might incidentally be the most used by volume. Similar
to STIX, MISP’s format has a rich set of taxonomies. However,
it does not aim at comprehensiveness but instead relies on
unmanaged community contributions. In a sense, it seems to
be more active than other standards (including STIX). This is
perhaps because of their community-driven approach, which
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indirectly gets sponsored by national authorities [e.g., NIS’ (EU
directive of 2017) incident reporting format or a taxonomy for
illicit drugs, often used in spam emails]. A peculiar characteristic
of MISP’s format is the use of unexpected terminology (such
as “galaxies” or “taxonomies” for the tagging system). It also
gives an impression of unnecessary complexity while being at
the apparent complexity level of STIX.

It is able to represent complex ontologies and meet different
goals, from incident reporting to sharing simple IOCs, as long
as the needed objects are available. The underlying model is
based on three structures around the notion of event (which we
interchangeably have been calling “feed”): sharing metadata,
event attributes and objects, and augmenting context. Metadata
consists of the list of objects being shared, such as unique
identifiers, sharing settings (such as to which communities), or
a date of sharing. The objects contain the specifics of the cyber
intelligence, typically chosen from an existing object template
and list of attributes. Finally, the context consists of sightings
(next discussed) or simple tags to organize information and is
mostly readable by humans.

An interesting notion in MISP is distribution lists. Whereas
much-needed concepts in CTI, it is mostly motivated by the fact
that MISP is, above all, a sharing platform. It also embeds the
critical concept of community. For example, with great granular-
ity, each object is associated with a level of re-distribution that
roughly ranges between internal, selected group/community,
or open. It is unclear, however, how to, at scale and if one
decouples the platform from the format, enforce distributed lists
and without using MISP’s platform – raising interoperability
issues and increasing the silo effect.

Another key notion concerns the re-distribution of a previ-
ously shared event. On the one hand, one has the Sighting
object that allows someone to confirm that the threat has been
seen, thus improving confidence. On the other hand, we have
ShadowAttributes, which allows us to augment a past
event’s information. This, and other elements, help raise the
quality of the information and, perhaps more importantly, reduce
low-quality intelligence. We note, however, that these can also
be used adversarially.

Listing 4 shows an example adapted from MISP’s official
documentation. It only represents a single object and not a whole
event. It reports a malware file StarCraft.exe. It has a
clearance of 3, which means it can be freely shared.

C. Technical Gaps and Approaches

Whereas the previous sections identified barriers and the
wider considerations affecting the open sharing of CTI, this
section reviews technical approaches toward safer sharing of
CTI. In particular, we highlight conflicting requirements when
thinking of open sharing. We break down approaches into:
1) architectures and trust management; 2) expression and lan-
guages; 3) sourcing and generation of CTI; 4) data quality; 5)
actionability and consumption.

1) Architectures and Trust Management: A number of tech-
nical architectures have been proposed that either look at the
end-to-end process or enforce trusted membership, noting that,

Listing 4. MISP format sample.

as discussed, the notion of trust can vary depending on the
angle. Since the ideal form of CTI sharing (as we focus here) is
distributed and uncoordinated, very similar to how the Internet
is organized even today, a model of reputation needs to be
established. TAXII [50] is a well-known architecture that is often
seen as a companion of STIX. It was developed in the early 2010s
by the US’s DHS and MITRE as a protocol and architecture to
mediate trust bindings, the transmission of information (e.g.,
hub and spoke), or the discovery of servers. TAXII, particularly
in combination with STIX (now incorporating CyBox), seems
to be the de facto standard to build collaborative networks
in CTI.

Beyond protocols, building distributed networks of trust is a
key issue and a problem similar to what in the late 1990s became
known as the Web of Trust [51] for the Internet. “Pretty Good
Privacy,” mostly for email, is based on that notion and is still the
current most feasible model to distribute identities (in the form
of cryptographic public keys). Essentially, reputation is a graph
of relationshipsG = (V,E), where edgesE can have only a few
values which are, typically, trusted, nontrusted, marginal. The
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full graph of trust then takes advantage of trilateral A−B − C
relationships to derive trust for any arbitrary node e ∈ E. Stein-
berger et al. [33] propose MiRTrust that mirrors this approach
by locally updating trust in sources (from the trust graph) as
CTI information is confirmed or invalidated and broadcast to
adjacent members. This approach is similar to what others call
Traffic Light Protocol which is used, for example, in the U.K.’s
CiSP platform, where a green light means encouragement to
share anything as the trust level is high [25].

If one assumes a hub and spoke model (see, e.g., [52] where
web-based APIs are suggested), information is pushed onto a
central hub and spokes broadcast it. The hub, thus, could be
untrusted as long as the receivers do trust each other. In a simple
model, the information (always through the hub, so over an un-
trusted open channel) is protected by secret cryptographic keys
whose knowledge defines membership [53] or cryptographic
schemes such as direct anonymous attestation [54]; or taking
advantage of homomorphic encryption allowing operations over
encrypted data [55]. If information itself is not protected, then
access control is necessary, such as attribute-based encryption
(ABE) [56], which further offers auditability mechanisms, an es-
sential requirement to allow organic improvement of the global
trust graph and at small granularity.

Distributed ledger technologies (DLT), often simplified to
“blockchains,” are a recent technology that is still maturing but
quickly recognized as a natural fit to help with open, collabora-
tive problems, of which open CTI is a case. This is because of
their underlying paradigm of trustlessness and decentralization
over a public, untrusted network.2 Whereas distributing informa-
tion is not its vocation due to low bandwidth and long transaction
times (e.g., Bitcoin has updates every 10 min and Ethereum
about every 12 s), they can be used in asserting and/or vali-
dating authenticity and confirming membership [57], managing
reputation [57], [58], [59], or leveraging the native connection
of payments and blockchains to build incentive systems [57].

2) Expression and Languages: Even though it is claimed
that most CTI, by volume, is shared in the form of reports in
natural language [37], [60] (usually by specialized businesses),
expressive, machine-readable formats to represent and share
CTI, including reporting formats for regulatory purposes [61],
have existed for more than two decades. We have reviewed major
formats in Section II-B.

However, we note that sharing formats, especially those aim-
ing at widespread adoption, must have an underlying data model
that is either extensible (such as STIX) or risks being short-lived,
as it will only support certain types of CTI. This is the (most
popular) case of sharing CTI about low-complexity information
such as (hashes of) malware files, IP addresses, or malicious
domain names. Therefore, sharing builds on top of underlying
taxonomies or ontologies. A starting point is capturing the who-
what-when-where-why-how [62] from the perspective of threat
characterization; an alternative is to model relevance-likelihood-
impact which may lead to risk quantification [63]. Ideally, one
should be able to represent higher-level considerations such as

2We are here only considering public blockchains since permitted blockchains
are increasingly recognized to have unclear applicability.

tactics, techniques, and procedures (TTPs), a difficult problem
that is sometimes called the pyramid of the pain of CTI [11],
[12], [64]. This is particularly important for advanced persistent
threats (APT) [65], which are organized, usually well resourced
and often state-funded groups that operate in a consistent fashion
for months or years.

Beyond extraction of direct values such as file hashes, using
ontologies and knowledge representation, so to express values
and relationships (such as is_a, is_part_of , or is_target_of )
is a central goal of sharing CTI, even if not straightforward [37].
As discussed, MISP’s internal format (to some degree) and
STIX already support a mature level of semantics (“relation-
ships” [44]), but since they use their own format, it is not
easy to leverage techniques already developed for generic on-
tologies. However, it has been shown that common formats
can be translated into well-known ontological languages such
as Web Ontology Language (OWL) or Resource Description
Framework (RDF) [66], [67]. Representing CTI as ontologies
is a promising direction [37], [60], [63], [68], [69], [70], [71],
[72] as it can allow higher-level reasoning over the same raw
data and across different feeds, a process that could further
support more advanced machine learning and data analytics
approaches.

3) Sources and Generation of CTI: An equally important
problem is the generation of the data itself from the perspective
of those producing it. We note that sources of CTI can have a
wide range of meanings. On the one hand, there are straightfor-
ward sources, such as IP addresses deemed malicious; on the
other hand, there are highly complex and abstract behaviors,
such as multistep tactics observed in APTs. We note that CTI
can range in, broadly speaking, operational, tactical, or strate-
gic [19], [73], and it can either be directed—identifying threats to
a specific organization [74]—, or undirected (the most common
case).

A survey of literature identifies four broad categories: 1) open
source intelligence (OSINT); 2) dedicated machines collecting
activity that should not otherwise exist (“honeypots” or “tele-
scopes”); 3) internal analysis of log files; 4) using dedicated
threat intelligence sharing platforms (TISP), usually paid.

OSINT refers to analyzing and collating publicly available
information, from social media profiles to dark web discussions.
It is an expanding area in terms of research that naturally is also
used to gather CTI. One application in cybersecurity is to use
OSINT in a directed way, such as to find whether a particular
organization has been named in a breach [74] while monitoring
discussion groups (often in the darkweb). A further application is
in detecting malicious insiders, such as an employee who turned
rogue, a very challenging problem [75]. OSINT can have many
types of sources [13], [76]: the darkweb [77], [78], print reports,
discussion forums, chat groups (e.g., on Telegram), social media
(Twitter, Facebook, etc.), personal or business blogs, file or
code repositories, public logfiles. The challenging problem is
that these sources are in natural language [74] and unstructured
(one can imagine a mobile chat group), and require processing
information to generate CTI that is concise, structured and
better fit to an automated standard and later to be shared on
a platform [79], [80], [81]. Another problem is correlation [82]:
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to build actionable CTI about a specific threat, one is likely to
need to correlate multiple sources and at multiple events.

A common strategy to generate CTI is to deploy honey-
pots [64], [83], [84], [85], [86]. A honeypot is a machine or
resource of some type (web/files servers, firewall facing the
public internet, a file monitored for access, etc.) whose sole
function is not to provide the advertised or expected service but
to collect attempts to use or access it. The immediate logic is that
if there is any activity, it must be malicious. A particularly useful
feature is that, since the machine is dedicated to CTI collection,
it can be prepared to generate pre-formatted records that can
be, past a vetting stage, immediately shared or used internally to
strengthen security measures. The simplest example is a firewall
that blocks a specific IP address upon activity in the honeypot. A
further advantage of honeypots in CTI is that it gathers first-hand,
accurate information that is thus very reliable [85], [86]. A
variation of honeypots are dedicated services looking at (broadly
speaking) Internet activity with the intention of drawing patterns,
particularly in terms of consistent and undirected campaigns to
identify as early as possible who is being targeted [87] [88].

Analyzing internal log files is another source of CTI [12],
[20], [80], e.g., web servers. These are easy to process as they
are structured and often use well-known formats (e.g., Windows
or Linux) or can be annotated, often simply by adding headers
to rows of events. Log files can generate very rich information
when combined with data mining techniques, and multiple files
exist from multiple vantage points. This technique to raise CTI
is also applicable to specific environments such as IoT [89]
or industrial control systems [90], which are more determin-
istic and certain techniques such as Markov chains can be
used [91].

The final category consists of TISP themselves. These are
often commercial services [16], [26] and CTI frequently comes
in the form of lengthy investigation reports, therefore, not easily
integrated with automated CTI, despite natural language pro-
cessing becoming increasingly reliable, including extraction of
CTI [92]. A note should be made that (open) platforms about
vulnerability disclosures (e.g., Mitre’s CVE [93] or NIST’s
NVD [94]) are also a source of CTI and very reliable; however,
they are necessarily delayed as the process to discover, verify,
and submit a new vulnerability can take time. One can also use
known TISP to create new CTI as often an actor of threat changes
over time and different events can be correlated. However, it is
a known effect that a substantial volume of public CTI is either
repeating or low-quality derivatives, a problem we discuss in
Section II-C4.

One should make a mention of a growing phenomenon as
anecdotally perceived by the authors of this article. There seems
to be a growing community of independent threat hunters, often
young professionals trying to make a name for themselves. This
might be similar to independent grey hats looking to win bug
bounties. To the best of our knowledge, there are no platforms
to support this work formally.

4) Data Quality: By low-quality data, one that has low levels
of correctness, relevance, utility and actionability, or uniqueness
and originality [10], [13]. Several factors contribute to this.
First, even though, to the best of our knowledge, there is no

systematic and large-scale study on the quality of CTI, it has
been reported that public CTI has at least 50% duplicates [60]
which contribute to processing time without adding value and is
associated with the previously discussed effect of “free riding.”
We also see that data may be unreliable, motivating the design
of quality indexes [73], [90], [95], [96], although with limited
success as criteria and calculation methods (e.g., using weighting
matrices [73]) quickly become subjective or case-dependent,
or are based on qualitative information such as OSINT that
essentially needs the judgment of a human.

From a high-level perspective, we note that this problem is not
too different from what social media faces, except that, given the
tendency to use structured formats, CTI is an easier problem.
Detection of duplicates, for example, seems not to be a hard
problem from simple comparison field-by-field, or by detecting
keywords or named entities [74], to using simple techniques
in machine learning [95] or taking advantage of data-driven
or Big Data methods to assert relevance from high volumes
of data [87], [97], [98]. Another alternative, complementary,
is to design architectures with native ranking mechanisms [57],
[95], [99]. We note that the problem quickly becomes one of
reputation [57], [58], [59], [96], [100] (and, overall, of trust)
and it seems inevitable that it is tied to identity or membership
of a trusted group.

A final dimension affecting the quality of CTI is the fact
that counter-intelligence, or adversarial CTI, is in itself a threat
vector. Literature is scarce and “fake CTI” is likely not to be
prominent currently. The use of AI is bringing great benefits
to the wider area of cybersecurity but it brings in itself new
risk directions [101]. However, if CTI is to be open and with
large volumes, one will expect to see activity that: 1) will try to
mislead or reduce the effectiveness of high-quality CTI [100];
and/or 2) make it more difficult to process, e.g., by generating
large volumes of false information [102].

5) Actionability and Consumption: CTI is ultimately con-
cerned about how useful data is from a cost/benefit perspective,
which means addressing the gap between awareness and action.
In other words, if a threat is shared as CTI, it should be ac-
tionable, so it is quickly reflected on the security level of the
environment. One simple example is a malware file hash that
endpoint protection software (e.g., a laptop) should integrate
so that further scans take it into account. Operationalizing CTI
is not a trivial problem beyond simple IoCs [9], [15]. On one
hand, it is notoriously difficult to formally model attacks, unless
sufficiently simple [103], [104], [105], [106], [107], that are ac-
curate for forecasting, despite a number of promising techniques
existing [108]. On the other hand, higher level, more abstract
constructs, such as tactics of an APT, will necessarily imply
higher human intervention [9] also due to the perception that
CTI becomes increasingly more vague [19]. Literature shows
this specific area needs more research, but some discussion
exists on how to integrate with business operations [109], [110],
[111], understand the level of risk or characterize actors [65],
[112]. A further challenge is how to integrate CTI into se-
curity playbooks [113] [110]. A playbook is an evolution of
incident response, particularly important in cloud computing,
given the level of infrastructure automation. We now see its
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importance increase as cybersecurity detection and monitoring
increasingly adopts a security orchestration, automation, and
response (SOAR) paradigm [114] in the hopes of automating
detection to response without significant human involvement.

D. Discussion

Whereas it is unclear how many organizations are needed to
attain “critical mass” for responsive and comprehensive CTI, it
is intuitive that not many are needed, considering that cyber-
security is a global and cross-industry problem and virtually
all are facing the same threats if one ignores specific and lo-
calized contexts. Ignoring confidentiality considerations (often
and misleadingly, taken as an inter-party trust problem), which
can indeed raise liability and reputation as well as increase
breach risks, there seems to be no strong argument that can
justify the poor state of open and collaborative CTI. We note
that risk, in itself, is difficult to apprehend, particularly in an
operational/organizational scenario, as it has multiple dimen-
sions and its links to the ultimate objective of cybersecurity
can be elusive [34]. Technically speaking, we have standard
formats and architectures, even if recognizing their limitations,
open-source products, and a market of specialized businesses
or large organizations who are interested in quickly sharing
intelligence (such as cloud or mobile vendors). We note that
technical approaches often somewhat miss the key barriers and
the insights from focus groups, but it should be recognized that
the technology building blocks exist and are mature.

This state of the art can be justified, as a whole, with two
factors. The first factor concerns market forces that respond to
two problems. First, we see a “chicken and egg” problem, alter-
natively worded as “I share in the hopes others share” [8]. The
second direction is about the business model of CTI that makes
it protective and subscription-based. This overall deadlock can
only be broken by public policy and collective self-initiative
(and we hope this article so contributes).

The second factor is technical trust, which, looking at lit-
erature, effectively means confidentiality. The second part of
this article will look at this component and attempt to create
the case that confidentiality can be trivially achieved if looking
at CTI shared over more than a decade. It can be achieved
by two complementary mechanisms. The first, which is a soft
argument and a passive approach, is simply running a risk
assessment and realizing that whatever information is shared
is likely not to raise the risk significantly because there is not
enough internal detail. The second argument is that it seems to
be straightforward to anonymize shared information, both di-
rectly revealing data and indirectly, as used in inference attacks.
Finally, access controls are not essentially necessary as long as
CTI is shared anonymously. This raises problems (e.g., quality
of information or misinformation), but that can be handled with
separate mechanisms.

III. CONFIDENTIALITY ANALYSIS

After extensively reviewing the literature, we now take a
closer look at what is the highest (perceived) risk of sharing CTI:
loss of confidentiality. We start by analyzing direct disclosure

risks by looking at sharing formats. Then we apply privacy threat
models, noting that, since CTI is mostly an organization-to-
organization activity and not about personal individual infor-
mation, it is more appropriate to call it confidentiality model-
ing. Consequentially, some privacy modeling techniques will
only directly apply with modifications. Furthermore, except
for a case-by-case analysis, there is no generic framework to
transversally and formally model confidentiality (or privacy);
however, there are methodologies one can use and combine,
particularly when looking at three dimensions: the data shared
on an event basis, the process by which data is created and
shared, and the confidentiality risks of sharing large volumes
of information which, even if individually anonymized, could
still enable inference.

Considering that, ultimately, any confidentiality risks can be
identified by analyzing sharing languages and frameworks, and
we start by looking at risks of direct or accidental disclosure, that
is, fields in CTI sharing formats that, if not sanitized, will have
confidential information. A simple example is email addresses.
We then look at the sharing process and analyze confidentiality
with the LINDDUN framework (for privacy modeling) com-
bined with the CTI confidentiality analysis of Fisk et al. [4]. A
third technique, looking at inference attacks, is applying dataset
anonymization techniques (e.g., k-anonymity or differential pri-
vacy). Finally, we take a brief look at several privacy-enhancing
techniques (PET) combined with side-channel inference attacks
for completeness.

A. Disclosure Risks

By direct disclosure, one means sharing confidential infor-
mation when sharing a CTI event. A simple example is to
share an internal email address. Disclosure could also happen by
accident if the sanitization process is not robust or methodical.
We analyze six CTI formats and look for fields that could hold
confidential information. The six formats are VERIS, IODEF,
STIX 2.1, OpenIOC, MISP’s internal format, and IDEA. These
were reviewed in Section II-B. In the second part, we look at
actual events shared and collected from public CTI and draw
conclusions about the actual confidential information shared
from a direct disclosure perspective and as per current practices.

1) Methodology: We built a template from the specification
for each format and linearly exported all possible fields to create
a flat ( nonhierarchical) list of attributes. By linearly, we mean
that we removed the hierarchical structure of most CTI feed
schemas (notably, STIX) and simply listed all the attributes
without a structure. We note that because we are looking at
schemas and the actual feeds being shared are combinations of
an arbitrary number of these fields, this is not the proportion of
disclosure risks. However, it gives an indirect indication of the
risk in itself and the difficulty of sanitization. Manually, each
field was tagged as “yes” or “no” depending on the answer to
“is there a confidentiality risk?” and in isolation. We took a
conservative approach so that, in case of doubt, we would mark
the field as “yes.” In case the answer was “yes,” we would mark
it as follows.
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TABLE I
NUMBER OF FIELDS ANALYZED PER FORMAT

Fig. 4. Proportion of attributes with risks to confidentiality.

1) Direct disclosure, if the attribute may directly lead to the
disclosure of information that may be trivially mitigated
and automated with a sanitization procedure (e.g., detec-
tion of email addresses and redaction).

2) Indirect or inference risk, which is an attribute that does
not directly disclose information but it may: 1) given
enough events from the same source; 2) events sufficiently
rich; 3) vulnerable to reidentification attacks; and/or 4)
organizations vulnerable to being tricked into reporting
an incident with custom data and thus be detected, similar
to dust attacks [115] for some cryptocurrencies; or

3) Accidental disclosure, in fields where the format is not
strongly constrained or specified (e.g., no data type such
as a comment in free text) and accidental disclosure is
more difficult to detect. If “direct disclosure” was “yes,”
then we would set “accidental disclosure” to yes as well.

The attributes were tagged by three different people with
expertise in cybersecurity: one in social sciences, two others in
computer science. When there was disagreement, a consensus
was sought over a number of meetings. Overall, we analyzed the
number of fields as in Table I.

2) Attributes in Sharing Formats: Fig. 4 shows our findings.
Overall, and ignoring VERIS, the risk has an upper bound
of about 20%, with direct disclosure commonly under 10%,
particularly for the two most popular formats, STIX and MISP.

We can see that the proportion of attributes that carry a
confidentiality risk aligns, on the one hand, with the nature of
the format. Strikingly, VERIS shows a high risk of acciden-
tal disclosure, but one should note that it is a format with a
strong focus on documenting incidents with as much detail as
possible. It has a number of “notes” fields that are free text

and difficult to control. Furthermore, most objects will have a
“vector” field that likely needs a human, free-text explanation
about how the internal systems were first breached. IODEF is
highly structured, showing less risk with accidental disclosure,
suggesting it is easier to automate field sanitization. The ex-
tended attributes it allows, however, may allow for inference,
but given the constrained data types, we opted to mark them
as safe from inference. Free form attributes, even though most
have a specific purpose (e.g., email address), may allow for
accidental disclosure. We also assume that language attributes
will not disclose information as there will be a common language
among members (e.g., if an international community, it will
likely be English). STIX allows for far more uncontrolled input,
which raises the risk of accidental disclosure or inference. As
expected, STIX is also much richer in information. An example
is primary_motivation (optional), which captures
the motivation of the threat actor, which in itself, should not
disclose confidential information but that, since it is an open,
free-form field, may allow accidental disclosure. OpenIOC con-
sists of mostly string data types that raise accidental disclosure
risks; however, fields are well-defined, facilitating sanitization
automation. Even though it shows high direct disclosure risk, we
note that we were highly conservative, so the value we have may
not reflect an actual utilization of the format. For example, “Reg-
istry Path” and “Registry Text” (about malware) likely will not
disclose confidential information but were still tagged as “yes.”
MISP has free-text fields, including general-purpose “comment”
fields raising accidental disclosure. It uses UUIDs, which are a
safe way of creating uniqueness of identifiers while not being
inferable. All timestamps, however, are assumed to be inferable
such as first_seen and last_seen. An example of some-
thing that, ultimately, is inferable istemplate_version, but
we note that this only applies if using old versions.

3) Analysis of Shared Events: We now turn to look at actual
shared events. We used the open CTI platform MISP to collect
events from known feed sources. Feeds were, in their original
names, “CIRCL OSINT feed,” “The Botvrjj.eu Data,” “Alien-
vault reputation generic,” “malshare.com,” “DigitalSide Threat
-Intel OSINT,” “Threatfox,” “URLHaus.” In total, we analyzed
1 048 570 feeds between October 2014 and June 2022.

Methodology—For each feed, we took the same approach as
when analyzing schemas. We started by flattening the feed we
received to create a simple list of data. Each element was tagged
by the three people with expertise in cybersecurity: one in social
sciences, two others in computer science. When there was dis-
agreement, a consensus was sought over a number of meetings. A
difference was that we simply classified each element as having
confidential information or not. Due to a large number of events,
we took a coarse but conservative approach: when in doubt, the
feed would be classified as containing confidential data. In this
way, we obtained a higher bound for the frequency of disclosure
of confidential data. We also tried to automate as much as possi-
ble by looking for personal information such as common English
forenames (“Paul”), email addresses (strings containing “@”),
or countries (“Canada”). On sampling and manual inspection,
we note that, for example, most email addresses were, in fact,
part of the core CTI information, such as source email addresses

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



JESUS et al.: SHARING IS CARING: HURDLES AND PROSPECTS 13

TABLE II
INFORMATION DISCLOSURE IN MISP EVENTS

TABLE III
EXAMPLES OF INDICATORS

in phishing campaigns and owners of (legitimate but abused)
domain names.

Results—Table II shows the results we obtained. It suggests
the risk of unintended disclosure of confidential information is
very low. Furthermore, we note that even if so, the information
shared takes a public vantage point in the sense that only simple
indicators are shared, such as malicious IP addresses or malware
hash files. Examples are shown in Table III. These amount to (at
least, given our conservative sampling strategy) 90.90% of all
information shared. This is equivalent to receiving a malware
file, extracting its signature, and sharing it: beyond the fact that
malware was seen, it reveals very little about the internal systems
or procedures.

Whereas these results strongly suggest that disclosure of
confidential data is very low risk, we note the following.

1) We only looked at feed sources that are open and free,
noting that MISP supports closed communities that were
not easily accessible. There is also the case of paid feeds,
but these ones are likely not to have confidential informa-
tion as they are highly curated and commonly produced
by intelligence businesses.

2) There may be a methodological fallacy: since sharing is
not common, people will only share what is perceived
as safe (such as malware hashes). If sharing became
widespread, we might see an increase in disclosure. In
practice, it is a difficult hypothesis to test.

B. Confidentiality Model

This section will analyze CTI sharing from an end-to-end
process perspective, that is, beyond the risks of the actual data
being shared. To a point, the process of creating and sharing car-
ries greater risks. This requires a privacy/confidentiality threat
modeling framework that should be systematic and thorough.
Whereas security threat models exist, privacy ones are less
common. We chose a combination of the two.

The first is LINDDUN [3]. It is oriented to privacy risks, in the
sense of personal information, and hence an adequate tool for
data protection assessments; we have, thus, to adapt and think of

confidentiality risks rather than breaches of personal data. LIND-
DUN is an acronym that stands for its seven identified privacy
properties (or goals): linkability, identifiability, nonrepudiation,
detectability, disclosure of information, content unawareness,
and policy and consent noncompliance. LINDDUN commonly
uses four dimensions of analysis: 1) entity; 2) data flow; 3) data
storage; 4) process. For CTI, only entity and process are relevant,
as the rest is related to how personal data (the original context
of LINDDUN) is handled and stored. The following subsection
briefly reviews each property, then aligns its rationale consider-
ing confidentiality goals, and then discusses its applicability to
our specific scenario of CTI.

The second confidentiality framework derives from Fisk
et al. [4], who take a first-principles approach specifically to
sharing of CTI. The first one, the principle of least disclosure, is
rather straightforward and encompasses managing data collec-
tion points (should be minimized as a starting goal) and internal
disclosure (e.g., access controls). The second is the principle
of qualitative evaluation, which addresses the balance between
risk and benefit, including regulatory obligations and the natural
limitations of any technical control. The third is the principle of
forward progress which captures the notion that sharing, albeit
carrying risks, might be a necessity that, rather than stopped,
should be managed. To a large extent, this aligns with the
pervasive notion of accepting the “free-riding” (or “forward
playing”) problem as discussed in Section II-A4.

1) Linkability and Identifiability: We combine the first two
properties since, from a CTI confidentiality perspective, they
often merge together. Linkability refers to the notion that two
sets of data can be correlated to unveil meaningful relation-
ships. Identifiability refers to the degree to which an individual
feed allows identification of the source. Whereas, linkability
necessarily requires multiple data points so information can be
combined, identifiability may need only one.

They are important requirements if full confidentiality of the
source is desired. Sanitization of attributes becomes important to
prevent disclosure. A common case is to combine two data sets
that, individually, cannot identify a person but that, together, can
if there is a pseudoidentifying attribute that is common between
the two data sets. In terms of confidentiality, and specifically for
CTI, this is a central property, especially noting that public CTI
will likely be augmented with OSINT. CTI sources are expected
to share numerous feeds that, together, will reveal patterns of op-
eration, technologies used, or people and systems. They may also
contain, quite straightforwardly, unique attributes that repeat
across different feeds. Beyond sanitization and randomization
of attributes, this is a difficult threat to mitigate and addressed
by Fisk’s least disclosure. However, we note that the threat only
becomes substantial with fast sourcing of CTI, giving enough
volume for malicious actors to be able to correlate data and gain
knowledge useful in an attack.

2) Nonrepudiation: Nonrepudiation is typically associated
with security threats to make parties and systems accountable
and unable to deny a specific action that took place. When
thinking of confidentiality, it takes an interesting role as we
want the opposite. As mentioned, a key barrier preventing the
open sharing of CTI is the legal and regulatory liabilities it
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potentially brings. In other words, sharing CTI needs to be
wrapped in plausible deniability so that shared CTI cannot be
used as evidence. To note that plausible deniability may be
achieved using several means, including technical ones as used
in the off-the-record messaging protocol [116] by deliberately
not utilizing digital signatures.

3) Detectability: This property concerns how distinct confi-
dential information is from the channels it uses or whether con-
fidential information can be obtained using, e.g., side channels.
We note that, whereas there is a degree of interest, this does not
apply to the scenario of public, open, crowd-sourced sharing of
CTI, in general. The main reason is that the information should
be public and widely accessible, so any confidential information
not immediately visible will eventually be found. By design,
all feeds should be open and readable by anyone, including
malicious parties.

Therefore, we propose we redefine this property, for our case
of interest, as the effort needed to: 1) identify nonimmediate
confidential information; and 2) the mechanisms by which the
sourcing party can be privately notified. Similar to (responsible)
vulnerability disclosure, the vulnerable party should be able
to receive private communications, particularly if they shared
confidential information that only later was deemed so.

4) Disclosure of Information: Disclosure of information di-
rectly ties to security breaches which are outside the scope of
our problem where parties consciously and voluntarily share
information.

5) Content Unawareness: Content unawareness is defined as
the data subject releasing too much information in the personal
data domain, which creates more breach opportunities for the
data controller just by managing more data. In fact, this is aligned
with the EU’s GDPR, the data minimization requirement of
collecting solely on what is strictly needed. Interestingly, in our
CTI confidentiality model, the roles are reversed: rather than
a data controller putting effort in limiting what they receive
from the user, the CTI sharer needs to put deliberate effort into
safe sharing. This ties in with previous requirements, such as
sanitization. To this end, we would rename this requirement as
content awareness.

Interestingly, this is a central requirement, whereas in the orig-
inal LINDDUN framework, it is classified as a somewhat minor
requirement that falls under soft privacy, as opposed to hard
privacy, which implies that data controllership is transferred.
This is correct in the case of Personal Data (users necessarily
lose control of data), but in our scenario, assurance roles are
reversed. In this sense, Content Awareness becomes perhaps the
central assurance requirement. This agrees with Fisk et al. and
their principle of least disclosure and, to an extent, the other two
principles of qualitative evaluation and forward progress.

6) Policy/Consent Noncompliance: Policy/consent noncom-
pliance should be understood in the context of, e.g., EU GDPR,
where Consent needs to meet specific requirements. Therefore, it
only very weakly applies to our scenario. We note, however, that
there is a sensible reinterpretation of this property. Sharing orga-
nizations will need to align and comply with laws, regulations,
and customer requirements. In contrast, there are still policies
in place that should be fulfilled to make them more adaptable

and compliant. Therefore, we propose to rename this to simply
noncompliance.

C. Privacy-Enhancing Technologies (PET)

PETs are a family of technologies that assist in data mini-
mization or controlling access to data sets. It can also encompass
what is sometimes called transparency-enhancing technologies
(TET) [117], which support transparency, explainability, and
auditing of (typically) processing flows of personal data. We
briefly discuss the applicability of PETs to open CTI sharing.

1) Dataset Anonymization: We here include techniques that
primarily aid in anonymizing datasets that are to be shared.
Somewhat simplifying, the key goal is to share a dataset with
private data x ∈ Din so that, by applying a transformation, it
does not disclose the private individual data to a customizable
degree of confidence. In contrast, the output dataset y ∈ Dout

is still useful for the intended use. Four well-known techniques
exist in the literature.

1) k-anonymity, in which at least k equal records y exist in
Dout so individual records are indistinguishable; a simple
way to apply this is to simply remove private information
and counting k = min{count(y), ∀y} which becomes a
measure of privacy.

2) l-diversity, in which k-anonymity is enhanced by not
allowing external information to be combined that poten-
tially re-identifies individual records.

3) t-closeness, in which l-diversity is enhanced by taking
into consideration the expected statistical properties of
the original dataset (potentially revealing information) by,
e.g., decreasing granularity as mitigation.

The fourth technique is differential privacy, popularized by
Apple. If ignoring the complexity of the strategy, it can be
understood as a generalization of the previous anonymization
strategies while offering a measure of loss of privacy. Formally
yet simplifying, ε-privacy is defined as follows. A transformation
algorithm A operating over Din will create Dout such that, for
any query for value x, one obtains y = εx. In other words, the
output dataset adds noise. A small value of ε indicates that
the whole dataset will have similar values, which increases
indistinguishability, thus increasing privacy. However, this will
also decrease the utility of the dataset.

Applying such strategies to sharing CTI is not trivial nor
of clear benefit for (at least) two reasons. First, intelligence
indicators are typically discrete values, often nonnumeric, and a
transformation algorithm M cannot easily apply noise without
likely destroying its utility. For example, it is not possible to add
noise to a source IP address or hash of malware while keeping
the utility of the information. Second, the notion of privacy is
aggregate: it is best measured by looking at a dataset rather than
at an individual value.

Nevertheless, individual feeds can be anonymized in those
attributes that risk disclosing information about the sharing
party. To this end, the simple k-anonymity (perhaps l-diversity)
seems to be the most useful when combined with data masking
(as below).
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2) Data Masking: Data masking is a trivial case of obfus-
cating or sanitizing private data. Several techniques exist and
they provide simple replacement with blank data, substitution
with meaningless characters (often used with credit card num-
bers), or encryption (which raises key management challenges).
Whereas the techniques are usually straightforward, the process
of detecting and acting on these fields is perhaps the most
challenging part. However, as mentioned before, we note that
using well-known sharing formats, such as STIX, greatly helps
automated sanitization or quantifies risk appetite.

3) Secure Computation: By secure computation, one means
multiple forms:

1) secure multiparty computation, where parties achieve a
common result operating over partial and/or obfuscated
data;

2) homomorphic encryption, where direct operations are pos-
sible over encrypted data, thus, preserving confidentiality
or privacy;

3) zero-knowledge proofs, when a party needs to prove
or verify knowledge of data without revealing the data;
and

4) trusted execution environments, offering secure execution
of software (usually by using special hardware functional-
ity) with tampering detection and attestation of software.

Despite literature approaching the usefulness of these tech-
niques in CTI (see, e.g., [56]), it would likely not promote
open, crowd-sourced sharing of CTI since the ultimate goal is the
public sharing of information. However, as we discuss in the next
section on Identity, it does have a role in asserting (ultimately)
the reputation or membership of a sharer, necessarily linked to
some form of identity.

4) Identity: Regardless of the sharing model, Identity of
participants is inevitable for at least three key reasons, which, in
turn, raise three different requirements. First, a reputation and
incentives system needs to be in place in order to control the
quality of submissions, which, as discussed, can be misleading
or malicious on their own. Furthermore, a consuming party may
want to ignore certain sources while privileging attention to
others. A reputation system will thus require persistent identities,
yet ideally anonymous, associated with cryptographic material
(e.g., a simple self-signed public-key certificate stored in a public
repository).

Second, it is likely that closed membership groups will coexist
so levels of sharing, perhaps delayed, can be supported. This is
the problem of proving membership of a group while preserving
anonymity for which solutions exist [54].

Third, there may be the need to contact directly a shar-
ing party, such as in case of the responsible disclosure of a
vulnerability—(in alignment with the Detectability requirement
we previously identified. Considering full anonymity, one can
envision a number of solutions to this problem, such as each
sharing party publishing a public key that is used to encrypt
a broadcast communication that only the receiving party can
read. This is important to meet the requirement of plausible
deniability, as previously discussed.

IV. TOWARD AN ARCHITECTURE

In this section, we consolidate our overall findings of this
article to arrive at a set of requirements and a meta-architecture,
or design pattern, for open crowd-sourced sharing of CTI. We
remind ourselves that the problem is multidimensional. First,
we have socio-techno challenges, particularly those that involve
some degree of misconceptions about the practices of sharing
CTI. As the public is aware, it has yet to be proven that confi-
dentiality risks are significant and our multipronged survey in-
dicates it is not. Challenges related to “free-riding” or economic
incentives might be more difficult to tackle. Second, we have
technical challenges, but the ones we raise are either addressable
by common technologies or, most interestingly, reflect the lack
of a common understanding of sharing CTI and the underlying
requirements. For example, we see that the architectures pro-
posed in the literature assume different aims—such as restricted
sharing groups. Third, there are operational challenges, such as
generating CTI from internal data and end-to-end automation
from feed to devices. This is, however, outside the scope of
this article. Fourth and final, we have novel requirements such
as reputation management and plausible deniability, which are
only partially tackled by literature, at least in the context of CTI.

A. Requirements

Table IV lists and elaborates on the requirements for an
architecture which we summarize as follows. Table V maps
our requirements on previous sections of our article and, thus,
reviewed literature.

Identity—Each participating party and CTI event must have
a unique identity that must persist in time. We stress that this
identity must allow anonymity while not making it a strict re-
quirement as there are use-cases where full attribution is desired.

Bidirectionality—CTI should be an interactive process that
evolves over time and require communication inside the com-
munities, for example, to allow messaging. We break this re-
quirement in two. First, we need communication means that
can support full anonymity. Second, a feedback mechanism to
enrich and re-annotate events are needed. In other words, once
a feed is released, the community as a whole is able to add more
information to it.

Collaboration model—The model of collaboration is critical.
It needs to be flexible in order to allow self-sovereignty, which
maps onto four subrequirements. First, it must allow decen-
tralized topologies so that self-organization is possible while
not depending on a particular central point. Second, a viable
architecture needs to be instrumented so that data analytics is
possible. Third, and related, it must support incentives, either
run by the community in itself or supported and promoted by a
inter/national agency. Finally, the model must support reputation
models and tracking.

Actionability—CTI must be as actionable as possible; fur-
thermore, it should allow for a progressively more complex
representation of threats well beyond simple indicators. This
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TABLE IV
REQUIREMENTS OF AN OPEN, CROWD-SOURCED, CTI SHARING ARCHITECTURE

TABLE V
REQUIREMENTS MAPPED AGAINST LITERATURE REVIEW; SECTIONS NAMES ARE ABBREVIATED

requirement is likely to be addressed by (potentially small)
redesigns of existing standards.

Safety—Finally, CTI sharing should be safe, considering
the risks it represents. By safety we mean both sanitization of
confidential data prior to sharing and plausible deniability so
that, e.g., regulatory liabilities cannot be incurred.

At first glance, none of the requirements seem technically
unfeasible and in need of novel technologies. For example,
anonymous identities can rely on self-generated cryptographic
certificates that are stored in a publicly accessible location. In
particular, distributed ledgers may offer a straightforward and
elegant solution for this specific problem. Plausible deniability
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Fig. 5. Meta-architecture for open crowd-sourced sharing of CTI.

might be more challenging, particularly where it might conflict
with other requirements. A simple approach is to offer a solution
similar to the previously mentioned off-the-record protocol. This
topic, along with the overall integration of all requirements,
needs further research.

B. Meta-Architecture

In this final section, we propose a reference (meta) architec-
ture that can potentially meet the requirements as laid out. We are
terming it meta-architecture as we do not advance specific tech-
nologies or guidelines; we focus instead on a systems approach
akin to eliciting functional requirements aligned and constrained
by the socio-technical dimensions.

Fig. 5 shows how we envision an open crowd-sourced CTI
sharing architecture as per the identified requirements (noted as
RQ). The CTI data are stored on public infrastructure such as
open cloud servers. The precise topologies and ownerships of
the servers should be kept open and free, also to support private
membership or delayed release of information (CO1). Keeping
the platform open will further enable and/or promote data ana-
lytics for performance, trust, etc. (CO2) and incentive schemes
(CO3). Sourcing CTI needs an established process. First and
foremost, standard and machine-readable formats are needed
(AC1). Before sharing, two key aspects must be contemplated.
First, it needs sanitization to the degree the sharing organization
is comfortable with (SA1). Second, CTI should be signed in
some form and these identities should be publicly accessible for
performance (CO2) and auditing (CO4) purposes which include
tracking the reputation of an entity. We stress that we do not need
real identities but only persistent ones (ID1), similar to an online
shop where customers have a reputation index associated even
if their real identity is not known. In fact, even in the case that

a sharing party is willing to disclose its identity, it is likely to
require plausible deniability (SA2).

Beyond processing and actuating on the sharing CTI, the
receiving side takes two important roles. One is to support
and encourage incentive schemes (CO3). A second role is to
provide a feedback loop for two reasons (BI2). First, whenever
there is an opportunity, it should augment the existing CTI,
even if simply to confirm existing CTI, thus, contributing to
increasing data quality and removal of duplicates or misleading
CTI. Furthermore, whenever CTI has confidential information or
suggests a vulnerability, an alert should be broadcast that must
be confidential (BI1) yet using the public infrastructure (e.g.,
by encrypting with a public key associated with the identity).
We note that these reannotation processes should follow the
generation process for safety.

V. CONCLUSION

We argued that the vision of open crowd-based sharing of
CTI was feasible as long as there was a thorough integration
of different dimensions: social, regulatory, technical, and
organizational. In particular, we laid out the case that
confidentiality—the barrier more frequently raised—included
a mixture of different requirements. In fact, not only does each
requirement seem to be addressable with existing technology,
but the requirement itself was quickly neglected in practice past
the first step. Other requirements, such as regulatory compliance,
are far more decisive but less recognized and seemingly
addressable. In essence, we were left with two main challenges.
First, a collective adherence to open sharing would benefit all
but was perceived as a competitive disadvantage. A combination
of public policy and incentives might change this condition.
The second key aspect concerned the automation of the process
beyond simple indicators and aiming at approaching automated
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characterization of tactics, techniques, and procedures. We had
thus, proposed a first-principles architecture that future work
needs to validate, particularly at scale.
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