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Abstract

The apparent lack of antimatter within our local solar system, the Milky Way, and
at Galactic boundaries is inconsistent with the Big Bang hypothesis. This disagree-
ment has motivated many experiments to compare the properties and behaviour
of antimatter and matter. The ALPHA (Antihydrogen Laser PHysics Apparatus)
experiment produce, trap and study antihydrogen. This synthesis involves antipro-
tons sourced from the limited schedule of the Antiproton Decelerator facility. The
restricted availability hinders the number of novel antiproton experiments, which
could potentially increase the number of trapped antihydrogen atoms per Antipro-
ton Decelerator cycle. Some of these studies can be performed using a substitute
for antiprotons, such as protons, allowing the limited antiprotons to be used during
the implementation of their results.
This research demonstrates a method that adapts an existing Penning trap to
produce protons on demand within reasonable operating time scales of minutes.
The availability of protons enables the consideration of new physics studies within
ALPHA, including hydrogen formation, trapping, and possibly in situ hydrogen-
antihydrogen comparisons. The study produced protons from radiofrequency-driven
electrons through electron impact ionisation of the cryogenic Penning trap residual
gas. The resulting positive ions were sympathetically cooled and compressed by
positrons. All positive ions, except protons, were ejected from the trapping po-
tentials using the autoresonance method. The remaining trapped population is
approximately (0.9− 1.2)× 106 protons.
This research proves the feasibility of generating protons within the ALPHA appa-
ratus, paving the way for future prospects of hydrogen generation.
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CHAPTER 1

INTRODUCTION

Antimatter is truly as natural as everything around us, though it is plainly a faint
detail that has eluded us until modern times. Although it is not as ghostly as
neutrinos, it is delicate and vanishes upon touch. This behaviour might inspire
the imagination, though it is surely not what makes antimatter research profitable.
Matter-antimatter comparisons have been an essential vehicle for moving the under-
standing of fundamental physics forward, it breaks beautifully symmetric theories
and brings us all back to reality.

1.1 Antiprotons, positrons and antihydrogen

In 1928 Dirac derived a relativistic quantum theory [1], he noted the validity of pos-
itively charged electron solutions within the theory, and naturally excluded them as
charge-conjugate transitions are not observed experimentally. Although persistence
by the community pushed for a more critical consideration of the “meaning" of such
solutions. Initial discussions consider unoccupied positively charged solutions as
protons, though by 1930 Oppenheimer [2] logically argued for the interpretation of
two distinct oppositely charged particles with an electron mass. In 1931 Dirac [3]
made a further statement on the possible existence of the antiproton. During the
following year Carl D. Anderson published evidence of positrons [4] produced by
cosmic rays colliding with a lead plate, causing pair production and opposing mag-
netic deflections of similar curvature. Just over 20 years later in 1955, a University
of California group confirmed the existence of antiprotons by using the Bevatron
accelerator facility [5], by which an accelerated proton beam hit a copper target and
negative products were magnetically filtered.
During the initial few years after Dirac’s 1928 paper, an electron annihilation process
was hypothesised, where an electron transitions to an unoccupied positively charged
solution, causing both the electron and positron to vanish. From both conservation
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of energy and conservation of momentum arguments, such a process would require
the emission of at least two γ-rays. Remarkably this phenomena is observed, as a
low energy electron-positron pair will annihilate to emit two 511 keV γ-rays. When
the rest mass energy and kinetic energy of an annihilating particle-antiparticle pair
is large enough pair production of other particle-antiparticle pairs will occur, for
example annihilation of a low energy proton-antiproton pair typically produces var-
ious pion particles.
The list of observed antiparticles has grown, and the charge, parity and time reversal
(CPT) theorem, discussed later in Section 1.3.1, predicts the existence of counterpart
antiparticle for each known “ordinary" particle. Once the existence of both positrons
and antiprotons was known, an interest appeared for the bound state antihydrogen.
This was confirmed by the PS210 experiment in 1995 at the CERN-LEAR, Low
Energy Anti-Proton Ring, facility [6]. A beam of antiprotons hit a xenon gas target
causing electron-positron pair production and subsequent positron capture. Soon
after, Fermilab Experiment E862 had also produced antihydrogen atoms [7]. The
PS210 experiment has been succeeded by the Antiproton Decelerator (AD) facility,
at European Organisation for Nuclear Research (CERN).

1.2 Baryon asymmetry

With the development of astronomical techniques in the early twentieth century,
it became clear that astronomical objects are receding from our solar system at
increasing speeds proportional to their distance from us. This is known as the Hub-
ble–Lemaître law [8, 9] and is evidence of the universe expanding. Later with the
discovery of the cosmic microwave background, which is a far-field source of mi-
crowaves, the Big Bang hypothesis gained serious support. This hypothesis assumes
the early universe was minute, hot and dense, these initial conditions predict early
element abundances and the cosmic microwave background. A consequence of this
hypothesis is that matter was produced by pair production during the early universe,
and its abundance would be due to the equilibrium of pair production and annihila-
tion processes. The energy density of the universe decreased as it expanded. During
early periods, pair production processes for lighter and lighter masses become near
non-existent. Eventually pair production became insignificant on a universal scale.
Antimatter dominated astronomical objects have not been found yet. If antimatter
existed in the local vicinity to matter then an annihilation boundary would be out-
lined by a glow of γ-rays. Also, if antimatter stars formed then their outward solar
winds would contain anti-helium. The Alpha Magnetic Spectrometer is located on
the International Space Station, this is currently a second generation experiment, it
is a wide energy range charge particle detector [10]. Anti-helium detection events
have been found, but those have been limited and have yet to be verified. Observed
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extrasolar fluxes of positrons are nearly consistent with cosmic-ray mechanisms.
To reconcile the apparent absence of antimatter in the present universe with the Big
Bang hypothesis, there must have been a process in the early universe that gener-
ated an asymmetry between matter and antimatter. This phenomenon is known as
baryogenesis.

1.3 Tests of Physics

1.3.1 CPT Symmetry

The application of mathematics within physics has been an effective tool, this has
been done by a reduction of generalisable mathematics to restricted forms. These
restrictions are, in part, symmetries imposed by us. Restrictions allow us to for-
mulate concise mathematical descriptions, such as the Standard Model of Particle
Physics.
A physics theory is symmetric with respect to a transformation if the transforma-
tion of the theory does not change its predictions. In the early 20th century, particle
physics theories had three symmetries, charge conjugation (C), parity inversion (P)
and time reversal (T). C inverts the electric charge sign of fundamental particles, P
reflects all coordinate unit vectors, this is distinct from a rotation, and T reverses
the flow of time. In 1956 theorists Lee and Yang [11] reviewed previous weak in-
teraction studies, with the intent of clarifying the absence of parity conservation
measurements. In the very same year, motivated by this review, Wu et al. [12]
measured a parity violation occurring in the β decay of Co60, where the spin di-
rection of decayed electrons have a preference to anti-align to the nuclear spin of
Co60. This was accounted for in successive theories that exhibited a combined CP
symmetry. Later, kaon decay experiments measured a charge-parity violation. The
current Standard Model of Particle Physics integrates these and more symmetry
violating mechanisms within its mathematical description. This theory has a com-
bined symmetry of all three symmetries, charge-parity-time (CPT) symmetry, such
that it is identical to the CPT transform of itself.
A theory that encapsulates the predictions of both the Standard Model of Particle
Physics and General Relativity has yet to be formed. It has been difficult for novel
fundamental physics experiments to be proposed because of the lack of awareness
of where the individual theories fail. Therefore, an effective theory has been for-
mulated called the Standard Model Extension [13]. This framework allows different
types of Lorentz and CPT violations to be quantified, which has been characterised
for antihydrogen and hydrogen physics [14].
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1.3.2 Gravity

General relativity does not distinguish between matter and antimatter, though it
has been formulated from observations of our apparently matter dominated uni-
verse. The Weak Equivalence Principle states that the motion of all point-like fun-
damental particles within a gravitational field is defined by its initial velocity and
position regardless of its constituent particles. The vertical gravitational potential
energy gradient for hydrogen (or protons) within a laboratory on Earth is 0.1 µeV
m−1. Gravitational measurements of electrically charged antimatter [15] are difficult
due to stray patch potentials and other electric field generating systematic effects
[16]. Instead, modern efforts focus on the neutral antihydrogen atom and the mixed
matter-antimatter systems of positronium and muonium.
There are three experiments that aim to measure the gravitational effect of the
Earth on antihydrogen. The Antihydrogen Experiment: Gravity, Interferometry,
Spectroscopy (AEGIS) aim to measure the gravitational deflection of an antihydro-
gen beam [17]. Alternatively, both the ALPHA-g and the Gravitational Behaviour
of Antimatter at Rest (GBAR) experiment aim to measure the gravitational free-fall
path of antihydrogen [18]. The ALPHA experiment performed a proof-of-principle
measurement of the gravitation mass of antihydrogen, though it is not in ideal verti-
cal orientation. The gravitational mass was bound to greater than -65 and less than
110 times the hydrogen mass with 95% confidence [19]. This demonstration helped
motivate the development of ALPHA-g.
The Weak Equivalence Principle can be split into two tests, the previously described
free-fall test and the second is a matter clock and antimatter clock test of time dila-
tion within a gravitation field [20]. The Baryon Antibaryon Symmetry Experiment
(BASE) perform precision measurements of the antiproton-proton charge-to-mass
ratio. They have constrained the differential clock Weak Equivalence Principle to a
3% level [21].

1.4 Short history of the field

1.4.1 The Antiproton Decelerator

As mentioned previously, the initial demonstration of antihydrogen production was
in flight, not trapped. Thus in these experiments any antihydrogen produced would
be lost on the order of 100 ns from annihilation with the apparatus. This was not
ideal for studying its properties, which partially motivated the construction of a
facility dedicated to decelerating antiprotons for the production and study of anti-
hydrogen. This has been one of the key objectives of the Antiproton Decelerator
(AD) at CERN [22]. This facility accepts a 25 GeV proton beam from CERN’s
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Proton Synchrotron every 120 s. Antiprotons are produced by pair production via
proton-proton collisions. In practise, the proton beam is directed onto a proton
dense material to increase the rate of proton-proton collisions. The AD uses an
iridium target [23]. Antiprotons are magnetically filtered from scattered products
and magnetically guided into the AD ring. Captured antiprotons are decelerated to
energies of 5.3 MeV, to be then transported to one of the many user experiments
[24]. The existing experiments are AEGIS, ALPHA, ASACUSA, BASE and GBAR.
BASE performs precision comparisons of antiprotons and protons [25]. They have
two primary measurements, the magnetic moment and the charge-to-mass ratio of
the antiproton and proton. AEGIS produces cold antihydrogen from positronium-
antiproton collisions, with a goal of measuring gravitational deflections of an anti-
hydrogen beam [26]. ASACUSA has two primary spectroscopy experiments. One
is spectroscopy of the hyperfine ground-state splitting of an antihydrogen beam
produced by mixing positrons and antiprotons [27]. Their other experiment is spec-
troscopy of Rydberg state antiprotonic helium. This second experiment measures
the antiproton-electron mass ratio [28]. GBAR aims to measure the gravitational
freefall of antihydrogen [18]. They aim to produce cold antihydrogen ions H̄+. A
laser will then photodetach the outer positron to produce neutralised antihydrogen.
During the period of this thesis. the AD facility underwent an upgrade, which aimed
to further reduce the antiproton beam energy from 5.3 MeV to 0.1 MeV and improve
the antiproton bunch density provided to the AD’s user experiments. This upgrade
is the Extra Low Energy Antiproton Project (ELENA) [29]. It is a decelerator ring
coupled with the AD. ELENA was commissioned during the second long shutdown
of CERN. The ALPHA antiproton Catching Trap would perform very poorly at
capturing antiprotons from ELENA because the energy degrading foil was too thick
for the reduced beam energy. This has meant that once the studies within this thesis
concluded, the antiproton catch trap was upgraded with a thinner energy degrader
foil and a large cryostat redesign [30].

1.4.2 ALPHA progress

The ALPHA-2 apparatus is primarily an antihydrogen spectroscopy experiment.
The hydrogen atom can be considered a simple system to theoretically describe,
allowing for high-order QED terms to be calculated. The 1S-2S hydrogen transition
has been measured to a relative precision of 4.2 × 10−15 [31]. This means that a
measurement of the antihydrogen 1S-2S transition can be used to test CPT sym-
metry to high precision. Progress has already been made, as ALPHA has measured
1S-2S antihydrogen transitions to a consistent relative precision of 2 × 10−12 [32].
Additionally, both the ground-state hyperfine structure and two of the 1S-2P fine
structure of the antihydrogen have been measured so far [33, 34]. The ALPHA
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Collaboration has also made progress in the assembly and commissioning of their
antihydrogen gravitational experiment, ALPHA-g. The neutral atom traps used
by ALPHA to contain antihydrogen have a cylindrical geometry with a small trap
diameter relative to the trap body length. The ALPHA-g apparatus has both its
cylindrical axisymmetric axis aligned parallel to the normal of the Earth’s surface
and has a longer trap body length than the ALPHA-2 experiment. This increased
vertical height occupied by the antihydrogen neutral trap causes the trapped atoms
to be more sensitive to the Earth’s gravitational potential across the entire trap
length. The initial version of the ALPHA-g experiment aims to measure the gravi-
tational mass of antihydrogen with an absolute precision comparable to the value of
hydrogen. This is why it is often called an up-down measurement. Recently, laser
cooling of antihydrogen was demonstrated by the ALPHA-2 experiment [35]. Laser
cooling uses a laser field to cool the trapped atoms. The application of this method
is expected to be beneficial to both spectroscopy and gravitational measurements
as colder trapped antihydrogen will reduce both the line-broadening systematics in
spectroscopy and reduce the trapped antihydrogen energies towards the energy scale
of the gravitational potential difference across the length of the ALPHA-g neutral
atom trap.
The ALPHA Collaboration has dozens of members that actively pursue many other
projects with the common goal of producing and trapping antihydrogen. These
efforts range from further reducing the limits on the positron temperature by sym-
pathetic cooling with laser cooled Beryllium [36], to developing novel plasma repro-
ducibility techniques [37] and novel systematic diagnostics [38], all to optimise the
production and trapping of antihydrogen.

1.5 Aims of the presented work

A precision comparison of antihydrogen and hydrogen requires a detailed under-
standing of systematic effects, which is a combination of the apparatus and the
measurement methodology. A poor understanding of systematics produces inaccu-
racies, such an error can appear falsely as new physics, or it could falsely hide new
physics. Since the ALPHA antihydrogen neutral trap is in theory capable of trap-
ping cold hydrogen atoms, a direct comparison might be possible. There are two
technical developments that are required before an equivalent hydrogen experiment
can be performed. The present antiproton detection scheme relies on the detection
of energetic charged pions produced by antiproton annihilations. An alternative de-
tection scheme for either hydrogen or protons is needed. Detection schemes of either
hydrogen and protons have been internally discussed within the ALPHA Collabo-
ration. One plausible scheme is to capture the photoionised products of hydrogen
and direct them onto charge-sensitive detectors. However, attempts to capture an-
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tiprotons from photoionised antihydrogen have not yet succeeded. An alternative
detection scheme is to install photon detectors within the Penning trap to observe
relaxation transitions. The current trap geometry is restrictive and, therefore, would
have to be redesigned to be able to integrate photon detectors.
Secondly, the ALPHA apparatus lacks a proton source. Proton production is an
ongoing consideration within the ALPHA Collaboration, in principle the antihydro-
gen production process could be charge conjugated to produce hydrogen. Those
previously and currently developed methods are discussed later in Chapter 3. So
far, studies of proton production have been restricted to external laboratories. This
is in part due to a more modular approach, where a device would be adapted onto
the current ALPHA apparatus and would provide low-energy protons on demand.
As an alternative approach, this thesis will investigate a methodology for proton
generation within the existing ALPHA apparatus.
Chapter 2, will discuss the apparatus, some theory, and techniques used in the de-
velopment of this study. This will include the ALPHA apparatus in varying levels
of detail and focussing more on the Catching Trap apparatus as it pertains to the
later studies. The theory is split between Penning trap physics of the single particle
regime and the plasma regime.
Chapter 3 considers what proton generation techniques are applicable within the
ALPHA apparatus. The time scale of positive hydrogen ion losses by collisions with
residual gas in the trap vacuum is estimated with some back of the envelope calcu-
lations. This time scale informs us how long to restrict the duration of total proton
generation operations.
Chapter 4 describes the development of a positive hydrogen ion production scheme
by electron impact ionisation, followed by tailoring methods to cool and compress
the positive ion mixture using positrons. Positive hydrogen ion species are identified
from time-of-flight measurements.
An autoresonance study is carried out with the objective of purifying the positive
hydrogen ion mixture to a proton population. Chapter 5 describes an autoresonance
study on the positive hydrogen ion mixture. This study aimed to determine a drive
signal that removes all species besides protons. Some parameter scans of the drive
signal are shown and analysed to obtain some insight into the performance of the
autoresonance.
A brief disclaimer: I have become aware of a similar study within the ASACUSA
Collaboration [39]. Similar positive ion generation was performed, and protons were
obtained by removing secondary positive ions by manipulation of magnetron mo-
tions. The work presented here has been carried out from the Autumn of 2019 until
the Autumn of 2020.
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CHAPTER 2

THE ALPHA APPARATUS AND EXPERIMENTS

The synthesis, trapping and then study of antihydrogen requires a collection of sys-
tems. Both positrons and antiprotons need to be generated on-site, after which
specialised charged particle traps are used to manipulate and combine them into
a mixture. Antihydrogen is dominantly produced via a three-body recombination
process, where two positrons scatter within a volume localised to an antiproton
causing the remaining low energy positron and antiproton to bind. A combination
of superconducting magnets traps a fraction of the formed antihydrogen. So far,
all investigations of antihydrogen involve measuring its annihilation products which
is performed with charge particle detectors. Spectroscopic investigations use mi-
crowave and/or laser systems to resonantly cause the anithydrogen atoms to leave
the trap and annihilate. Gravitational investigations require increasing the com-
plexity of the trap superconducting magnet geometry and improved control of the
magnetic field within the trapping region.
The directionality along the apparatus is by ALPHA convention with respect to
the central magnetic axis. The direction of travel towards the antiproton source
is called ‘upstream’ and towards the positron accumulator is called ‘downstream’.
This convention for directionality will be used throughout this thesis.
The proton source study within this work is an ad hoc use of many systems in-
tended for antihydrogen experiments. This chapter will detail the apparatus and
some physics involved in this work.

2.1 The Penning-Malmberg Trap

It is necessary to confine antimatter within a vacuum using electromagnetic fields
because contact with its matter counterpart (the apparatus surfaces) will result in
loss by annihilation. Ion traps are devices designed to confine charged particles using
electric fields, magnetic fields, or a combination of both. Currently, within ALPHA,
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only Penning-Malmberg traps are used, which are a variation of the Penning trap.
Penning-Malmberg traps can confine charged particles by employing a combination
of hollow cylindrical electrodes and a solenoid magnet, as shown in Figure 2.1.
DC voltages are applied to each electrode to create a U-shaped potential well, which
confines particles along the centre axis of the electrode. At short distances from the
electrode centre, the electric potential ϕ due to the electrode can be approximately
described by a quadratic electrostatic potential:

ϕ(x, y, z) = V0 (2, z
2 − x2 − y2) /R2 (2.1)

Here, (x, y, z) is the position with respect to the centre of the electrode, and z is
aligned with the centre axis of the electrode. V0 is the electric potential of the elec-
trode and R is the radius of the electrode
This radial repulsion from the centre of the electrode is overcome with a strong
magnetic field directed parallel with the centre electrode axis. This magnetic field
is produced by an external solenoid magnet that is orientated parallel to the elec-
trode’s axis. This combination of static electric and magnetic fields confines charged
particles within the inner volume of the electrode.
In principle, all Penning traps operate using the same physics, although the geome-
try of the trap can be tailored to suit the purpose of the experiment. The Penning
traps in ALPHA have electrode diameters of roughly 2 centimetres, and with cylin-
drical electrodes, this allows for a lot of freedom for transporting particles into and
out of the traps’ centre axis. Additionally, these traps have at least 8 electrodes
to have greater control of positioning particles and to be able to store oppositely
signed charged particles within the inner region of neighbouring electrodes. The
lifetime of trapping requires the device to be under vacuum to reduce collisions
with background gas that will cause scattering radially outward or annihilation. A
high-quality vacuum of 10−13 mBar can sustain trapping on time scales of hours.

2.1.1 Single particle motion

The electric potential of a single electrode is a quadrupole potential, as described
by Equation 2.1. When the electrode potential is biased correctly, a charged par-
ticle will be attracted to the electrode centre along the centre axis, z, and repelled
radially outwards towards the electrode surface. This radial drift is modified by a
uniform magnetic field produced by the external solenoid magnet.
A charged particle within a uniform magnetic field experiences the Lorentz force,
causing it to move in a circular path known as cyclotron motion, illustrated in Figure
2.2 (a). In a Penning trap, the external solenoid magnet is orientated parallel to the
electrode centre axis. The radius of this cyclotron motion is inversely proportional
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Figure 2.1: A cross sectional diagram of a Penning-Malmberg trap with four stacked
hollow cylindrical electrodes and a single azimuthally segmented electrode, these are
surrounded by an axisymmetric aligned solenoid magnet.

to the strength of the magnetic field. A strong magnetic field strength on the order
of 1 T, is used to keep the cyclotron motion smaller than the radius of the electrode,
which is 1 cm within this work, preventing collision with the surface. The magnetic
force continuously turns the direction of motion either towards or away from the
electrode surface. Additionally, the radius of this cyclotron motion is directly pro-
portional to the speed of the particle.
Consider this cyclotron motion with the electric force of the electrode (directed ra-
dially outward), the speed of the particle increases when moving toward the surface
and decreases when moving away. Consequently, the radius of the cyclotron mo-
tion grows when moving towards the electrode surface and shrinks when moving
away. This motion causes the particle to drift azimuthally around the centre axis of
the electrode. When the magnetic field strength is increased, the Lorentz force be-
comes stronger than the radial electric potential, resulting in the azimuthal motion
of a charged particle forming a closed orbit around the centre axis of the electrode.
This motion is called the magnetron motion, depicted in Figure 2.2 (c). The com-
bined axial, magnetron, and cyclotron motions are shown in (d) as a red curve.
The cyclotron, axial and magnetron motions are each described by their oscillation
frequency: ωc, ωz and ωm, respectively. These motions have a hierarchy condition:

ωc ≫ ωz ≫ ωm. (2.2)

When this hierarchy is not satisfied the balance between the electric and magnetic
fields that keep the charged particle confined becomes disturbed, leading to unstable
particle motion. The Penning traps used by ALPHA are not hyperbolic geometries
that produce ideal harmonic electric potentials, defined by Equation 2.1. Instead,
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Figure 2.2: Periodic motion of particles within fields. (a) Cyclotron motion within
a uniform magnetic field. (b) Axial motion (bounce) within the axial potential well.
(c) A radial orbit from magnetron motion and fast cyclotron motion. (d) Full motion
within a Penning trap.

the hollow cylindrical geometry produces a nonharmonic electric potential. The
anharmonic electric potentials are U-shaped, suitable for trapping charge particles,
though axial frequency changes are energy dependent. This non-ideal electrode
geometry is used because the experiments in which ALPHA is interested are not
single-particle motion studies. Instead, the traps are designed to trap large clouds
of particles and plasmas, typically larger than 104 in population size. The motion
of trapped particles within a non-ideal geometry does not greatly differ from what
was mentioned before, though the motional frequencies will vary with the particle
energy. This energy dependence allows methods such as autoresonance to be used,
as discussed in Chapter 5.

2.1.2 Specialised traps

The ALPHA apparatus is composed of a number of Penning traps, each trap has
a specialised role. The positron accumulator has electrodes with greatly different
diameters. This geometry is used to create a constriction that causes a pressure
differential across the trap to perform buffer gas cooling. The Catching trap has
two high-voltage electrodes to trap an incoming antiproton bunch, whose energies
are moderated by an adjacent metal foil. Both Penning traps in the ALPHA-2
atom trap and the ALPHA-g atom trap have aluminium electrodes nested in the
middle of their electrode stacks that are thin, 1.5 mm thick wall and have inner
diameters of 44.5 mm [40]. Thin electrodes reduce the material through which
antiproton annihilation products need to travel to get to a detector. Larger diameter
thin electrodes effectively increase the antihydrogen trap depth of the surrounding
neutral atom trap, which is limited by annihilation on inner surfaces.
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2.1.3 Positron Accumulator

The Positron Accumulator is a specialised system for trapping positrons. Positrons
are produced by a radioactive sodium-22 source, see section 2.3.2. The source is
mounted onto a coldhead to cool the source surface to 5 Kelvin. At this low temper-
ature by injecting neon gas into the source’s vacuum chamber a solid moderator film
grows onto the source’s surface, this moderator is intended to increase the number
of positrons with energies below 80 eV such that a practical number can be captured
by the trap. A neon moderator is used because in general it has the highest mod-
eration efficiencies up to 0.5% [41, 42]. These positrons are magnetically guided by
a series of solenoid magnets into what is called a Surko-type positron accumulator,
see Fig. 2.3. This Surko-type Penning trap is composed of successively increasing

Cold Head Electrodes Solenoid Magnets Vacuum Chamber

Positron 
Source

MCP

Leak Valve

Positron 
Beam

Figure 2.3: Schematic of the positron accumulator system at ALPHA. This system
is composed of a sodium-22 which is the source of positrons. A system of magnetic
guide to guide positrons into a Surko-type Penning trap. The trap is specialised
to continuously accumulated positrons, by using the buffer gas cooling technique
combined with radial compression using the rotating wall technique. The geometry
of the electrodes produces a differential pressure of buffer gas (nitrogen) and varying
electric potential across the trap essential for its operation, as shown in Figure 2.4.
Adapted from [40].

diameter electrodes. With respect to the electrode’s distance to the positron source,
the first electrode is a 509.6 mm long, 12.7 mm internal diameter, tube, the second
electrode is a 539.8 mm long, 30.5 mm diameter, electrode, and the further four
separate electrodes are each 154.0 mm long and of 200.7 mm internal diameter [40].
A low-pressure nitrogen buffer gas is introduced, via a leak valve, into the narrowest
electrode, causing a pressure gradient across the length of the entire trap. This buffer
gas cools the positrons, causing them to be trapped within the Penning trap’s con-
fining electromagnetic fields. The trap electrodes are electrically biased such that as
the positrons cool they accumulate towards a low pressure region of 3× 10−6 mBar.
A six-segmented electrode is used to radially compress the accumulated positrons.
This buffer gas cooling process is illustrated in Figure 2.4. Before the positrons can
be extracted from the trap, a valve to a turbomolecular pump is opened to remove
the nitrogen gas. The positron accumulator has a dedicated multi-instrument stick
with a MCP instrument and a pass-through electrode. Accumulated positrons can
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Figure 2.4: Positron collisional cooling in a pressure gradient of nitrogen gas. The
horizontal axis corresponds to the pressure values along the axial length of the
Surko-type trap. Pressure changes are due to changing diameters of electrodes.
The on-axis electric potential (shown as a red line) produced by the electrodes has
an increasing well depth with decreasing buffer gas pressure. A positron beam is
depicted as losing kinetic energy via collisions with buffer gas. The configuration
of electric potentials causes that for decreasing kinetic energies the axial motion
of positions become constrained to the lower pressure regions. The positrons will
accumulate to the lowest pressure region forming a cloud. Adapted from [40].

be diagnosed by ejecting them onto the MCP instrument or magnetically guided to
other traps by moving the stick to the pass through electrode before ejection.

2.1.4 The Atom Trap

ALPHA-2 is designed to trap both charged particles and neutral atoms. It combines
a Penning-Malmberg trap with an Ioffe-Pritchard trap (for neutral atoms) in such
a way that their trapping volumes overlap. The cross section of this configuration
is illustrated in Figure 2.5.
A neutral atom has a magnetic moment vector, denoted as µ⃗, which can interact
with an external magnetic field, represented by B⃗. The interaction between these
vectors results in a magnetic potential U(x⃗), defined by:

U(x⃗) = −µ⃗× B⃗. (2.3)

If a neutral atom moves slowly enough, its magnetic moment will exhibit adiabatic
behaviour. Similarly, if the external magnetic field vector changes at a slow rate
compared to the magnetic moment’s precession time scale, the neutral atom’s mag-
netic moment will behave adiabatically. For ground-state antihydrogen, the positron
magnetic moment dominates its magnetic properties. The magnetic moment of the
positron can align parallel (+) or antiparallel (−) with the external magnetic field.
The two alignments result in distinct magnetic potentials:

U(x⃗)± ≃ ∓µB|B⃗|, (2.4)
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Here, ± indicates the direction of alignment, and the magnitude of the positron
magnetic moment is approximately equal to a Bohr magneton, µB. This expression
for the potential highlights two opposing dynamics: trajectories toward magnetic
field strength maxima, referred to as “high field seeker", and trajectories towards
minima, called “low field seeker". The “high field seeker" and “low field seeker" states
correspond to the parallel and antiparallel intrinsic spin states, respectively.

The Ioffe-Pritchard trap, also known as the neutral trap, is a three-dimensional
magnetic trap featuring a magnetic minimum at its centre, which effectively traps
“low field seeker" atoms. The trap’s field shape is generated by the combination
of multiple superconducting solenoids that create axial magnetic gradients along
the electrode stack’s axis, and a superconducting octupole that produces a radial
magnetic gradient centred on the electrode stack’s axis. The octupole consists of a
serpentine winding pattern that runs repeatedly along the length of the ultra-high
vacuum (UHV) pipe and alternates the turn direction at each coil end. It is made
up of eight layers, each offset by 45 degrees azimuthally in relation to the previous
layer. The polarity of the octupole magnetic field oscillates azimuthally around the
central axis, but the trapping mechanism is not influenced by the field’s polarity.
A surrounding solenoid magnet is essential for the neutral atom trap, as it prevents
the existence of null magnetic field regions within the trapping volume. Without
it, an antihydrogen atom could undergo a Majorana transition (spin flip) and be
ejected from the trap. For a more complete understanding of neutral atom traps,
refer to [43].

A cross section of the ALPHA-2 Ioffe-Pritchard trap is shown in Figure 2.5. A
Penning-Malmberg superconducting solenoid magnet surrounds the components,
producing a uniform 1 T magnetic field within the innermost cylindrical electrodes.
The outermost component shown is a three-layered cylindrical silicon vertex detec-
tor for measuring antiproton annihilation products. Moving radially inward, the
Ioffe-Pritchard trap’s superconducting magnets are centred on the electrode stack,
creating the magnetic minimum region for trapping neutral antihydrogen. Within
this, a one-meter stack of cylindrical electrodes manipulates plasmas to form antihy-
drogen. Windows at both ends of ALPHA-2 serve as laser access ports for directing
laser light into the neutral atom trap region. Enclosed by boxes with platforms for
mounting optics and detectors, the Ioffe-Pritchard trap consists of one octupole, two
long solenoids at each end of the octupole, and five short solenoids (mirrors) evenly
distributed along the interior axial length. These mirrors help to tailor the axial
magnetic field gradient, which can be used for cooling via adiabatic expansion of
the trap length.
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Figure 2.5: This cross section schematic shows the antihydrogen production and
trapping region of ALPHA-2. The vacuum wall and the cryostat for the supercon-
ducting magnets are not shown. All of the components shown are immersed in a
uniform, 1 T, axial magnetic field, provided by an external solenoid (not shown).
Adapted from [44].

2.1.5 The Catching Trap

The antiproton catching trap, shown in Figure 2.6, is specifically designed to capture
and tailor antiprotons from the AD beamline before transferring them to one of the
two antihydrogen synthesis and trapping apparatuses, ALPHA-2 or ALPHA-g. The
majority of the positive hydrogen ion work described in this thesis was carried out
using this machine (refer to chapters 4 and 5). This cryogenic Penning-Malmberg
trap features a uniform 3 T magnetic field generated by a cryocooled superconduct-
ing solenoid. The electrode stack consists of 20 hollow cylindrical electrodes with
inner diameters of 29.6 mm and a total length of 396 mm, as shown in Figure 2.7.
These electrodes are cryocooled to temperatures between 4 and 7 K using a helium
cryogenic cooler. The incoming antiproton bunches from AD have an energy of 5.3
MeV, which is too high to be efficiently trapped using only a Penning trap. A thin
metal foil is placed in the path of the antiproton bunches to reduce the energy via
inelastic scattering. However, numerous antiprotons will annihilate and scatter onto
untrappable trajectories. The thin metal foil also serves as the interface between
the Catching Trap and the AD vacuums. The electrode closest to the AD interface
and another electrode located approximately halfway along the stack are specialised
high-voltage electrodes used for capturing antiprotons. The capture process is sim-
ilar to that shown for positrons in Figure 4.8, with the exception that electrons are
nested within the Penning trap electric potential to assist in capturing and cooling
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Figure 2.6: Labelled schematic of the experimental apparatus called the Catching
Trap. Adapted from [45].

Figure 2.7: The catching trap electrode stack assembly. Image from the ALPHA
Collaboration.

antiprotons, and the electric potentials used for capturing antiprotons are operated
at high voltages. The Penning trap is divided into two halves by a high-voltage
electrode. Each half has a single azimuthally segmented electrode, each containing
six segments, for rotating wall compression, which will be discussed later. Each
electrode is connected to a ±140 V DC power supply with 16-bit digital to analogue
control, providing a resolution of 4 mV. During antiproton studies, the high-voltage
electrodes are operated at approximately 5 kV DC. Each electrode has a filter board
connected to its feedthrough. These boards feature two parallel inputs to a single
electrode, one with a low-pass filter and the other with a high-pass filter, with cutoff
frequencies of 25 kHz and 170 kHz, respectively. This design helps to reduce envi-
ronmental electrical noise on the electrodes, as the apparatus is within the centre of
the Antiproton Decelerator ring and neighbouring other user experiments.

2.1.6 Multi-instrument stick

Diagnostic measurements in the ALPHA apparatus are primarily conducted using
vertically stacked instruments housed within an adjustable bellow. This bellow can
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be compressed and expanded by an external linear actuator. The combination of
stacked instruments and adjustable bellows is known as a “stick" [46]. The Catching
Trap stick is coloured red in Figure 2.6. Sticks are typically positioned next to the
main solenoid magnets of all ALPHA Penning traps and are integrated into ultra-
high vacuum (UHV) systems and magnetic beamlines, as discussed in Section 2.6.
Each stick features an electron gun (described in Section 2.3.1) and a Multi-Channel-
Plate (MCP) phosphor screen instrument (explained in Section 2.5.2). Additional
instruments are chosen on each stick according to the specific function of the corre-
sponding Penning trap.
This work uses two sticks: the Catching Trap stick (illustrated in Figure 2.6) and
the downstream Atom Trap Stick. The vertical position of the linear actuator can be
adjusted to align one of the various instruments with the central magnetic field lines
of the adjacent Penning trap. Electrons are routinely captured within the Catching
Trap to aid in antiproton capture. When the electron gun instrument is aligned
(see Section 2.3.1 for more information) with the central field lines, electrons can be
injected from the instrument into the Penning trap. Alternatively, charged particles
can be ejected from a Penning trap onto one of the aligned detectors, such as an
MCP-phosphor or Faraday cup.

2.1.7 Programmable experiments

ALPHA designed Penning traps and other systems to be digitally controlled using
computers, typically using LabVIEW software. Manipulation of the voltages applied
to individual electrodes in the Penning traps is carried out using PXI hardware from
National Instruments. This hardware can sequentially output analogue voltages that
are synchronously timed with the hardware’s integrated clock. A custom LabVIEW
project acts as front-end software, allowing users to programmatically write exper-
imental procedures in a sequential manner. These files are internally known as
“sequences".
Within this environment, macros have been created to perform routine procedures,
such as moving the MCP-phosphor instrument into view of the Penning trap, waiting
for the stick to stop moving, adjusting the applied voltages on the MCP-phosphor
instrument, and finally waiting until the power supply output voltages have reached
and stabilised at the target values. Another type of macro is used for adjusting
the trap electrodes’ voltages, which is key for manipulating trapped particles. This
macro generates a set of voltages to be applied to each electrode, with a target volt-
age for each electrode, as well as the number of voltage steps and the total duration
to reach the target voltage.
A typical plasma in ALPHA experiments can be transported to another axial region
of the Penning trap by using a large number of voltage steps. Depending on the
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plasma’s characteristics and composition, this manipulation can involve using thou-
sands of steps and can occur over time scales larger than 1 ms to avoid heating the
plasma and being axially stretched and compressed. This combination of software
and hardware is collectively referred to as the “sequencer".

2.2 Non-Neutral Plasma Physics

Naturally, as more charged particles are added to a well in a Penning trap, the
dynamics of the particles transitions from single-particle motion to correlated mo-
tion, resulting in macroscopic behaviour. A cold and dense collection of charged
particles behaves as a plasma. Plasma is commonly found in various forms, such as
fire, lightning storms, auroras, and stars. Due to the trapping nature, the plasma
within Penning traps consists of a single sign charge and is referred to as non-neutral
plasma.
When an external electric field is applied to a plasma, a charge flow is induced until
the electric field is screened inside the plasma. We will use the definition of a plasma
from [47] (Chapter nine). A plasma of length L has a shorter screening length scale,
known as the Debye length λD. Furthermore, changes in plasma density n0 are small
on the screening length scales. This can be more concisely expressed as follows:

1. λD ≪ L

2. λD ≫ a ≡ n
−1/3
0 ,

where a is the mean inter-particle spacing. For the second condition to be satisfied,
any volume λ3

D within the plasma should contain many particles, ensuring sufficient
particle flow for screening. A collection of particles are considered plasma if they
satisfy these two conditions.
In a plasma with equilibrium density and temperature, the Debye length (λD) is
defined as follows:

λD =

√
ε0kBT

n0q2
, (2.5)

Here, ε0 is the electric permittivity of free space, kB is Boltzmann constant, T

is the plasma temperature and q is the unit electric charge. The Debye length
represents the distance over which an externally applied electric field decreases by
1− 1/e ≈ 63.2%.
The shielding response time of the plasma is limited by the average velocity of
the particles,

√
2kBT/m, and the length scale of the shielding, λD. If an external

electric field oscillates faster than this response time, the particles will not exhibit
plasma-like behaviour. The plasma response time (τp) and its reciprocal, the plasma
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frequency (ωp), are:

ωp =
1

τp
=

√
2kBT

m

1

2λD

(2.6)

=

√
n0q2

mε0
. (2.7)

Unlike the Debye length, the plasma frequency depends on the species mass. For
a plasma to reach thermal equilibrium, it must equilibrate across all degrees of
freedom. This can occur through collisions with large scattering angles. The rate of
such scattering determines the thermalisation time scale and informs on what time
scale the plasma can be considered to be in thermal equilibrium. The collisional
equipartition rate (ν⊥∥), as given in Glinsky (1992) [48], is:

ν⊥∥ = n0v̄(2b)
2I(κ̄), (2.8)

where the magnetisation parameter, κ̄ =
√
2b/rc, the distance of closest approach,

b = q2/(4πϵ0kBT ), and the average thermal speed, v̄ =
√

2kBT/m. The Coulomb
logarithm, I(κ̄), has an asymptotic expression for a nonmagnetised plasma (that is,
when κ̄≪ 1):

I(κ̄) = −
√
2π

15
ln (0.333× κ̄) (2.9)

In order for the motion of particles within a plasma to be primarily influenced by
external magnetic and electric fields, the collisional rate must be significantly slower
than the plasma frequency, i.e., ν⊥∥ ≪ ωp.
The plasma physics discussed so far pertains to single-species plasmas. This plasma
theory will be loosely applied, disregarding interspecies interactions, as much of the
subsequent work involves mixed plasmas that contain up to four species.
Consider, for example, a 1500 K positive hydrogen ion plasma prepared in Chapter
4 and studied in Chapter 5. This plasma contains 3 million ions with an average
density of 1.1× 108 cm−3. Comprised of protons, H+

2 ions, and H+
3 ions, its charac-

teristic plasma parameters are ωp = [13 MHz, 9 MHz, 8 MHz], λD = 0.27 mm, and
ν⊥∥ = [320 Hz, 240 Hz, 200 Hz] for [H+, H+

2 , H+
3 ], respectively. The perturbation

to interspecies scattering simply involves a weight factor containing a reduced mass
factor, which is less than an order of magnitude for hydrogen ion scattering.

2.2.1 The rotating wall technique

The dynamics of radial trapping within a Penning trap is delicate. Collisions and
azimuthal symmetry breaking can result in radial transport and particle loss. This
loss process can be counteracted using the rotating wall technique for plasma, as
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described by Huang et al. [49]. The axialization technique is used for a collection
of trapped particles that are not a plasma. In this discussion, only the dynamics
within the plasma regime will be considered.
Magnetron motion, previously mentioned in the single particle regime, appears as
a bulk rotation in the plasma regime. Plasma within a Penning trap assumes a
spheroidal shape with varying aspect ratios. To gain insight into the bulk rotational
dynamics, a highly prolate shape can be considered, which can be approximated
as a rotating cylinder of plasma. Assume that a plasma cylinder has length L and
radius rp, with uniform density n. In the limit where L is much larger than rp, the
radial electric field Er produced by the plasma is given by:

Er =
nqr

2ε0
. (2.10)

A plasma inside a uniform magnetic field B, aligned with the cylindrical axis, un-
dergoes an azimuthal E⃗ × B⃗ drift, resulting in a rotation fE around the plasma’s
radial centre. The rotation frequency fE is calculated as:

fE =
Er

2πrB
(2.11)

=
nq

4πε0B
, (2.12)

where the second line uses Equation 2.10. Note that this rotation frequency does
not vary across the radius of the cylinder, indicating rigid body rotation. Implying
that applying an external torque on the plasma to adjust its rotational frequency
also controls its radial distribution, i.e., the plasma density.
The rotating wall technique compresses a plasma using an external electric dipole
centred and rotating around the plasma symmetry axis. The plasma is offset from
the electric dipole, ensuring that only one end of the plasma is exposed, as shown in
Figure 2.8 (a). The dipole rotation frequency is chosen to couple with the plasma
through plasma modes. The coupling can occur with non-rotational modes, resulting
in heating and requiring a cooling mechanism, as increasing temperatures reduce the
coupling strength to the rotating dipole. The ALPHA apparatus uses six-segmented
electrodes to produce this azimuthally rotating electric dipole. A sinusoidally oscil-
lating signal is applied to each electrode with a phase offset of π/3 to each electrode
segment, see Figure 2.8 (c). The electric potential of the jth segment ϕj(θ, t) is

ϕj(θ, t) = VRW cos (θj − 2πfRWt) , (2.13)

θj −
π

6
< θ < θj +

π

6
; (2.14)

where θ is the azimuthal angle, VRW is the dipole amplitude, and fRW is the rota-
tional frequency of the dipole. The vacuum electric potential within the segmented
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electrode is shown in Figure 2.8 (d).
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Figure 2.8: Schematic diagrams of segmented electrodes for the rotating wall tech-
nique, adapted from Chapter 11 of [47]. Rotating vacuum dipole mode electric
potentials of segmented electrodes with phase steps π/6 are also shown. Yellow and
blue indicate positive and negative electric potentials, respectively.

2.2.2 Electron kick

In a Penning trap, electric potential wells separate particles of a single electric
charge sign, allowing the trapping of either positive or negatively charged particles.
Mixing negatively charged particles with electrons or positively charged particles
with positrons allows for useful tailoring methods, such as sympathetic cooling. The
temperature of trapped ions in a Penning trap can be critical for certain studies,
but the cooling mechanisms within the system are limited.
The cyclotron radiative cooling rate for ions in strong magnetic fields created in
the lab exceeds practical time scales, taking more than tens of years. However, the
cyclotron cooling time scales for electrons and positrons in a 3 T magnetic field are
much shorter, in the subsecond range. When positrons are mixed with positively
charged ions, the ions can transfer energy to the positrons through collisions, which
the positrons then radiate.

In a thermal equilibrium mixture, leptons have the fastest motion speeds and re-
spond more quickly to changes in the trapping electric potential than other mixture
components. By manipulating the trapping potential on time scales shorter than the
axial motion of the ions, the leptons can be guided out of the well. In practise, this
is achieved by applying an electrical pulse with a duration of 40 ns to 100 ns and an
amplitude greater than the depth of the well to one of the two electrode potential
barriers, rather than the inner well electrodes, and with a positive potential well
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minimum to ensure particle ejection.
To avoid ion heating when a significant amount of lepton charge is removed with
a single pulse, multiple pulses of increasing amplitude can be used to remove frac-
tional amounts of the total lepton population, ultimately eliminating the remaining
population. The mixture is held between these pulses to allow it to equilibrate and
for the remaining lepton population to provide additional cooling.
This method is used to remove electrons after capturing and cooling antiprotons.
Because antiprotons are mixed with positrons to form antihydrogen, the presence
of electrons could lead to loss of positrons through annihilation and formation of
positronium. This technique is also used later in this work to remove positrons from
a mixture of positive ions, as positrons within a positive ion mixture were found to
shield the entire plasma mixture from external axial electric drives.

2.3 Particle Sources

2.3.1 Electrons

Thermionic electrons are generated by a heated barium oxide filament, which is
attached to the multi-instrument stick (see Section 2.1.6). The emitted electron
current is regulated by the filament current and a potential difference between the
filament and a biased plate. These electrons are accelerated to 21 eV and collimated
through a small hole in an acceleration plate, creating an electron beam that when
suitably aligned can be effectively transported into a Penning-Malmberg trap. The
vertical position of the stick is adjusted to ensure that the electron beam aligns with
the Penning-Malmberg trap axis, as it is guided by a magnetic beamline and the
trap solenoid magnet.
Electrons are captured within trapping electric potentials using a method called
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Figure 2.9: Simplified diagram of electron capture. The blue fill and the lines
represent electrons, dashed black lines denote the applied electrode potentials, and
solid black lines illustrate on-axis electric potentials.

“suck load" (see Figure 2.9). In this process, a blocking potential reflects the electron
beam back onto itself [steps 1-2], resulting in the scattering of ingoing and outgoing
electrons within a potential minimum. Electrons with excess energy will escape,
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leaving the remaining electrons trapped in the potential well [step 3]. This contin-
uous process is carried out over several seconds as the depth of the well increases
until the desired number of electrons, ranging from 105 to 109, is trapped [step 4].

2.3.2 Positrons

Positrons can be obtained as a decay product from the sodium-22 isotope, 22
11Na.

90.26(2)% of this isotope decays through the Beta positive decay mode, as shown
in the following equation [50, 51]:

22
11Na→ 22

10Ne + e+ + νe (2.15)

Both neon-22 and the electron-neutrino are stable and neutrally charged parti-
cles, which weakly interact with the electrically charged positron. Sodium-22 has
a half-life of 950.34(13) days [52], so a sample with an initially useful amount of
radioactivity can provide approximately the same positron flux for extended opera-
tional periods, on the order of years. The simple decay modes, the stable daughter
isotope, the radioactivity, and the availability of manufacturing make sodium-22
an appealing candidate as a positron source in experimental physics. Other beta-
positive decaying isotopes, such as cobalt-58 and copper-64, can be manufactured,
although these have much shorter half-lives.
Alternatively, positrons can be produced using a linear electron accelerator with
specialised generation materials to enhance the production of bremsstrahlung light
and subsequently facilitate the pair production of electron-positron pairs. In the-
ory, such a machine can operate for extended periods and produce a high-intensity
positron beam. However, in the context of the ALPHA experiment, such an intense
source has not yet been needed.

2.3.3 Antiprotons

The Antiproton Decelerator (AD) currently serves as the only global source of low-
energy antiprotons, with energies around 5.3 MeV. The AD relies on proton bunches
accelerated by the LHC proton accelerator complex, which includes LINAC2 and
the Proton Synchrotron. Through 25 GeV relativistic proton collisions, proton-
antiproton pairs are generated. These antiprotons are then collected and shaped
into 2.7 GeV bunches, before being injected into a magnetic storage ring known as
the AD.
Once the antiprotons enter the AD ring, a process of beam tailoring and cooling
begins. This procedure results in antiproton energies as low as 5.3 MeV, at which
point the antiproton bunch is injected from the AD ring into an experimental user
area. Each bunch has a temporal length of 200 ns and contains 3× 107 antiprotons.
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2.4 Cooling techniques within a Penning trap

There are a variety of cooling techniques for trapped plasma. Direct cooling tech-
niques include laser cooling, resistive cooling, adiabatic cooling, evaporative cooling
and radiative cooling.
Laser cooling requires an atomic electron configuration that has an electron mani-
fold with a closed cycle, of course this is not applicable to the proton.
Resistive cooling can be achieved passively or actively, both will involve integrat-
ing a charge sensing circuit across the trapping electrodes, where the axial motion
of a trapped charge particle acts as an image current source. In passive resistive
cooling this image current is dissipated in the sensing circuit’s resistance, while in
active resistive cooling the sensed image current is fed back to the electrodes in an
opposite phase, acting to drive against the motion of the charged particle. Practical
cooling times require a resonant circuit, which leads naturally to charge-to-mass
selective cooling. Resistive cooling is used throughout many Penning trap proton
studies [25]. By increasing the trapping volume size at a rate much slower than the
axial, magnetron and cyclotron motions of the charged particles, thereby it being
an adiabatic process, the motional energies of the particles can be reduced, this is
referred to as adiabatic cooling. This effect can be achieved by changing either the
trapping electric potential or changing the magnetic field as shown in ref. [53].
When a plasma is in thermal equilibrium it has a Maxwellian-like energy distri-
bution. This exhibits a long energy tail, where at any given time relatively few
particles can be associated with a substantial amount of the total thermal energy.
By reducing the trap electric potential depth these higher energy particles can be
removed, thereby reducing the average energy of the remaining population. This
process is referred to as evaporative cooling.
The acceleration undergone by a charged particle in a Penning trap generates cy-
clotron radiation, though due to the power emission being inversely proportional to
the mass cubed, practical cooling times occur only for light particles, most com-
monly either electrons or positrons.
Additionally, there are indirect cooling techniques where a secondary species is
cooled, possibly by one of the previously described direct cooling techniques, and is
simultaneously or later allowed to interact with the concerned primary plasma. This
is referred to as sympathetic cooling. Another method in this category, previously
discussed in Section 2.1.3, is buffer gas cooling.

2.4.1 Axialization

During a cooling process both the modified cyclotron motion and axial motion will
be reduced. However, during cooling processes the magnetron motion increases in
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magnitude, since the magnetron motion has negative potential energy, leading to
magnetron heating. In the 1991 Savard et al. paper [54], a technique is described
for both centering and cooling ions in a mass selective manner. This is done by a
combination of buffer gas cooling (leaked in helium gas at a pressures of 10−4 mBar)
and an azimuthally applied RF quadrupolar field, driven in autoresonance with the
species’ cyclotron motion. The buffer gas provides cooling to both the cyclotron
and axial motion, though it is a source of heating for the magnetron motion. A blue
sideband coupling is performed on the modified cyclotron motion and the magnetron
motion. This motional coupling allows for the cooling to be applied to magnetron
motion. By reducing the magnetron motion the particle gradually drifts towards the
trap central axis. For this to be applicable in the ALPHA Catching Trap apparatus
RF quadrupolar fields of an appropriate frequency needs to be injected on to the
segmented electrodes.
In later literature this technique, for centralising the motion of the trapped ions
onto the central axis, has been referred to as axialization and sideband cooling. An
analogue laser cooling technique was first demonstrated by Powell et al. 2002 [55].

2.5 Charge Detection

2.5.1 Faraday cup

A Faraday cup is an instrument used to collect and measure electric charge by
recording the potential difference between a charge-collecting surface and an elec-
trical ground. The collecting surface is connected to the ground through a resistor,
allowing it to discharge and be used to measure successive groups of charged parti-
cles. In this thesis, two instruments serve as Faraday cups: the first is the antiproton
degrader foil exposed to the interior of the Catching Trap and the second is the phos-
phor surface within the MCP-phosphor instrument. The phosphor surface is coated
with a thin layer of indium tin oxide to serve as a transparent conductive layer.
The degrader foil is an electrically isolated metal conductor connected to an external
readout circuit. The electrical behaviour of this circuit is similar to an ideal capac-
itor connected to a ground potential through a resistor. When charged particles
strike the foil’s surface, its electric potential increases and then gradually decays
exponentially to its referenced ground potential as the surface discharges. This sig-
nal passes through a shielded BNC cable to an amplifier and noise filtering device,
the Stanford Research Systems SR560 low noise voltage preamplifier, and is finally
read by a data acquisition PCI card. High-pass and low-pass filters help remove
background electrical noise, and the amplifier gain is tuned to maximise the signal-
to-noise ratio.
Assuming that the circuit is purely capacitive, it can easily be modelled and under-
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Figure 2.10: Example of Faraday cup readout with particle flux. Orange lines:
particle flux over time, Blue lines: solution of Equation 2.16 for voltage difference
readout. (a) A 7 ms window of the signal, displaying the exponential decay. (b) A
zoomed-in window, illustrating the temporal distribution of charged particles and
the voltage rise on the Faraday cup.

stood through the following first-order differential equation:

dV
dt

+
1

τ
V (t) = G

Qflux(t)

C
, (2.16)

where t represents time and V denotes the voltage difference relative to the reference
ground. The second term on the left-hand side is a voltage difference damping
term with a characteristic decay time of τ = RC for a circuit with capacitance C

and electrical resistance R between the charge collection surface and the reference
ground. The term on the right-hand side is the voltage difference source term,
where Qflux(t) is the charged particle flux arriving at the foil’s surface, and G is the
amplifier gain factor applied to the signal. When the characteristic decay time τ is
significantly greater than the time scale of all particles arriving at the surface, the
potential difference between the peak voltage and the ground reference is related
to the total number of particles. This is a valid approximation for all Faraday cup
measurements used throughout this thesis, as the decay time of these circuits is
empirically about 1 ms and the particles arrive in a time interval of approximately
10 µs. The MCP phosphor screen, when used as a Faraday cup, requires a high-pass
pick-off circuit in parallel with the high-voltage circuit of the phosphor screen to
protect and operate the readout hardware. This device is much more sensitive to
the quantity of charged particles arriving from the Penning trap than the antiproton
degrader foil, as the charge signal is amplified by an electron avalanche inside the
MCP. This instrument enables quantitative measurements of small particle fluxes,
such as timing information, and is used for temperature diagnostics (see Section
2.5.2) and time-of-flight measurements.
To recover the original qualitative particle flux, a basic signal analysis method called
impulse response can be employed. An impulse response function can be generated
by analysing the circuit’s response to a known input impulse signal. An input
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impulse signal is a pulse with a short duration time compared to any characteristic
time scale of the circuit. The impulse response function maps the readout circuit’s
frequency components to the input signal’s frequency components, as discussed in
Section 5.6.

2.5.2 Micro-channel Plate - Phosphor - CCD

The micro-channel plate (MCP), phosphor, and CCD (charge-coupling device) setup
is a series of interconnected devices used to image the radial profile of plasma ex-
tracted from a Penning trap. The MCP consists of an array of microscopic channels
angled away from the plate’s symmetry axis. A high voltage is applied between
the front and back of the plate, and the front plate power supply generates both
positive and negative voltages relative to the ground. The polarity of the front plate
voltage is selected based on the charge of the particles to be measured, accelerating
them towards the surface. As incoming charged particles have a relatively large
longitudinal-to-radial velocity, they primarily move normally incident to the front
of the plate. When a charged particle enters one of the angled channels, its mo-
tion is obstructed, leading to collisions with the channel’s interior surface and the
production of secondary electrons. This process triggers an avalanche of electron
production, amplifying the original plasma signal. The gain can be controlled by
adjusting the voltage difference across the front and back of the micro-channel plate.
The applied voltage difference between the front and back of the plate is positive,
and only negatively charged particles will pass entirely through the channels. Con-
sequently, the resulting collection of charged particles consists primarily of electrons
and possibly any negatively charged particles that initially enter the channels. After
exiting the channels, these particles are further accelerated by a larger voltage dif-
ference toward a phosphor screen. Phosphorescent light is emitted when energetic
charged particles collide with the screen.
The phosphor screen faces the beamline direction, and to extract light, an adjacent
mirror positioned at an angle of π/4 radians relative to the screen reflects light to-
wards a vacuum window. A CCD imaging camera is externally mounted on the
window to capture the light.
The resulting image is proportional to the radial profile of the axially integrated
plasma signal. Knowing the magnetic field strength ratio at the plasma extraction
position in the Penning trap and at the MCP, the size of the plasma can be calcu-
lated, assuming that the magnetic moment of the charged particles in the plasma is
conserved during extraction.
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Plasma image analysis

Plasmas trapped within ALPHA Penning traps typically exhibit axisymmetry, as
non-axisymmetric modes are not intentionally excited. For single species plasmas
imaged using the MCP, this symmetry is expected to be maintained. While this
is observed for lighter components like electrons and positrons, heavier ion species
often appear as ellipses or exhibit further distortion in their shape. This distortion
is believed to result from a combination of the nonadiabatic magnetic moment dy-
namics of particles transported along the magnetic beamline, to which heavier ions
are more sensitive, causing radial expansion, and the increasing nonhomogeneity of
the electric potential at the front surface of the MCP with greater radial distances
from its centre, which distorts the shape of the heavier ion plasma.

Plasma radius is determined from the MCP image using an empirically justified
radial fit function of the camera pixel light intensity I(r), a Gaussian-Power law fit
defined as:

I(r) = a exp

(
−
[
r − r0

b

]n)
+ Background Level, (2.17)

where we have a mean noise background light level in the image, the position of
the plasma central symmetry axis r0, the peak amplitude of the plasma centre a

(minus the mean noise background level), the plasma radius b (the radial position
where the light intensity decreases to 1/e of the peak intensity), and the Gaussian
power n that flattens the profile curvature. For multicomponent plasmas exhibiting
centrifugal separation, see Appendix B. An image of the phosphor screen can be
captured with the same camera under brighter conditions to identify features of the
MCP assembly. This enables measurement of the imaged plasma size with reference
to the known dimensions of the phosphor screen.
Furthermore, if the plasma is transported adiabatically, as discussed in Section 2.6,
the radial size of the plasma within the Penning trap can be estimated. By multi-
plying its size on the MCP surface, taken from the MCP image, by the ratio of the
magnetic field strength at the MCP instrument and inside the Penning trap, which
is approximately 0.15. For example, if a plasma ejected on to the Catching Trap
MCP is measured to have a plasma radius of 1 cm across the MCP surface, then its
radius within the Catching Trap is approximately 0.15 cm.

Temperature diagnostic

The temperature of a plasma affects its dynamics, which can lead to undesirable
effects. For example, when mixing positrons and antiprotons, their temperatures
influence both the efficiency of antihydrogen production and trapping. Addition-
ally, a hot plasma may promote radial transport outward, resulting in particle loss.
Therefore, monitoring plasma temperature changes during a sequence can indicate
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whether adjustments should be made. Instead of passive monitoring, a destruc-
tive but robust method is employed within ALPHA. Assuming that a plasma is in
thermal equilibrium, such that both axial and radial components of the plasma tem-
perature are equal, the central core of the plasma can be ejected by slowly reducing
the well depth. The initial current of the particles will correspond to the high-energy
tail of a Maxwell-Boltzmann energy distribution [56]. The energy of an ejected par-
ticle E must be at least the effective depth of the well of the trap E ≥ q (ϕvac − ϕself),
which combines both the trapping electric field ϕvac and the plasma self-potential
ϕself. If the plasma self-potential does not vary significantly during the initial frac-
tion of extracted particles, then the number of extracted particles N will scale as an
exponential curve:

N(ϕvac) =
1√

πkBT∥
exp

(
−qϕvac

kBT∥

)
. (2.18)

The ejection time scale should be slower than the axial motion of the particles to
ensure that all particles with sufficient energy escape, and faster than the time scales
of induced instabilities. Typically, a temperature dump takes 1 ms to 20 ms to per-
form, with 103 to 104 voltage increments.
The ejected particle signal is measured differently depending on the species. Ejected
antiprotons are directed onto the Catching Trap degrader foil, and the annihilation
products are measured using scintillating detectors positioned on both sides of the
Catching Trap apparatus. Ordinary matter and positrons are measured using the
MCP instrument, similar to the imaging technique. The MCP is configured to op-
erate at a higher charge avalanche gain compared to imaging the plasma; however,
this requires reducing the phosphor voltage from 5000 V to 1500 V to avoid satura-
tion of the phosphorescence light produced by the phosphor material. The particle
signal can be measured either by using the Phosphor screen as a Faraday cup or by
measuring the phosphorescence light with an external Silicon photomultiplier (de-
scribed later in this chapter). The measuring device’s signal is amplified to improve
the signal-to-noise ratio of the initial exponentially rising component of the particle
signal, even if later components of the measured signal saturate. An example of a
recorded ejected particle signal is shown in Figure 2.11 (a). The natural logarithm
of the signal is plotted versus the calculated on-axis potential well depth, as shown
in (b), in (c). Taking the natural logarithm of Equation 2.18 results in the linear
equation:

ln (N(ϕvac)) = ln

(
1√

πkBT∥

)
− qϕvac

kBT∥
. (2.19)

The gradient of this linear equation represents the temperature scaled. In practise, a
line is fitted to a restricted range of the on-axis well depth, as shown by the blue patch
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Figure 2.11: An example of a temperature diagnostic analysis for a 1535 K positive
ion mixture. (a) Full signal of ejected particles during a temperature dump. (b)
Calculated well depth during the dump. (c) The red line represents the linear fit,
and the blue region indicates the fit range.

in Figure 2.11. The measured signal is dominated by environmental electrical noise
during the early stages of the temperature dump, and only the initial particle signal
is expected to increase exponentially, with the signal peaking at later times. This is
the reason for restricting the linear fit to the initial appearance of the particle signal.
Given a measured gradient X, the corresponding temperature can be determined
as:

T∥ =
q

kBX
. (2.20)

2.5.3 Silicon photo-multiplier

The lower bound of plasma temperature calculated from the electrical readout of
particle current on the MCP-Phosphor instrument is limited by electrical noise gen-
erated by mechanical vibrations. However, colder temperatures can be measured
by using a light detector to measure the change in intensity of phosphorescence
light rather than imaging the spatial distribution of plasma. This method has been
demonstrated by colleagues [57] and was implemented within the ALPHA apparatus,
utilising similar silicon photon-multiplier (SiPM) detectors, which are less sensitive
to local magnetic fields produced by sources such as beamline magnets, compared to
a photomultiplier tube. A SiPM consists an array of micro-sized avalanche photodi-
odes connected in parallel. When a photon enters the SiPM, it creates electron-hole
pairs that trigger an avalanche in the avalanche photodiodes, producing a measur-
able current pulse. This system has also been applied to time-of-flight measurements,
later discussed in Chapter 5.
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2.5.4 CsI

The emission of 511 keV gamma rays from positron annihilation can be utilised to
detect the presence of positrons, and the intensity of these rays is proportional to the
number of positrons. This signal is detectable with a caesium iodide (CsI) detector,
which is a combined package of a sensitive scintillating crystal and a photodetector.
Numerous detectors are placed around the apparatus, and their compact form allows
easy relocation to different positions.
These detectors can be used to debug the transport of positrons between traps. By
analysing the time-of-flight signal from multiple detectors, the region where particle
loss occurs can be identified, allowing appropriate corrective measures to be taken.
Furthermore, there are mobile panel detectors that use a combination of scintillating
plastic and a photomultiplier tube. These detectors have a larger sensitive area and
can be used to measure the temporal distribution of positron bunches by obstructing
the positron bunch path, either with a gate valve or by suitably positioning a multi-
instrument stick.

2.6 Beamline - Plasma Transferline

Charged particles are transported between traps using magnetic beamlines, which
consist mainly of a series of aligned solenoid magnets. The most complex beamline
system within the ALPHA apparatus is the section connecting ALPHA-2, ALPHA-
g, and the Positron Accumulator. This system incorporates an interconnect mag-
netic setup that can be configured to direct particles into one of the two antihydrogen
apparatuses. A detailed discussion of this beamline system can be found in Mark
A. Johnson’s Ph.D. thesis [45]. Particles are ejected from traps with energies up to
140 eV, and the guiding magnets operate with field strengths between 0.01 T and
0.07 T.
The dynamics of charged particles within slowly changing strong magnetic fields
is constrained by the adiabatic conservation of the magnetic moment, whereby the
charged particles’ motion becomes nearly fixed to the magnetic field lines. An adi-
abatic parameter γ approximates this condition as follows:

γ =

(∣∣∣∣∂B
∂z

∣∣∣∣ /Bz

)
(

ωc

2πvz

) , (2.21)

where the numerator represents the relative change in axial magnetic field strength
per unit axial distance and the denominator is the unit axial distance travelled
per cyclotron cycle. An ideal magnetic beamline will have values of γ much smaller
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than one. This condition holds true for particle transport from the Catching Trap to
ALPHA-2, as seen in red in Figure 2.12 (b). However, this condition is not satisfied
for higher ejection energies required for MCP diagnostics, as illustrated in black in
(b). This condition becomes less satisfied with heavier ions, as γ is directly propor-
tional to the mass-to-charge ratio. For example, H+

3 will experience poor transport
conditions at 100 eV between the Catching Trap and the CT stick. Furthermore, at
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Figure 2.12: (a) Axial magnetic field strength of the ALPHA apparatus, and (b)
approximate adiabatic parameter calculated for a 100 eV (black line) and 25 eV (red
line) proton. Blue regions indicate the location of each labeled system.

the downstream stick beyond ALPHA-2, the condition is not satisfied for energies
as low as 25 eV, as seen at the far right end of Figure 2.12. This issue was addressed
by Mark A. Johnson in his thesis work [45], which focused on the transport of par-
ticles from the Catching Trap to ALPHA-g. The beamline performs exceptionally
well during operation, but it does require some fine-tuning depending on changes to
nearby magnetic materials and the usage of nearby magnets. Fine-tuning is carried
out shot-to-shot from the relevant particle source.

2.7 Vacuum and Cryostat Systems

For effective particle dynamics within a Penning trap, minimal scattering is nec-
essary since it can cause outward radial transport to untrappable regions, leading
to particle ejection. Coulomb scattering between trapped charged particles occurs
over long ranges, resulting in shallow scattering angles. In contrast, neutral atoms
approach charged particles at much closer distances, causing larger scattering an-
gles. Particle losses can also occur if trapped particles are reactive with the residual
gas, which poses a significant concern for antimatter, as it can annihilate with any
neutral gas atom.
The intrinsic lifetimes of free antiprotons, positrons, and antihydrogen have not
been directly observed. Antiprotons have been continuously trapped for 405 days
by the BASE Collaboration [58] without any evident intrinsic lifetime within these
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timescales. Current lifetime limitations are primarily associated with the quality
of the trap vacuum. Consequently, antimatter trap experiments require an ultra-
high vacuum to ensure that the annihilation lifetime is negligible compared to the
timescale of each antimatter measurement or to have a systematic understanding of
this lifetime within their system.

2.7.1 Cryogenics and cryocooling

A cryogenic trap serves two purposes: it reduces the heating of trapped particles
due to blackbody radiation and acts as a cryopump to further reduce the vacuum
pressure. Both liquid and compressor methods are used to obtain a cryogenic en-
vironment in the ALPHA apparatus. Both the Catching Trap and Positron Accu-
mulator use helium compressors and cold heads for both the main superconducting
solenoid and electrode stack. Although ALPHA-2 uses both liquid helium and liquid
nitrogen to cool its main superconducting solenoid, and only liquid helium to cool
its superconducting neutral atom trap and electrode stack. Alternatively, ALPHA-g
uses a cryocooler for its primary superconducting solenoid and liquid helium to cool
its superconducting neutral atom trap and electrode stack. All electrode stacks are
cooled to around 7 K and can vary by a few Kelvin across the stack. Additional
vacuum volumes exist surrounding cryogenic volumes to reduce heat flow from the
room temperature laboratory to the cooled material.

2.7.2 Operational performance

ultra-high vacuums within the ALPHA apparatus are obtained using conventional
methods and commercial hardware. These systems use a series of scroll pumps, turbo
pumps, and ion pump stages from initial atmospheric pressure to ultra-high vacuum.
The vacuum is monitored using Pirani gauges and cold cathode gauges. These are
typically paired up and placed adjacent to the Penning-Malmberg traps and along
magnetic beamlines. Gate valves are positioned between neighbouring Penning traps
and close to the multi-instrument sticks. These reduce cross-contamination between
different systems, as the positron accumulator operates with both neon gas and
nitrogen gas, and to reduce the volume of the vacuum exposed to air when an
intervention is necessary. Systems that are exposed to air will be baked out to
improve the base vacuum pressure by 1 to 2 orders of magnitude and to minimise
ice build-up when at cryogenic temperatures. When the traps are at cryogenic
temperatures (4 K - 10 K), the cold cathode gauges will read about 10−10 mBar,
as they are positioned at a room temperature location. The pressure within the
cryopumping Catching Trap can be estimated with measured antiproton annihilation
lifetimes and theory from Xiang Fei’s Ph.D. thesis [59, Chapter 6, Eq. 6.11], as 10−12

mBar to 10−13 mBar. The pump rate of cryopumping reduces with time following

33



Chapter 2. The ALPHA Apparatus and Experiments

the adsorption of many layers of residual gas. This reduced pump rate will increase
the base vacuum pressure within the trap, causing the antiproton annihilation rate to
increase. Therefore, the antiproton annihilation lifetime is monitored, and when it is
short enough to affect the yield of trappable antihydrogen, the system is thermally
cycled. This causes the adsorbed material to boil off and be pumped out of the
system, which essentially resets the vacuum quality of the trap.

2.8 The 1S-2S transition in antihydrogen

Antihydrogen, the antimatter counterpart to hydrogen, is an intriguing subject of
study, particularly in the context of 1S-2S spectroscopy. Precise spectroscopic mea-
surements of the 1S-2S transition in antihydrogen can test the Charge-Parity-Time
(CPT) symmetry, a fundamental principle of quantum field theory which posits that
the laws of physics remain unchanged under charge conjugation, parity transforma-
tion, and time reversal. By comparing the 1S-2S transition frequencies in hydrogen
and antihydrogen, we can verify whether this principle holds. Moreover, these ex-
periments can also test the predictions of the standard model of particle physics,
which suggests that hydrogen and antihydrogen should have identical spectroscopic
properties.
The 1S-2S transition in hydrogen is a transition of an electron from the ground state
to the 2S excited state that is performed by absorbing two counter propagating pho-
tons of 243 nm wavelength. The energy level diagram of the 1S and 2S hyperfine
states of hydrogen as a function of the external magnetic field strength is depicted
Figure 2.14, and the 1S-2S c-c and d-d transitions are indicated by arrows.
Hydrogen has been measured with a fractional precision of 4.2× 10−15 [31]. Recent
measurements determined the 1S-2S transition frequencies, d-d line, of antihydrogen
at a fractional precision of 2× 10−12 [32].

2.8.1 Laser system of 1S-2S measurements

A schematic of the 1S-2S spectroscopy system is shown in Figure 2.13. All techni-
cal details related to the laser system and enhancement cavity was taken from [60].
The system has been coloured into different regions for different purposes. High
243 nm laser power is needed to induce the 1S-2S transition of antihydrogen in the
ALPHA-2 trap, due to the low density and thermal broadening of trapped anti-
hydrogen. A Fabry-Pérot enhancement cavity is used to increase the laser power
within the ALPHA-2 magnetic trap region, as a 1 W laser power, 243 nm laser,
is not commercially available. A commercial Toptica tapered amplifier fourth har-
monic generation (TA-FHG) laser is used to generate 243 nm light. The diode laser
generates the fundamental frequency of 972 nm at an intensity of 50 mW, which is
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increased 2.5 W by a tapered amplifier. This frequency is next twice doubled in the
Second Harmonic Generation cavity to produce 100 mW of 243 nm light. The 243
nm laser light is transported from a neighbouring laser laboratory into the ALPHA-
2 apparatus. The enhancement cavity is contained within the ultra-high vacuum of
the ALPHA-2 trap, which is cooled to cryogenic temperatures. The optical path
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Figure 2.13: A schematic of the 1S-2S spectroscopy setup. Red, cyan, and dark blue
lines are the paths of 972 nm, 486 nm and 243 nm laser light. Adapted from [60].

uses a combination of piezo steering mirrors and position sensitive detectors to sta-
bilise beam pointing, as misalignment of the enhancement cavity will reduce power
build up by 50 %. The enhancement cavity is locked using the Pound–Drever–Hall
locking method, by using sidebands generated from an electrical optical modulator
that intercepts the beam before entering the cavity.
The enhancement cavity in the ALPHA-2 trap is mounted to direct laser light, such
that the beam crosses the central trap axis at an angle of 2.3◦. This beam overlaps
with the antihydrogen trapping volume in the middle of the ALPHA-2. The beam
waist at the trapping region is 0.2 mm.
The frequency control and frequency stability of the 243 nm laser light is inherited
from the 972 nm laser, and its absolute frequency value is determined from this 972
nm laser. This frequency stability is from a laser locked ultra-stable reference cavity,
composed of ultra-low coefficient of thermal expansion glass, with a 1 Hz line width
and a 53 mHz/s linear drift. The line width of this reference cavity is monitored
by beating it against an identical system. The frequency control is obtained from
two systems. Coarse control is performed by sending the second harmonic generated
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Figure 2.14: Hydrogenic energy levels. Calculated energies for hydrogen of the hy-
perfine sublevels of the 1S (bottom) and 2S (top) states as functions of magnetic
field strength. The centroid energy difference E1S-2S = 2.4661 × 1015 Hz has been
suppressed on the vertical axis. Vertical black arrows indicate the two-photon tran-
sitions (which occur with frequency fc−c or fd−d between the trappable 1S and 2S
states. Adapted from [61]

486 nm laser light into a wavemeter with a 2 MHz precision, which then feedback
into the 972 nm laser. Fine control is performed with an acousto-optical modulator
(AOM) acting on the 972 nm laser light that is sent to both the reference cavity and
a frequency comb. The AOM can sweep the laser frequency between the c-c and
d-d antihydrogen 1S-2S transitions and finely scan the line width of each transition.
The 972 nm laser frequency is obtained by beating the reference cavity laser against
a tooth from a frequency comb (Menlo Systems FC1500-250-WG). The comb is ref-
erenced to a Symmetricom CS4000 Caesium microwave clock and is stabilised from
a GPS-disciplines oven controlled quartz oscillator. This provides an accuracy of
250 Hz at 972 nm and thus 1 kHz at 243 nm.
For a more complete description and discussion of the 1S-2S hardware setup, read
Steve Armstrong Jones’ Ph.D. thesis [60].
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2.8.2 Protocol of 1S-2S measurements

Spectroscopy of antihydrogen is a destructive process, in that the spectroscopy sig-
nal is antiproton annihilation. The 1S-2S transition is a double photon excitation
process, where counter propagating 243 nm photons are absorbed such that the
combined absorption spectrum is Doppler free. The transition is observed either
from a third 243 nm photon causing photo-ionisation and then the free antiproton
collides with the inner apparatus surface, or the excited atom relaxes by photon
emission to a untrappable state (positron spin flip). The absolute laser frequencies
to be used during a spectroscopy measurement are informed by hydrogen physics
calculations, which estimate the shift from the centroid frequency [31] due to the
central magnetic field in the ALPHA apparatus. Known hydrogen physics is used
within Monte Carlo simulations to determine the expected corresponding antihydro-
gen spectra within the ALPHA-2 magnetic trap. The simulation uses a magnetic
field map that is calibrated using magnetometry measurements at the central field
obtained using an electron cyclotron resonance method [38] and the off-axis fields
consider the known geometry of conductors. The simulations also use the measured
243 nm laser parameters, such as beam waist and beam intensity. Further details of
related simulations can be found in Chris Ørum Rasmussen’s Ph.D. thesis [62].

2.9 Conclusion

Penning traps serve as versatile instruments in numerous types of trapped-ion re-
search. Within the context of the ALPHA experiment, these traps are used to
manipulate antiproton and positron plasmas to facilitate antihydrogen production.
The techniques employed for plasma manipulation and diagnosis are derived from
the standard methods used in low-energy trapped plasma research, referenced in
[63], and are shared among various other low-energy plasma groups. While these
methods have been customised for specific applications in antimatter research, the
Penning trap apparatus, in essence, offers the potential to manipulate any type of
low-energy ions, utilising the same techniques.

The application of research within ALPHA using other ion types is primarily
constrained by the feasibility of integrating the ion sources into the existing ap-
paratus. Manipulation and diagnostic techniques have the potential to be easily
adapted to other ion species with minimal hardware modifications. An example of
such adaptability is the introduction of a beryllium ion source into the ALPHA-2
trap. This addition allowed beryllium ions to sympathetically cool the plasma of
positrons, a modification expected to improve antihydrogen trapping [64, 65].

The ALPHA-2 trap, a combined Penning trap and neutral atom trap, theoreti-
cally has the capability to trap neutral hydrogen, thus enabling a direct CPT test
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under the same experimental conditions. However, the primary technical hurdle lies
in the integration of a proton source. Should protons be present in the ALPHA-2
apparatus, similar or equivalent manipulations as those applied to antiprotons can
be conducted, such as sympathetic cooling with leptons, i.e., positrons/electrons.

The focus of this research is to establish a proton source that does not necessitate
the installation of an external proton source or significant irreversible changes to
the ALPHA traps. Chapter 4 will explore the electron impact ionisation process,
enabling the production of hydrogen ions from the residual gas present in one of the
ALPHA’s Penning traps, the Catching Trap. Furthermore, Chapter 5 will discuss
the process of isolating protons from a mixed plasma of positive hydrogen ions.

In summary, the ALPHA apparatus presents immense potential for various
plasma experiments. These could potentially incorporate existing techniques into
antihydrogen experimental protocols, thereby enhancing various facets of antihy-
drogen research. Some possibilities include improved antihydrogen production via
sympathetic positron cooling with laser-cooled beryllium ions, studies of system-
atic errors. For example, electrode patch potential diagnostics [66], magnetometry
through enhanced ECR techniques [38] and magnetometry via electron spin flip in
beryllium ions also remains an intriguing possibility.
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ION PRODUCTION

The purpose of anion hydrogen production within the ALPHA experiment is twofold.
Firstly, it serves as a hydrogen source through the photodetachment of the secondary
electron. In the context of ALPHA’s antihydrogen studies, a technique that gen-
erates trappable hydrogen within the neutral trap volume could facilitate in situ
atom-antiatom spectroscopy schemes. Direct CPT comparisons can eliminate the
need to extrapolate low-magnetic field spectroscopy measurements to high-magnetic
fields, which is currently required for antihydrogen spectroscopy comparisons with
hydrogen. However, this necessitates a measurement scheme that is applicable to
both species, such as fluorescence detection using silicon photomultipliers (SiPM)
or the detection of photoionised protons and antiprotons using a charge-sensitive
device using a micro-channel plate (MCP). A suitable SiPM device is currently be-
ing investigated within ALPHA, specifically for this application. It is important to
note that the current charged-pion detection method for antiproton annihilation in
ALPHA is not applicable to hydrogen.
The second objective is to utilize ion studies for optimizing antiproton experiments.
Negative hydrogen has the same total charge as an antiproton and a similar charge-
to-mass ratio. This characteristic makes it a suitable substitute for studies that
have been limited due to the restricted antiproton delivery schedule of CERN’s
AD complex. The proton is useful in this context since its charge-to-mass ratio is
nearly identical to that of an antiproton, especially when considering the degree of
experimental uncertainty involved in the studies of interest.

3.1 Anion hydrogen production study

A study was conducted, similar to Kabanstev et al. [67], into the production of the
anion hydrogen atom H− by dissociative electron attachment (DEA) of electrons to
molecular hydrogen. This involved experiments using trapped electrons to ionise

39



Chapter 3. Ion production

residual hydrogen gas within the vacuum of the Catching Trap apparatus. This
process can be written as two steps:

e− + H2(ν, J)→ H−
2 → H− + H (3.1)

where ν and J are the vibrational and rotational quantum numbers of the hydro-
gen molecule, respectively. The anion hydrogen atom H− is a hydrogen atom with
a second bound electron, this atom has a single bound state and thus no excited
states. At the beginning of this study it was assumed that the residual gas of the
Catching Trap vacuum would be partially composed of hydrogen, as stainless steel
walls of vacuum apparatus are known to outgas hydrogen [68].
The combined cross section of both processes, described by Equation 3.1, has an
onset threshold of electron energy is between 3.5 to 4 eV. The magnitude of the
cross section is significantly affected by the quantum state of the target hydrogen
molecule. As the peak cross section for dissociative electron attachment of electrons
to ground state molecular hydrogen is on the order of 10−21 cm2 [69]. Electrons
within the Catching Trap have a cyclotron cooling time of sub-seconds, this results
in the trapped electrons having energies below the onset threshold for the DEA
process. Trapped electrons must be driven to higher energies for this DEA process
to occur. To achieve this, the electron axial motion was driven with an external
electric drive. The drive signal was generated by a SRS DS345 waveform generator.
The applied drive signal was white-noise, for further details regarding the response
of trapped electrons to the applied signal type see Section 4.1. The waveform gen-
erator output was connected to a single electrode, via a feedthrough connection,
involved in producing the trap electric potential to improve coupling to the axial
motion of trapped electrons, as described later in Section 4.1. The driven electrons
were observed to expand radially leading to electron losses. This was corrected by
using a rotating wall to improve radial confinement, as described in Section 2.2.1.
The experimental sequence to study the production of anion hydrogen within the
Catching Trap is the following:

1. Inject and capture electrons (ranging from 108 − 109 electrons), as described
in Section 2.3.1.

2. Change the applied voltages on trap electrodes to expand the axial length of
the electron trapping well, such that the electrons are distributed across a
large volume of the trap, including one of the segmented electrodes within the
trapping region.

3. Apply a rotating wall signal to radially compress the trapped electrons.

4. Drive the electron axial motion with an external electric drive.
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5. Wait a fixed duration (up to 3 hours), while both the rotating wall signal and
external electric drive signal are continuously active.

6. (Optional) Remove all or a fraction of the electron population by using the
electron kick method, described in Section 2.2.2.

7. Measure the remaining population with a Faraday Cup, as described in Section
2.5.1, or image the axially integrated radial profile using a MCP instrument,
as described in Section 2.5.2.

This study resulted in no observation of anion hydrogen production by axial driven
electrons.
To explain why this study did not produce anion hydrogen it must be understood
that the DEA cross section increases for rovibrationally excited molecular hydrogen.
A 4 orders of magnitude increase in the DEA cross section was observed by Allan et
al. [70] for hydrogen gas in excited ro-vibrational states (ν = 0− 5 and J = 0 − 7).
The temperature of the hydrogen gas will define the rovibrational quantum state
distribution, as increased temperatures will have an increased occupancy of larger
J and ν quantum numbers.
Thermal rovibrational state distributions can be estimated assuming a Boltzmann
energy distribution defined by the temperature of the gas and the rovibrational
spectra of molecular hydrogen found in Table 1 of Komasa et al. [71]. The molecular
hydrogen gas in the Catching Trap vacuum will be in thermal equilibrium with the
interior trap surfaces, which are cooled to 7 K, for details Section 2.7.1. The fraction
of rovibrationally excited states of a thermal distribution of molecular hydrogen at
7 K was calculated to be practically non existent, such that the entire gas can be
considered to occupy their ground state. Contrary to this, the Kabenstev study
involved a room temperature Penning Trap. A room temperature hydrogen gas is
estimated to have active rotationally excited states (J = 1, 2), though no excited
vibrational states. This means that this study using the Catching Trap is performed
in a cryogenic environment which is unsuitable to expect appreciable anion hydrogen
production.

During the anion hydrogen experiments the production of positive ions was ob-
served. The ions were later identified as H+, H+

2 and H+
3 .

3.2 Proton source development

The work presented here aims to produce and study proton plasmas in ALPHA
apparatus. The intention is to use preexisting hardware with no further modification
to the interior electronics of the Penning Trap. The discussion begins with a brief
overview of historical studies on protons and the development of proton sources to
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enable a deeper understanding of the processes and outcomes involved in subsequent
proton studies performed in the ALPHA experiment. The production of protons and
other hydrogen ions from molecular hydrogen via electron impact ionisation will be
discussed. In the ALPHA experiment it is not desired to introduce hydrogen gas
to the trap vacuum system. The residual gas inside the trap is mostly composed
of the molecular hydrogen, therefore a method was proposed to ionise the hydrogen
gas already present in the trap by using an electron plasma. The feasibility of this
approach and estimated rates for the protons and other hydrogen ions generation in
the ALPHA apparatus will be discussed. Trapped protons and other hydrogen ions
could contribute to further ionisation of the residual gas, the rate at which those
processes happen can be understood by looking at the collision frequencies between
different ion species. This section will be summarised by possible prospects of a
proton plasma study, similar to antiproton plasma in ALPHA experiment, and with
remarks about possible differences in diagnostics methods between both proton and
antiproton plasma.

3.2.1 Basic processes and raw material of choice

Most modern proton sources utilize mechanisms to ionize molecular hydrogen, as
it has a relatively small dissociation energy of 15.4 eV [72]. Monatomic hydrogen,
with its smaller ionisation energy of 13.6 eV, is highly reactive at laboratory tem-
peratures below 25 ◦C due to the possibility of hydride formations. This reactivity
causes hydrogen atoms to deplete within cyrogenic environments by reacting with
interior vacuum surfaces unless they are spatially confined. Therefore, it is expected
that monatomic hydrogen would not survive within the Catching Trap vacuum, as
it is a cryogenic trap.
Alternative methods for producing hydrogen atom sources include matrix isolation
sublimation [73] and photo-detachment of heavy molecular ions [74, 75, 76]. Both
of these methods have been suggested as potential candidates within the ALPHA
apparatus. However, the former approach necessitates the integration of a dedicated
magnetic field guide for injection into the trapping region, while the latter has not
yet been demonstrated in a laboratory setting.
Hydrogen can be ionized through various mechanisms, including electron impact,
ion impact, field ionisation, and laser absorption.
Field ionisation is disregarded due to its requirement for extreme electric field
strengths, considering that the hydrogen molecular bond length is approximately
10−10m and the associated electron binding energies are on the order of 10 eV.
Photo ionisation is also ruled out because it would require ultraviolet light at 91.2
nm. Ultraviolet light can generate photo-electrons on the inner surfaces of the Pen-
ning trap, which in turn leads to electrostatic patch potentials [66]. These patch
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potentials complicate plasma manipulation and thus make laser absorption an un-
desirable method for ionising hydrogen.

3.2.2 Electron impact ionisation

The most accessible mechanism for ionising hydrogen in the Catching Trap is via
electron collisions. Electron trapped within the Catching Trap will stochastically
collide with residual gas. However, the 3 T magnetic field strength of the Catching
Trap solenoid will cause the electrons to cool via cyclotron radiation, and they are
observed to thermally equilibriate in a few seconds to temperatures below 1000
K. Electrons at corresponding energies cannot cause observable ionisation of the
residual gas. The energies of trapped electrons must be increased before ionisation
is observed. In practise this can be done by coupling the electron axial motion to
an external electric drive, as described in Section 3.1. The induced energies must
be above the ionisation potentials for ion production to be observed. Ionisation is
an endothermic process whereby the accelerated electrons lose energy. To sustain
the hydrogen ionisation process either power must be continually coupled into the
electrons or newly accelerated electrons must be introduced.

3.2.3 Early studies of molecular hydrogen

Ionisation of molecular hydrogen by electron impact has been studied for over a
century. These early works [77] measured both the ionisation potentials of electron
impact processes and the kinetic energies of the hydrogen ions that are produced.
The molecular hydrogen within the cyrogenic trap is predicted to be in its rovi-
brational ground state. Three electron impact channels are observed for ground
state molecular hydrogen with onset electron energy thresholds below 30 eV. These
processes are listed below, in order of increasing impact electron energy based on
literature are:

e− + H2 → H+
2 (X

1Σ+
g ) + 2 e− 15.426 eV [78] (3.2)

e− + H2 → e− + H+
2 (X

1Σ+
g ) + e− → H + H+ + 2 e− 18.1 eV [78] (3.3)

e− + H2 → e− + H+
2 (X

1Σ+
u ) + e− → H + H+ + 2 e− 26± 1 eV [79] (3.4)

The first observed channel is the dissociative attachment of molecular hydrogen by
electron impact to a positively charged hydrogen molecule (H+

2 ), the second and third
channels are both dissociative ionisation of molecular hydrogen by electron impact
to monatomic hydrogen (H) and a proton (H+). The second and third channels
have an intermediary process of producing a H+

2 . The second channel produces a
H+

2 in its electronic ground state, while the third channel process a H+
2 in its lowest

electronic excited state.
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At higher electron impact energies a total ionisation process can occur:

e− + H2 → 2H+ + 3e−, 46− 56 eV (3.5)

Though this process is not ideal as the protons will be produced with a non-zero
lower bound kinetic energy, due to their repulsive Coulomb potential. Without
a cooling mechanism those energetic protons would be difficult to capture in the
Catching Trap without suffering from evaporative losses.
The protons produced via channel 3 are produced with a non-zero kinetic energy.
The binding energy between hydrogen atom and proton in the H+

2 (X
1Σ+

u ) state
is negative, therefore proton experiences a repulsive force. For example protons
produced from ro-vibrational ground-state molecular hydrogen are predicted to have
energies of a least 5 eV [77]. However, H+

2 does not experience such a repulsion and
can in theory be produced with low kinetic energies. This disregards excited ro-
vibrational states, which one may expect allow for lower energy protons. In the
context of this study, if the trap residual molecular hydrogen gas is in thermal
equilibrium with the cryogenic trap material, such molecular hydrogen gas will be
in the rovibrational ground state.

3.2.4 Ion Impact Ionisation

A concern that may arise within the context of proton production and trapping
studies is whether trapped protons could cause further ionisation of residual gas.
Readers interested in collisional dynamics of low temperature hydrogen plasmas are
directed towards a review by Janev, Reiter and Samm [80]. An ion-atom collision
that causes an electron to transfer between the two is referred to as charge-exchange
or charge-transfer collision. This process occurs when the ion’s relative speed is
similar in magnitude to the outer electron’s orbital speed of the atom. Due to
the mass difference of atomic ion compared to an electron, such a charge-exchange
collision requires ion energies on order of keV scale. Unfortunately there is a lack of
theoretical predictions and measurements for the energy ranges within the context
of this study. Taking the cross-section for a proton-monatomic-hydrogen ionisation
collision from literature [81] a back of the envelope calculation predicts this process
to occur at a negligible rate, though the available cross-section only has predictions
down to 100 eV.

3.2.5 Proton sources

Many ion sources in scientific research and industry are devices that rely upon
electron-impact ionisation of a specific gas followed by some charge and mass se-
lective techniques [82]. Typically, these devices direct electrons into a confinement
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region, where microwaves coupled into this region drive the electron motion. Gas
is injected into the heated electrons causing the gas and electrons to collide. By
tuning the coupled microwave signal, electrons can be driven to energies greater
than the gas’s ionisation threshold causing electron-impact ionisation. The product
ions are then filtered through to a secondary region for extraction. An alternative
method, is to create a DC discharge in the gas and to apply an accelerating voltage
across the generated plasma to extract ions. Both of these methods were previously
investigated by the GBAR collaboration to be used in commissioning an antiproton
beamline [83].

3.2.6 Protons in traps

Within one year of Dehmelt’s initial demonstration of electron trapping in a Penning
trap [84] he had trapped protons[85]. The protons were suspected of being produced
by the injected electron beam ionising residual molecular hydrogen. In more modern
Penning trap experiments [86, 25], a common technique for loading protons is to di-
rect a kilo-volt electron beam to strike a metal surface adjacent to the trap entrance.
Since the trap is cryogenic, hydrogen gas freezes on the metal surface. The electrons
sputter hydrogen atoms outwards from the surface, and those atoms that intersect
the path of the electron beam may undergo electron impact ionisation. This process
can allow one to load 1 to 104 protons, though it is not clear how long this takes.

3.3 Conversion Rates

To effectively study a positive hydrogen ion plasma, it is ideal that the ion interaction
rates with the residual gas during the timescales of the experiments, typically on the
order of minutes, are sufficiently low to ensure an approximately constant composi-
tion. This section investigates how the temperature of the ion plasma impacts the
collision frequencies of processes that may alter the composition and subsequently
estimates the timescale for experiments.
Due to the absence of quantitative data regarding the residual gas composition
within the Catching Trap and the lack of a pressure gauge, only approximations
of the upper limits of collision frequencies can be deduced. As the trap operates
under cryogenic conditions, it is expected that the composition of the residual gas
is predominantly molecular hydrogen. For the purpose of these calculations, it is
assumed that the entire composition of the residual gas consists of molecular hydro-
gen. Furthermore, without knowledge of the energy distribution of the residual gas,
it is postulated that the residual gas is in thermal equilibrium with the internal trap
surfaces, having temperatures ranging between 4-8 K, with molecular hydrogen at
a temperature of 8 K.
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The operational pressure within the Catching Trap has previously been evaluated as
a function of time since the last thermal cycle of the trap, as detailed in Section 2.7.2.
This was inferred from a series of previous ALPHA studies on antiproton lifetimes
within the Catching Trap, which measured up to two weeks after a trap thermal
cycle. However, these measurements did not establish whether the operational pres-
sure reached a steady state. It is anticipated that the trap pressure would increase
during these extended periods as a result of the further degradation of cryopumping
facilitated by the cold trap surfaces. The Catching Trap vacuum must be degraded
to generate positive ions at a feasible rate. To approximate collision rates, a third
assumption is made: the degraded Catching Trap vacuum has a pressure equal to
the highest value calculated from the lifetime study, which is (3.24± 0.51)× 10−13

mbar.
The first assumption restricts possible reactions to that of hydrogen ion interac-
tions with molecular hydrogen. The second and third assumption sets the density
of molecular hydrogen within the trap, following from the ideal gas law. I use a
rate constant that has been averaged over a Maxwellian distribution defined by the
plasma temperature Tion, such that for a process with a cross-section, σ, and an ion
velocity, vion, the rate constant is given by

⟨σ · vion⟩ =
√

8

πµ

(
1

kBTion

) 3
2
∫ ∞

0

σ(Eion)Eion exp

[
− Eion

kBTion

]
dEion, (3.6)

where Eion is the ion kinetic energy, µ is the reduced mass of the colliding bodies
and kB is the Boltzmann constant. The collision frequency, ν, of a process is the
product of the rate constant and the gas density. Thus we have

ν = ⟨σ · vion⟩
PH2

kBTH2

, (3.7)

where PH2 and TH2 are the residual molecular hydrogen pressure and temperature,
respectively. Figure 3.1 shows calculated collision frequencies for each the hydrogen
ions, (a) H+, (b) H+

2 and (c) H+
3 , with a molecular hydrogen gas of temperature and

pressure 8 K and (3.24± 0.51)× 10−13 mbar, respectively. These calculations only
consider reaction processes with ion products and energetic processes that conserve
the initial ion. In Figure 3.1 processes that either conserve a proton or produce one
is shown by a black line, this is similar for H+

2 with a red line and H+
3 with a blue

line. In Figure 3.1(a) the solid black line is the proton impact dissociation process
[80]:

H+ + H2 → H+ + H + H. (3.8)
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Figure 3.1: The collision frequencies for some channels of reactions of hydrogen
ions interacting with residual molecular hydrogen gas is plotted against the ion
temperature. The H2 gas is assumed to have a temperature and pressure of 8 K
and (3.24± 0.51)× 10−13 mbar respectively. The green lines correspond to the total
summed collision frequencies shown in each subplot. (a) Proton collision with H2,
(b) H+

2 collision with H2 and (c) H+
3 collision with H2. The shaded regions correspond

to single standard deviation uncertainties, due to the systematic uncertainty of the
calculated residual gas pressure.
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The solid red line is the charge exchange process [80]:

H+ + H2 → H + H+
2 . (3.9)

The solid blue line is the ionisation process [80]:

H+ + H2 → H+ + H+
2 + e−. (3.10)

The last process does not have available cross-section data, though below 200 eV
values smaller than 10−18 cm2 have been measured. Following this detail I assumed
the ionisation cross-section to be energy independent with a constant value of 10−18

cm2. The dominant process is charge exchange across the ion plasma temperature
range considered, whereby the proton population converts into H+

2 . In Figure 3.1(b)
the solid black line is a collision induced process [80], where

H+
2 + H2 → H+ + H + H2. (3.11)

The solid red line is a charge exchange process [80], where

H+
2 + H2 → H2 + H+

2 . (3.12)

The solid blue line is an ion formation process [87], where

H+
2 + H2 → H+

3 + H. (3.13)

In Figure 3.1(c) the solid black line is the dissociative proton/charge transfer reaction
[80] that producing a slow proton which is composed of multiple channels:

H+
3 + H2 → H + H2 + H+ + H (3.14)

→ H+
2 + H+ + H2 (3.15)

Both channels produce a slow proton, while only one retains the H+
3 ion though this

channel is relatively weak below energies of 30 eV. The dashed black line is the
collision induced fast proton [80] which is also composed of multiple channels,

H+
3 + H2 → H+ + H2 + H2 (3.16)

→ H+ + 2H + H2 (3.17)

where the H+
3 has dissociated into a proton and other neutral products. The solid

red line is the collision induced fast H+
2 process [80], where similarly the H+

3 has
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dissociated into a H+
2 and a neutral hydrogen atom, i.e.

H+
3 + H2 → H+

2 + H + H2. (3.18)

This is a gross simplification of both fast ion producing processes as unstable in-
termediate excited states or composite systems can be formed leading to those end
products. The dashed red line is an electron capture process [80]:

H+
3 + H2 → H + H2 + H+

2 . (3.19)

The solid blue line is a proton transfer exchange process [80]:

H+
3 + H2 → H2 + H + H+

2 . (3.20)

The relative errors are the same across all of calculated collision rates, as the only
error consider within these calculations is from the vacuum pressure of molecular
hydrogen gas. This is why the shaded errors on the log-scale have nearly constant
widths. The collision frequencies of each initial ion were summed, assuming they
are mutually independent processes, and are shown as green lines in Figure 3.1.
Upon detailed examination of the hydrogen ion cloud’s interaction with residual
molecular hydrogen gas, we can glean insights into the dominant processes driving
the composition dynamics.
As demonstrated in Figure 3.1 (a), the charge exchange process predominates across
the entire range of proton temperatures considered. For an initially produced cloud
at 105 K, the timescales fall within seconds, but these timescales extend to minutes
for a cooled proton cloud. This suggests that if a cooled proton cloud is achieved,
it could maintain a single ion species for timescales sufficiently long for extraction
to a secondary trap.
Figure 3.1 (b) depicts the dual competing processes of H+

2 . While the charge ex-
change process does not alter the ion composition, the H+

3 formation process con-
tinually depletes its population, resulting in an increasing accumulation of H+

3 .
In contrast, Figure 3.1 (c) presents multiple competing processes across the temper-
ature range considered. At lower temperatures, less than 104 K, a proton transfer
reaction primarily governs the collisions, gradually depleting the H+

3 population into
H+

2 . At higher temperatures, both H+ and H+
2 ions can be generated via an endother-

mic reaction, acting simultaneously as a heat source and a channel for depleting the
H+

3 population.
In summary, a hydrogen ion cloud at high temperatures will exhibit dynamic com-
position changes. These changes act as a heat source, further accelerating the rate of
dynamics. On the other hand, at low temperatures, the proton population remains
relatively stable. However, the H+

2 population will continually deplete into H+
3 , and
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the H+
3 population will slowly decrease into the H+

2 population. These shifts lead to
a net increase in the H+

3 population and a net decrease in the H+
2 population.

3.4 Proton source for ALPHA Experiment

The main limitation for the proton source is to not disturb present vacuum con-
ditions in ALPHA apparatus. A vacuum quality of below 10−9 mbar within the
Penning traps is essential for long lifetimes of trapped plasma, where a poor vac-
uum quality can introduce drag forces that lead to radial expansion. Ultra-high
vacuum (UHV) conditions are also essential for storing antimatter particles. There-
fore, a source that operates on injected gas must be separated from the primary UHV
volume with a stage or multiple stages of differential pumping. Depending upon the
size of such systems, physical space can become a concern. Ideally the residual gas
composition of the Penning trap should be left unchanged, as increasing vacuum
pressure would cause the annihilation rates to increase leading to reduced antipro-
ton lifetime.

Protons loaded into the ALPHA trap can be confined in the same manner as
antiprotons, but with opposite electric potentials. Similarly, plasma manipulation
techniques like rotating wall compression, sympathetic cooling, and the same diag-
nostics methods can be applied. A proton source could benefit further low energy
plasma study, during the periods when antiproton beam is not available due to
CERN’s accelerators shut downs. Proton plasma could serve as a mock-up for an-
tiproton plasma to study particles transport and develop non-destructive diagnostic
methods based on the plasma modes dynamics. Although one should be careful,
since results with protons might not be directly translatable to antiprotons, by only
reversing the instrument electric potentials. For example, the voltage applied to
the electrodes of the Penning trap may have an offset that would contribute in an
opposite manner when comparing differently signed electrical charged particles. An-
other possible issue can arise when analysing measurements from one of the available
MCPs, due to the fact that the magnitude of electron amplification is dependent on
the species that are measured and this affects the gain of the device. Additionally a
technical flaw in the assembly of the MCPs exist, which is a positively biased electric
field emanating from multiple points outside of the active surface (high voltage tabs
that connect the MCP plates to the voltage source). This generates a non-symmetric
distortion of imaged particles and can produce a radial electrostatic aperture that
acts as a potential barrier for particles approaching MCP at trajectories further
away from the trap axis.
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3.5 Conclusion

The residual gas within the ALPHA traps consists mainly of molecular hydrogen. A
potential electron impact process could result in a variety of hydrogen ion species,
driven by a trapped electron plasma of 108.
Electrons with kinetic energies sufficient to ionise hydrogen molecules were obtained
by increasing their axial kinetic energy. This increase was achieved by applying
white noise to one of the Penning trap electrodes.
The initial concept was to generate anion hydrogen, which possesses a charge-to-
mass ratio remarkably similar to that of the antiproton. This approach could be used
to commission particle-transfer and plasma diagnostic techniques during periods
when antiprotons are unavailable at CERN.
However, studies conducted in the Catching Trap showed no indication of anion
hydrogen production. Given the temperatures of molecular hydrogen present under
the cryogenic conditions of the Catching Trap, the expected production cross section
for anion hydrogen is practically too small to generate a significant number of ions or
to be detected by existing diagnostic instruments. However, this unsuccessful study
led to an alternative idea: the generation and isolation of protons that could be used
to develop plasma temperature diagnostic techniques through passive detection of
electrostatic plasma modes [88, 89] and to produce hydrogen within the ALPHA
apparatus.
The electron impact ionisation process is anticipated to primarily produce H+, H+

2 ,
and H+

3 . Isolating H+ from the mixed positive hydrogen plasma can be achieved
using the autoresonance technique, which will be discussed in Chapter 5. The initial
step in this study will involve the production of a reproducible mixed positive ions
plasma, in which the species composition remains consistent. As positive hydrogen
ions could ionise the residual gas via proton impact ionisation, akin to electrons,
the trapped plasma of positive hydrogen ions needs to be cooled to temperatures
below 104 K. The forthcoming chapter will delve into positive ion production and
sympathetic cooling using positrons.
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CHAPTER 4

PRODUCTION OF POSITIVE HYDROGEN IONS

This chapter presents a study on positive-ion production within the Catching Trap
apparatus, which is based on methods developed during a previous unsuccessful
anion-hydrogen study mentioned in Chapter 3. The earlier study found that when a
constant power spectral density (white-noise) signal was applied to one of the elec-
trodes involved in trapping an electron plasma with roughly 108 electrons, excessive
amounts of electrons were generated. Within 2 minutes of continuously applying
white-noise, the electron population increased to 109 electrons, indicating signifi-
cant ionisation and positive ion production within the trap.

The current study serves as a preliminary step towards developing a proton
production scheme within the ALPHA apparatus. The chapter focuses on three
essential steps:

1. The first step presents a method for producing positive ions by inducing elec-
tron impact ionisation of residual gas through driven electron motion within
a trapped electron plasma. This chapter will demonstrate that tuning sys-
tematic parameters was necessary to achieve practical cycle times. Long-term
measurements of cycle times for producing a specific quantity of positive ions
reveal the stability of the degraded vacuum quality, which is necessary for long
term operation without repetitive calibrations.

2. The second step involves introducing positrons into the positive ion plasma to
adjust the mixture’s shape and temperature.

3. The third step identifies the species present within the positive ion plasma by
conducting time-of-flight measurements. This is done by releasing the trapped
mixed plasma from the Catching Trap and simultaneously measuring the time
of arrival for all species.

This study had many alternative solutions attempted for each individual step,
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and therefore only the noteworthy and eventual solutions will be discussed.

4.1 Ion production

The trapping and manipulation of charged particles within the Penning trap are
conducted using the programmatic method described in Section 2.1.7. This method
involves writing experiments as sequential actions in multiple files, which are then
read out and executed by National Instruments hardware. Sequentially altering
the applied voltages on each electrode of the entire trap enables the trapping of
charged particles injected into the inner volume of the electrodes This manipulation
of electrode voltages is used to axially guide the plasma.
Electrons were injected into the Catching Trap by an electron-gun and then trapped
using the previously described suck load method, see Section 2.3.1. The number of
electrons suck loaded into the trap was tuned to 1.3 ×108 electrons, with the number
of electrons measured by ejecting the electrons onto the antiproton degrader foil, see
Section 2.5.1 for further details of Faraday Cup measurements. The precise number
of electrons loaded did not significantly impact the ionisation rates, as secondary
electrons produced were trapped and accumulated within the initial electron load,
resulting in a steady-state space-charge limited electron population. The electric
potentials that trapped the electrons were adjusted to create potential wells suitable
for trapping positively-charged particles, as shown in Figure 4.1. The initial radial
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Figure 4.1: The electrostatic potential well used for producing and trapping positive
ions, space-charge is neglected. The on-axis electric potential and the applied electric
potential are given by a black solid line and a black dashed line respectively. The
red region indicates the axial extent for trapping positive ions and the blue region
indicates the trapping region of the heated electrons, the coloured regions are not
accurate depictions of the energies involved.

size of the loaded electrons was large compared to the detection region of the MCP
diagnostic. When the electron population was heated, it would radially expand.
The rotating wall compression method, described in Section 2.2.1, was employed
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to reduce the electron population’s radial size. Additionally, it reduced the radial
extent of the ion production region.
Radio frequency signals were injected into the Penning trap via a high-pass filter
connected to each electrode. A high-pass filter superimposes the trap DC electric
field with a radio frequency signal. The electron’s axial motion can be driven by
applying oscillatory signals onto a single electrode involved in the electric well that
traps the electron. Radio frequency signals was produced by a SRS DS345 waveform
generator. This device was placed externally to the trap and was connected via a
high-pass filter to a feed through connection of a single trap electrode. The electrode
used during the final configuration was electrode C10, as indicated in Figure 4.1.
The injected signal can increases the axial motion of the electrons, leading to a higher
frequency of ionizing collisions between electrons and residual gas. This waveform
generator signal is referred to as the ‘heating drive’.
The experimental sequence for ion generation is shown in Figure 4.2, the sequence
steps are:

1. Trap electrons within a nested potential well surrounded by a positive ion
potential well and apply rotating wall signal

2. Apply heating drive (positive ions will be trapped in surrounding well)

3. Eject electrons by smoothly and linearly changing electron trap well depth to
zero

4. Axially shorten the positive ion potential well (increase trapping effectiveness
of ions by increasing axial bounce frequencies)

5. Axially shorten the positive ion potential well and reduce the well depth

The trap electric potentials were static during the duration of the heating drive. The
last step reduces the positive ion trap to two electrodes and was seen to improve the
survival of the ions.
In the previous anion-hydrogen study 108 electrons were heated using the same hard-
ware configuration, with the DS345, to cause electron production due to electron
impact ionisation producing secondary electrons. By extending the axial length of
the electric potential trap, the rate of electron production was observed to increase.
This can be explained in a few steps: When the electrons are spread across a larger
electric well volume, the electron density decreases, resulting in a decrease in the
frequency of electron-electron scattering. This reduced scattering rate, in turn, in-
creases the electron thermalisation time scale, causing the electrons accelerated by
the electronic drive to undergo more collisions with the residual gas. This observa-
tion is why nearly every electrode of the Catching Trap is involved in the positive
ion generation sequence.
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Figure 4.2: The Catching Trap electric potential sequence for generating positive
ions. (1) Electron well depth: 70 V & positive ion well depth: 100 V. (2) Electron
well depth: 70 V & positive ion well depth: 100 V. (3) Electron well depth: 0 V
& positive ion well depth: 70 V. (4) Positive ion well depth: 70 V. (5) Positive ion
well depth: 60 V.

During the experiment, a rotating wall compression was applied to the electrons in
the trap by using a 1 MHz dipole mode at 0.5 Vpp as the rotating wall signal. Dif-
ferent rotating wall signals were also examined. The objective was to find a signal
that could maintain a constant electron plasma radius for several minutes, have a
plasma radius within the detection range of the MCP diagnostic, and cause minimal
interference with the electron temperature.
After applying a heating drive for several minutes, the chosen rotating wall signal
compressed the electron plasma radius to within 0.90-0.96 mm. To determine the
best ion generation sequence, various factors were tested, such as different electron
potential well depths, positive ion well depths, heating drive electrode positions,
heating drive amplitude, and heating drive signal type. The performance of each
sequence was measured by the positive ion production rate, which was determined
by dividing the number of positive ions measured with a Faraday Cup (antiproton
degrader foil) by the duration of the heating drive. The sequence with the highest
positive ion production rate was selected, but further improvements could be made
with more time for development.
Different signal types were studied to enhance the positive ion production rate,
including fixed frequency, frequency sweep, and white-noise signals. Positive ion
generation was not observed for signals below 1 MHz, but it was detected for signals
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above 1 MHz. All three signal types produced positive ions at different rates, with
the white-noise signal yielding the best results, surpassing the best frequency sweep
signal by over 45%. The frequency sweep signal offered a range of configurable
parameters, such as start and stop frequencies, sweep style, sweep rate, non-linear
sweep rate, and waveform type.
Ion generation was observed for sweep rates of 100 Hz, 10 Hz, and 1 Hz, but not for
sweep rates greater than 1 kHz. A triangular sweep style yielded 10% better results
than a sawtooth sweep style, and there was no noticeable difference between using
either sinusoidal or square waveforms. The white-noise signal was chosen as the
heating drive for the rest of the study, although it is unclear why it was the optimal
configuration. One possibility is that its composition of a spectrum of frequency
components allows it to resonate with a larger number of electrons.
Figure 4.3 displays a collection of positive ion measurements with varied parame-
ters. Positive ions were measured using the Catching Trap Faraday Cup. Although
the heating drive duration stays constant in these measurements, the absolute val-
ues are not critical since the production rates vary according to the vacuum quality.
Nevertheless, the relative response of the positive ion production rate to different pa-
rameter adjustments remained consistent over several days. Data for each parameter
scan was gathered within a timeframe of tens of minutes. Baseline measurements
were repeatedly taken during this period, no significant variations in production
rates were observed in these baseline measurements. The finalised electric well con-
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Figure 4.3: A collection of positive ion measures of various systematic scans to
optimise the production of positive ions. The solid lines connect the mean value at
each parameter value and are meant to only highlight trends. (a) The heating drive
connected to each trap electrode individually. (b) The amplitude of the heating
drive. (c) Electron potential well depth. (d) Hold time after the heating drive was
turned off. The blue and red data have initial ion populations of 6 × 106 and 1 ×
107 respectively.

figuration used during the positive ion generation sequence is shown in Figure 4.1.
Positive ions are produced within the electron well volume, between electrodes C03
and C18, where the positive ion well depth is 30 V. The positive ions are expected to
travel throughout the extended volume between electrodes C02 and C19 because of
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the absence of a cooling mechanism within the two 70 V deep side wells, C02 to C03
and C18 to C19. Figure 4.3(c) shows a scan of the electron well depth. When the
electron well depth was increased beyond a certain threshold, the number of positive
ion produced started to increase, but fluctuations in the number of produced ions
became more pronounced with increased well depths. The heating drive’s position
relative to the trap electric potentials was also considered, as shown in Figure 4.3
(a). Here, the heating drive was connected to one of twelve different electrodes. The
optimal electrode positions are C08, C09, and C10, while the least effective posi-
tions are the electrodes at the end of the electron electric potential well. Electrode
C13, one of the two specialised high-voltage electrodes, caused the heating drive to
perform worse compared to neighbouring electrodes. The largest average number of
produced positive ions was observed when using electrode C10, which is why it was
chosen as the optimal heating drive position.
The production of positive ions does not consistently increase with the heating drive
amplitude. Instead, there is a sharp increase to a peak value at 0.5 Vpp, after which
it steadily decreases, as shown in Figure 4.3(b). The reason for this peak in pro-
duction has not been investigated. One possible explanation is that the heating
becomes significant compared to the cyclotron cooling rate of the electrons, which
could then lead to electrons evaporating from the trap.
Positive ion production continued after the heating drive was powered off. This
is shown in Figure 4.3(d) for positive ions held within the potential well shown in
Figure 4.2 5). Positive ion production was observed up to 80 s after the heating
drive was powered off, and measured with two different initial population sizes, 6×
106 and 1× 107 ions. The positive ion population was observed to increase by (0.25-
0.50)% s−1, and this rate began to decrease by 40 s.
While the heating drive is active, the rate of positive ions generated is expected to
be proportional to the number of electrons loaded into the trap. As the ionisation
process produces both positive ions and electrons, the electron population increases,
contributing to further ionisation events. The positive ion production rate is ex-
pected to rise exponentially if no competing mechanisms reduce the ionisation rate
or cause the loss of positive ions or electrons. However, basic population growth
models can account for mechanisms that limit population size.

In ecology, population growth is often modelled using logistic equations, which
include a growth factor (analogous to our ionisation rate), κ, and a carrying capacity
(analogous to our space charge-limited capacity for the ion well, positive ion loss
mechanisms, or mechanisms that suppress the ionisation rate), N ion

max. A crudely
applied logistic differential equation can be written as follows:

dN electron

dt
= κN electron(t)

[
1− N electron

N ion
max

]
. (4.1)
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The solution to this equation is:

N electron(t) =
N electron

0 N ion
max exp (κt)

N electron
0 [exp (κt)− 1)] +N ion

max

, (4.2)

where N electron and N electron
0 are the number of electrons at a later time t > 0 and

at the initial time t = 0 respectively. κ is the electron and ion generation rate
due to a single heated electron. It is assumed that the number of ions generated,
denoted N ion, is equal to the number of newly generated electrons, which is justified
by conservation of charge. The positive ion population can be expressed as:

N ions(t) = N electron(t)−N electron
0 (4.3)

= N electron
0

[
N ion

max exp (κt)

N electron
0 [exp (κt)− 1] +N ion

max

− 1

]
. (4.4)

The number of positive ions generated for various heating drive durations is displayed
as black dots in Figure 4.4. Each duration includes two samples. Measurements
were taken for durations from 10 to 90 s over a 40-minute span, while the 120 s
duration was measured two hours after the last measurement in that set. This delay
raises concerns about potential fluctuations in vacuum quality between separate
measurements.
An alternative form of Equation 4.4 is the limiting case for N ion

max tending to infinity:

N ions(t) = N electron
0 [exp (κt)− 1] . (4.5)

This equation describes an exponentially growing population with no upper limit.
Upon inspection, it was found that Equation 4.5 fits the measurements from 10 s
to 90 s, excluding the 120 s data points. This fit is shown as a blue curve in Figure
4.4.
The fit coefficients N electron

0 and κ errors are from least-square fitting errors. The
fit value of N electron

0 is (4.7 ± 0.2) × 106, a fraction of the initially loaded 1.3 × 108

electrons. This is somewhat expected, as the heating drive only encompassing a
fraction of the total electron well. The fit value of κ is (3.03 ± 0.04) × 10−2 Hz,
this value is likely related to the present vacuum quality. This suggests that the
ionisation rate per one electron is approximately 30 mHz. This fit will not perform
well if the 120 s measurements are included.
Alternative, Equation 4.4 was fit to all of the data and is shown as a red curve
in Figure 4.4. This fit performs well across all measured durations. The fit values
of N electron

0 and κ are (2.4 ± 0.7) × 106 and (4.4 ± 0.4) × 10−2 respectively,. This
values are roughly similar to the previous fit, though the discrepancy could be due
to the 90 s duration measurements exhibiting non-exponential growth. However,
with this fit, the maximum number of trapped positive ions N ion

max is predicted to be
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(158± 13)× 106. Both fits have good R2 values of 0.9995 and 0.99997 for the first
and second respectively.
Since the data was collected over a 2-hour period and the fitted curves seem ap-
propriate, it could be suggested that the electron ionisation rate remains relatively
constant over time spans ranging from minutes to hours. However, the choice to
use a logistic differential equation was based on intuition rather than a systematic
process, so this analysis should not be considered a definitive explanation.
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Figure 4.4: The number of positive ions produced versus the duration of the heating
drive. The red line (Equation 4.4) and blue line (Equation 4.5) fits shown in the top
left corner and bottom right corner respectively. The blue curve excludes the 120 s
data points and the red curve is fitted to all data points.

The Catching Trap’s UHV quality degrades over time resulting in decreased an-
tiproton lifetimes within one week. Over longer periods positive ion generation is
observed in high-gain MCP measurements. This degradation occurs due to the ac-
cumulation of absorbed gas layers, which cause the cryogenic trap’s pump rate to
decrease over time.
For experiments that require antiprotons, this degradation is mitigated by period-
ically thermal cycling the trap, effectively ‘cleaning’ the cold surfaces of adsorbed
gases. The trap is cooled using a cryo-head compressor, and any disruption to its
electrical power supply causes the surfaces to heat up. This can occur intentionally
by powering off the compressor or unexpectedly due to a power cut.
Positive ion generation rates relevant in this study are on the order of 105 ions s−1,
which takes place within months if the trap is not thermal cycled. The Catching
Trap was designed to operate at cryogenic temperatures and within an UHV envi-
ronment, limiting the present study from operating in a non-cryogenic mode. As a
result, there was a need for a method to quickly degrade the cryopumping speed.
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This could be achieved by exposing the cold trap to higher vacuum pressures for a
certain duration, leading to the method used in this study.
The Catching Trap UHV volume was isolated from the remaining ALPHA-2 and
ALPHA-g apparatus UHV volumes by closing a gate valve. Then, the Catching
Trap’s UHV ion pump was powered off while the system remained cold and cry-
opumping. From imitial attempts, it was not clear how long this process needed
to be carried out. It was also uncertain whether a steady-state vacuum could be
achieved, which would enable consistent positive ion production. During the first
positive ion run, the Catching Trap UHV ion pump was powered off at the end of
the workday and powered on at the beginning of the following workday. The period
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Figure 4.5: These three plots show information from across the first positive ion run,
ranging from 10th of October until 13th of December 2019. The blue bands indicate
when the Catching Trap UHV ion pump was intentionally turned off. The grey
bands indicate unexpected power cuts occurred. (a) Catching Trap UHV pressure.
(b) Cumulative duration that the ion pump was turned off, and reset to zero after
unexpected power cuts. (c) Positive ion generation rate baseline as black dots.

when the UHV ion pump was intentionally powered off are shown as blue bands in
Figure 4.5. When ion pump is off, the trap pressure increases, as shown in Figure
4.5(a). The vacuum gauge, a cold-cathode positioned downstream from the Penning
trap, indicates this increase. After turning the ion pump back on, the positive ion
production rate increased significantly but continually decreased to levels similar to
initial production rates. This trend can be seen in Figure 4.5(c), where the initial
positive ion production rates after each ion pump off period are consistently high
and decrease monotonically until the next ion pump off period. Grey bands indi-
cate power failures in the facility, causing unintentional trap thermal cycles. Figure
4.5(b) shows the cumulative ion pump off duration since the previous thermal cycle.
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The positive ion generation rate would decrease by an order of magnitude after 8
hours. At the beginning of the daily shift, hundreds of millions of ions could be pro-
duced within one minute, but by the end, it might take two minutes to produce 107.
The heating drive duration needed to be recalibrated multiple times a day to obtain
consistent positive ion loads. A workday might have to end early due impractically
low positive ion rates, after which the ion pump would be manually powered off.
After 12 cumulative days with the ion pumps powered off, a steady-state positive
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Figure 4.6: These three plots show information from across the second positive ion
run, ranging from 16th of August until 20th of September 2020. The blue bands
indicate when the Catching Trap UHV ion was turned off. (a) is the total duration
the ion pump has been turned off. (b) shows the ion generation rate of a baseline
as black dots. (c) is the number of ions generated using a common daily calibrated
heating time, aiming for 2.4 × 106 ions. The black dots are individual ion gener-
ation measurements, with the mean value indicated by red dots and the statistical
standard deviation shown as red lines.

ion rate of (1.9 ± 0.1) × 105 positive ions produced per second was observed, as
shown in Figure 4.5 (b) and (c) from November 16th onwards. This condition was
lost due to an unexpected power failure. Consequently, a different approach was
adopted during the second positive ion run in August and September of 2020, with
the ion pump being turned for longer durations, also indicated as blue bands in
Figure 4.6. This second run required a cumulative ion pump off duration of 7 days 5
hours before achieving a steady-state positive ion rate. The aim during the second
run was to achieve an initial positive ion load of 2.4 × 106. Figure 4.6(c) shows
fluctuations of up to 1.85 × 105 positive ions from the targeted 2.4 × 106 ions. On
the last day of the second run, September 20th, one of the smallest fluctuations of
4.8 × 104 positive ions was observed. The reason for the decrease in fluctuations is
unknown. The autoresonance amplitude and start frequency measurements shown
in Sections 5.4 and 5.5 were collected on September the 19th and 20th. These small
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initial positive ion population fluctuation are ideal for systematic studies.
A significant issue with this method of generating positive ions is the observed hys-
teresis behaviour in the positive ion production rate. The heating drive duration for
producing the target number of positive ions varies daily, this duration is scanned
to determine the optimal value. However, the duration and time delay between suc-
cessive positive ion generation experiments affect the production rate, resulting in
apparent inconsistencies between heating drive duration and the number of positive
ions generated. This issue was present throughout the first study, and a potential
solution was discovered during the second study.
The hysteresis behaviour was eliminated by using clearing voltages, a procedure
that employs the trap electrodes to create electric fields that remove stray charged
particles. Images captured by the Catching Trap MCP of the positive ions soon
after the heating drive ended appeared diffusive, suggesting that the ion population
was distributed over a wide radial range.

4.2 Initial positive ion temperatures

A reliable calibration for the temperature diagnostic of positive ions proved to be
challenging. The first and second positive ion runs used different potential well
manipulations for the temperature diagnostic. In, the first run, the temperature
diagnostic was determined by searching for an appropriate exponentially increasing
signal, as expected from these measurements, see Section 2.5.2. In contrast, the
second run additionally utilised positrons to identify suitable potential well manipu-
lations. This approached assumed that all components of a mixture of positive ions
and positrons are in thermal equilibrium, with the lightest component (positrons)
being the majority of the initially extracted particles. If all components of a positive
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Figure 4.7: Temperature evolution of positive ion and positron mixture trapped in
a static potential well.

ion and positron mixture reach thermal equilibrium, then the temperature diagnos-
tic measurement will correspond to the mixture temperature. Since positrons will
undergo cyclotron cooling, It is expected that they would sympathetically cool the
mixture, resulting in a decreasing temperature with increasing hold times. The po-
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tential well manipulations involved in the temperature diagnostic were repeatedly
adjusted until this cooling effect was observed in the mixture, as shown in Figure
4.7. The corresponding temperature diagnostic configuration was then applied to
positive ions without positrons, as only the MCP gain needed to be increased for
the comparatively weaker ion signal.
This change in temperature diagnostic configuration means that temperature mea-
surements of similar positive ion populations are not consistent across the two runs.
During this second run, the initial temperature of the 2.4 × 106 positive ions was
measured to be (3.2± 0.4)× 105 K.

4.3 Catching Positrons

The positive ions generated maintain a high temperature of (3.2± 0.4)× 105 K, due
to the lack of efficient cooling mechanisms, see Section 2.4. Evaporative cooling was
not used because it decreases the population size and leads to radial expansion. To
address this issue, positrons were introduced to sympathetically cool the positive
ions, as demonstrated in the prior Section 4.2. In the presence of the 3 T mag-
netic field generated by the Catching Trap’s solenoid magnet, cyclotron radiation of
positrons is significant. The time it takes for a positron to reduce its kinetic energy
by a factor of e (Euler number) is 287 ms, known as the e-folding time.
To implement this solution, positrons were first transferred to the ALPHA-2 trap.
Inside the ALPHA-2 trap, the rotating wall method was used to compress the
positrons radially, counteracting the radial expansion that occurred during the ini-
tial transfer. Once prepared, the positrons were moved from the ALPHA-2 trap to
the Catching Trap. This two-step transfer process was necessary due to the sub-
stantial losses experienced when transporting positrons directly from the positron
accumulator to the Catching Trap. Positrons were moved from the ALPHA-2 trap
to the Catching Trap with an ejection energy of 90 eV.
The groups of positrons transferred between Penning traps are called bunches. These
bunches have a specific physical distribution that can change during transit. The
positron bunch’s full-width-half-maximum in the Catching Trap was measured to
range between 497-525 ns, corresponding to a physical positron bunch length of
280-295 cm. This length is significantly longer than the electrode stack, so the
maximum trap length (C02-C20) was used. The axial distance between the centers
of electrodes C02 and C20 is 36 cm (see Figure 4.1). Accounting for the positron
bunch’s reflection onto itself, the maximum bunch length that can be trapped is 72
cm. Consequently, the maximum percentage of the positron population transferred
from ALPHA-2 to the Catching Trap is estimated to be between 24.6-25.9%.
The experimental sequence for capturing positrons within a nested positive ion po-
tential well is shown in Figure 4.8. The sequence steps are as follows:
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Figure 4.8: The Catching Trap electric potential sequence for catching positrons
with a nested positive ion well. (1) Inject positrons into the Catching Trap. (2)
Trap in the positrons. (3) Change trapping to electrically quieter electrodes. (4)
Bias electric fields to guide positrons towards the nested positive ions and wait 12
seconds. (5) Ground interior electrodes. (6) Release ‘hot’ positrons. (7) Ground
remaining unnecessary electrodes.

1. Incoming positrons are axially reflected by a 140 V barrier on C02, and a 10
V electric potential plateau is created by the remaining trap electrodes.

2. The high-voltage switch on electrode C20 is raised to axially trap the positrons.
The trapping electrode is changed from C20 to C18 and C19, due to the lack
of an electrical filter on the high-voltage electrode C20 causing electrical noise
to couple into the trap.

3. The inner trap electrodes are biased to generate an electric field directed in-
wards to the nested positive ion well. This is held for 12 seconds as positrons
cyclotron radiate and mix with positive ions.

4. The inner trap electrodes are grounded.

5. The trapping electrodes C18 and C19 are grounded to release ‘hot’ positrons
from the Penning trap volume, a process referred to as a ‘hot dump.’
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6. The remaining potential barrier is grounded, increasing the positron-ion well
depth and reducing the well axial length from three electrodes to two elec-
trodes.

The catching efficiency was measured as the number of positrons caught from this
sequence relative to the total number of positrons ejected from the ALPHA-2 trap
towards the Catching Trap. The total number of positrons transferred was measured
by grounding all Catching Trap electrodes and measuring the number of positrons on
the antiproton degrader foil, as a Faraday Cup. A catching efficiency of 6± 1% was
obtained, which is poor compared to the previous estimate. This poor performance
is not understood. Lower positron ejection energies were measured to have longer
bunch lengths. Therefore, the shorter bunch length, with positron ejection energy
of 90 eV, was used throughout this study. The fast switching power supply on C20
raises a positive high voltage from ground to the target voltage within nanoseconds.
Both catching electric potentials are the maximum, +140 V, outputs of the electrode
power supplies. This value was chosen as it ensures the axial electric potentials are
greater than the positron ejection energy. The trapping efficiency was optimised by
scanning the delay time between ejecting the positrons towards the Catching Trap
and triggering the fast switching power supply. A plateau of positively biased elec-
trodes were used to further aid the trapping by reducing the positron bunch kinetic
energy, and hence reduce the positron bunch length. A bias of 10 V was chosen
as it improved the mean number of positrons caught by 10% compared to no bias.
The plateau bias was not closely studied, as a value closer to the positron ejection
energy is expected to produce greater catching efficiencies.
The inclusion of a nested well within the catching potentials changed the perfor-
mance of catching positrons. If no positive ions were loaded into the nested well, a
negligible quantity of positrons were caught. Similarly, if positive ions were loaded
and the nested well depth was greater than 50 V, then the positron catching effi-
ciency would greatly reduce. This meant that the well depth of the nested well had
to be calibrated for the chosen initial positive ion load. The nested well depth could
not be too shallow otherwise positive ions would be unintentionally ejected from the
trap, restricting any well depth scans to be greater than a space charge limited one.
The space charge limited well depth is dependent upon the number of electrodes
involved in the nested well, the more electrodes the shallower the well depth could
be. For 2.4 × 106 positive ions a 35 V deep three electrode well on C09, C10 and
C11 was optimal, and the well depth was optimised within 5 V. Alternative positron
catching sequences without a nested well had similar catching efficiencies to the op-
timal sequences with a nested well. Since the space charge of a plasma distributes
itself axially to minimise the axial electric field, then a space charge limited nested
well will appear to be shielded from the captured positrons.
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During the catching sequence, the positrons are cooled and axially centered onto
the nested well position. The depth of the nested well is increased from its initially
space-charge limited depth, due to the presence of positive ions, to a greater depth
that allow the caught positrons to also occupy the nested well. It has been found
that both the action of the axially inward electric fields and their duration are
important for improving the catching efficiency. Without this waiting period, the
resulting MCP images of the positrons were sparse and exhibited annular density
and shape. The annular shape can be attributed to various apparatus errors, such
as a misalignment between the Catching Trap solenoid magnet axis and the Penning
trap axis, causing segments of the bunch to be caught off axis. A potential solution
to this problem is simply to wait, as the positrons will experience diocotron damping,
a process also observed in electrons captured by the TITAN experiment [90]. During
this waiting period, the positrons will move radially inward toward the trap axis and
cool down due to cyclotron radiation. The necessary waiting time was empirically
determined. For instance, in cases where positrons are captured without any nested
positive ions, a waiting time of 6 seconds has proven sufficient. However, when
2.4 million nested positive ions are present, the positrons were observed to form
a dense annulus instead of being dispersed after a 6-second wait. After waiting
for 12 seconds, the positrons and positive ion mixture aligned with the trap axis,
showing no annular features. The diocotron damping also appeared to cause a radial
compression of the initial positive ions sympathetically. This led to an increase in
positive ion density and a reduction in their radial size, as evidenced by MCP images.
As a result, a 12-second waiting time was employed for the rest of the study.

After the 12 s cooling period is completed, the downstream potential barrier is
grounded. This ejects ‘hot’ particles that have not been trapped inside the deepened
nested well. These ejected particles can be imaged on the MCP since the 12 s wait
is sufficient time for voltage ramping of the MCP instrument power supply. Imaging
this step validates its performance by demonstrating minimal particle loss, which
is helping when examining the cooling time. The remaining population in the trap
consists of mixed species within a single potential well. An MCP image of the
resulting mixture can be seen in Figure 4.9 (a). Positrons and positive ions are
observed at separate locations on the MCP and the positive ions appear elliptical,
an explanation for this separation and distortion is provided in Section 4.4. This
elliptical shape of the positive ions is thought to be an consequence of the MCP
device. It is currently unknown if this distortion is a reshaping of the their radial
distribution or a process that clips the profile, similar to an aperture.
To obtain information from this radial distribution an assumption had to be made.
The semimajor axis of the positive ions elliptical shape appears to be of similar
length positron plasma radius. Therefore, the positive ions are assumed to have
been distorted along one axis parallel to the plane of the MCP front surface, which
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Figure 4.9: (a) A MCP image of positrons caught within 2.4 × 106 positive ions,
using the sequence shown in Figure 4.8. The white circle and ellipse are identified
components of the ejected mixture. Azimuthal average pixel intensities with respect
to a scaled distance from the component center for positrons (b) and positive ions (c),
the error bars correspond to statistical standard deviations. Pixel radial positions
were adjusted to transform the ellipse fitted around each component into a circle with
a radius equal to the ellipse semimajor axis. The blue curves are fitted Gaussian-
power curves (equation 2.17).

is apparent semiminor axis.
The positions of the image pixels were transformed such that an ellipse fitted to the
positive ions became a circle of radius equal to the semimajor axis. The average pixel
intensities with respect to the scaled radial distance from the center of each identified
component are shown in (b), positrons, and (c), positive ions. The distances of the
MCP image were scaled from units of pixels to length inside of the Catching Trap.
A Gaussian-power curve was fitted to both scaled radial distributions. The fitted
radius of the positive ions is interpreted as a reasonable approximation of its radius
prior to ejection from the trap.
The daily performance of positron catching was primarily assessed using Faraday
cup measurements, as shown in Figure 4.10. Consequently, there is limited data
regarding the spatial reproducibility across different days. However, on a single

positrons ions
Repeat

#
Peak
Intensity

Plasma
Radius, mm

Gaussian-
Power NNI Peak

Intensity
Plasma
Radius, mm

Gaussian-
Power NNI

1 458 0.624 3.01 4.33E+6 123 0.643 2.66 1.27E+6
2 487 0.595 2.81 4.23E+6 130 0.620 2.58 1.25E+6
3 483 0.601 3.05 4.24E+6 127 0.578 2.48 1.07E+6
4 480 0.613 3.06 4.38E+6 127 0.617 2.60 1.20E+6

Table 4.1: Radial fit parameters of repeated measurements of positron capture with
2.4 million nested ions. The first row corresponds to the MCP image shown in
Figure 4.9.

day, four repeated MCP image measurements of the positron catching sequence
were performed, the analysis results shown in Table 4.1. The positrons radius and
positive ions radius within the Catching Trap are approximately 0.61 mm and 0.62
mm, respectively, with variations on the scale of 0.03 mm and 0.06 mm, respectively.
Both radii are in agreement, but this relies upon the previous assumption.
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The magnitude of the MCP signal associated with each identified component is
quantified by the normalised net intensity (NNI), this is the total integral of the
fitted radial profile curve. The NNI of the positrons peak and positive ions peak
varied on the scale of 2% and 8%, respectively.
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Figure 4.10: Daily baseline Faraday cup measurements from the second positive ion
study. (a) The number of initially generated positive ions (black circles) and the
number of positive ions after the positron catch, tailoring and ejection of positrons
(blue circles). (b) The number of positrons ejected using the electron kicking method
(green circles). The difference between the daily average number of positive ions
after removing the positrons and the initially generated ions (red dots), the red bars
are the statistical errors.

Ideally, the number of positrons mixed with the positive ions would be consistent.
This could have been possible using the strong drive regime evaporative cooling
technique (SDREVC) [37], but it was not feasible within the scope of this time
limited study. As a result, a fixed positron accumulation time of 70 s was used
within the positron accumulator, which is primary source of inconsistent catching
efficiencies. The Na-22 positron source’s sublimated neon moderation efficiency
changes on a time scale of days, requiring a new neon moderator to be regrown
every one to two weeks. More details on this can be found in Sections 2.1.3 and
2.3.2.

In ALPHA, a known phenomenon is that ions can be generated when charged
particles are transferred between Penning traps. These ions are thought to be pri-
marily produced within the targeted Penning trap during the catching phase of the
transfer. Charged particles are caught with excess kinetic energy, and the time
scales for cooling mechanisms within the trap are much longer than the time of
flight between Penning traps. In this study, it was observed that the positive ion
population increases when catching positrons. This was confirmed by using methods
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later described in Section 4.6.
Daily Faraday cup measurements are shown in Figure 4.10 (a). These measure-

ments include the number of initially generated positive ions, which targeted 2.4
× 106 ions, and the total number of positive ions after catching positrons. Daily
measurements of the number of positrons caught are shown in (b). The values vary
within a range of (1.0 − 1.3) × 106 positrons. However, the variation between each
catch on a given day was at most 10%. The number of positrons were measured
by electron kicking (ekick) the mixture, see Section 2.2.2, and directing the ejected
positrons onto a Faraday cup. The remaining positive ions were measured by a
Faraday cup or other diagnostic instruments. No correlation was observed between
the number of positrons and positive ions extracted from the same mixture.

The presence of positive ions at high radii cannot be dismissed, but one observa-
tion can be made. The maximum radii at which positrons can be detected using the
MCP image diagnostic with respect to the Penning trap axisymmetric axis is within
1.3−1.6 mm. This limitation is seen in Figure 4.11, as there is an apparent aperture
unique to each species, which is discussed further in Section 4.4. When performing
rotating wall compression on the positron and positive ion mixture, discussed later
in Section 4.5, no sparse cloud of particles was observed surrounding the compressed
mixture. This increases confidence in the effectiveness of the sympathetic diocotron
damping during positron catching. However, this relies on there being no significant
difference between the positron density during initial moments of the positron catch
and during this rotating wall compression, as this could affect coupling between
species.

The positive ion temperature after ejecting the caught positrons is (4.4±0.8)×104

K As a reminder, the initial positive ion temperature is roughly (3.2± 0.4)× 105 K.
All temperature measurements attempted with the entire mixture were below 103

K, which is most likely the positron temperature as discussed previously in Section
4.2.

4.4 MCP diagnostic issue

Previous studies of antiproton and electron mixtures within the Catching Trap by
other ALPHA Collaborators have shown an oddity with regards to measurements
on the MCP diagnostic. When two negatively charged species are imaged simul-
taneously they will be displaced from one another, see Figure B.1. Similarly the
individual positive ion species and positrons will be displaced from one another, but
additionally the radial profile will be misshapen and apertured, see Figure 4.11. Two
MCP signals are shown, the left (a) is a radially compressed mixture of positive ions
and positrons, with displaced centers. The MCP phosphor screen is outlined by a
yellow circle. The right (b) is a radially large distribution of positive ions. Multiple
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MCP measurements were taken with increased number of positive ions and waiting
minutes for the positive ions to radially drift, however, no positive ions are measured
outside of the region outlined by a white curve. Similarly, the is a MCP region that
positrons are not detected outside of, this is outlined by a red curve in (a) and (b).
The MCP instrument can be moved along an axis perpendicular to the direction

Figure 4.11: Background subtracted MCP images of a compressed positron and
positive ion mixture in (a) and a radially large positive ion mixture in (b). The
yellow curve outlines the MCP phosphor screen, the red curve outlines the apparent
positron aperture and the white curve outlines the apparent positive-ion aperture.
The red dot and white dot in (a) indicate the profile centers of the positrons and
positive ions. The length scale in (b) indicates corresponding distances within the
Catching Trap, as discussed in Section 2.5.2. The dashed lines and values indicate
the largest measurable radius of each species’ from their central point and their
aperture outline. (a) and (b) do not share a common colour scale, this is to improve
the colour contrast between the positive ions and background level.

of the Penning trap’s axis, this allowed for the positive ion mixture to be imaged
at various MCP instrument positions along its movable axis. The MCP instrument
was moved between -15 mm and +2 mm from its normal operational position with
-100 V, +750 V and +4700 V on the MCP front surface, MCP back surface and
Phosphor component respectively. The positive ion mixture consistently impacted
a specific region of the front surface, although the -100 V on the front surface is
intended to produce a guiding electric field to the surface and the ideal guiding
electric field would be homogeneous. Another ALPHA Ph.D. student, Jack Jones
investigated the electrostatic potential map of an MCP instrument’s geometry [36]
within the COMSOL Multiphysics ® software [91]. It was found that the MCP
instrument voltage tabs, which protrude radially away from the MCP body, are the
most probable source of non-homogeneous electric potentials extending centimetres
from the front surface. Such electric potentials were calculated to be comparable to
the ejection energies used when extracting charged particles onto the MCP instru-
ment. Introducing a shield onto the Catching Trap MCP is a difficult decision as
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it halts experimental measurements and requires the entire stick instrument to be
removed and modified in an external lab. Instead a temporary solution was used,
which is increasing the particle ejection energies, though this is presently limited by
electrode power supplies. This reduces the displacement between the mixed plasma
components, and the shape of the positive ion appeared to be less distorted as it
became more oval. The MCP image diagnostics of the positive-ions allowed for
confirmation of expected qualitative effects, such as sympathetic compression with
positrons. However efforts to obtain quantitative information from MCP images
were abandoned due to the ever present aperture, which would require greater effort
in understanding.

4.5 Sympathetic Radial Compression of Ions

The positron-ion mixture was then transported upstream by sequentially adjusting
the applied voltages on the electrodes, also referred to as shuffling. It was moved
towards the segmented electrode C06 to perform further radial compression using
the rotating wall method, as described in Section 2.2.1. This method was ineffective
when applied to the initially hot positive hydrogen ions (without positrons), which
could be due it being without a cooling mechanism and its hotter initial temperature
causing poor coupling to the rotating dipole electric field. However, it is more
appropriate to apply this method to the cooled positive-ion mixture. ALPHA has
previously demonstrated the sympathetic compression of antiprotons by using the
rotating wall method to compress an electron component of an antiproton-electron
mixture [92]. Our situation is nearly the matter-antimatter counterpart, as it is
a mixture of positrons and positive hydrogen ions, that includes the proton. The
positron-ion mixture was observed to radially expand when held in the trap, which
can be halted with this radial compression method. The rotating wall compression is
performed within a well formed by electrodes C04, C05 and C06 all biased to -80 V.
This well shape was obtained from previously optimised ALPHA experiments that
compress electron-antiproton mixtures. The mixture was heated by large rotating
wall amplitudes, as the drive amplitude of 5 Vpp has a linear response of roughly
1,000 K per 100 kHz, shown in Figure 4.12 (a). The frequency-temperature response
was not observed at lower rotating wall amplitudes, as shown by the data at 1 Vpp

drive amplitude. Although a reduced rotating wall amplitude was less effective in
compressing the mixture, it was not studied in detail due to the distortion of the
MCP images of the ion mixture’s radial profiles.

As a side note, the most compressed mixture observed during this study was
achieved using a 1 MHz and 5 Vpp drive for 30 s, which resulted in the positron
component shrinking by 40% to an estimated radial size of 0.36 mm.

A decision was made to use a 900 kHz at 0.5 Vpp rotating wall, as its reduced am-
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Figure 4.12: The final positive ion temperature after applying a rotating wall com-
pression on a positron-ion mixture. (a) The rotating dipole field amplitude and
frequency ωRW is specified by the dot colour and x-axis respectively. (b) various
hold times during a 900 kHz 0.5 Vpp rotating wall compression.

plitude minimised heating and provided sufficient compression for imaging the entire
mixture on an MCP. The ion temperature was found to plateau during the rotating
wall compression using the 900 kHz at 0.5 Vpp configuration, as shown in Figure
4.12 (b). It is important to notice that the ion temperature prior to the rotating
wall was (4.4± 0.8)× 104 K, so the absolute cooling rate decreases significantly 30 s
into the compression. This might be due to the heating induced by the rotating wall
being in near equilibrium with the cooling power of the positrons. Consequently, it
was decided to use this rotating wall drive for 10 s for the remainder of this study,
resulting in a positive ion temperature of (4.7 ± 0.2) × 103 K. Figure 4.13 (b) and
(c) show the radial compression before and after using a 900 kHz, 0.5 Vpp drive
for 10 s, respectively. Colder temperatures were observed when the mixture was

(a)

x15

(b) (c) (d)

1 mm

0 50 100 150 200

MCP signal (arb. units)

Figure 4.13: Chronologically ordered images of positive ions throughout the sequence
leading up until autoresonance, (b), (c) and (d) are after removing positrons from
the mixture. The same MCP signal color scale, defined above the images, is used
across the four images, but the MCP signals in (a) have been increased by a factor
of 15. The length scale in (d) is the same across all four images, this indicates
corresponding distances within the Catching Trap, as discussed in Section 2.5.2.
(a) Initial 2.4 × 106 positive ions generated. (b) After positron catch. (c) After
applying a 900 kHz 0.5 Vpp rotating wall for 10 s. (d) After holding mixture for 10
s in electrode C4 biased to -140 V.

axially compressed into an axially short and deep potential well on C04 biased to
-140 V. This was intended to allow for further positron cyclotron cooling. Axially
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longer wells were tested, though the cooling rate was slower and a similar amount
of radial expansion was observed for the same hold times. By holding within the
single electrode C04 for 10 s the positive ion temperature was further reduced to
(1.5± 0.1)× 103 K.
Positrons were removed from the mixture, as the presence of positrons with the posi-
tive ions was found to cause the later described purification method to be ineffective.
Positron removal was performed using the electron kick technique, by applying a 62
ns pulse at 110 V to pull down a barrier potential. The effectiveness of this step was
validated by using caesium iodide scintillation detectors, which are sensitive to the
gamma ray products of positron annihilation. Both the potential well shape and
the amplitude of the kick voltage was varied until no visual signature of positrons
were seen on MCP images and no positrons annihilation signal was observed from a
caesium iodide scintillation detector placed outside the same vacuum cross that the
MCP instrument is positioned within. The noise level on the detector corresponded
to about 4 × 103 positrons. Depending upon how the kick is performed it can in-
troduce heat, which would undermine the ion temperature measurements. So the
kick voltage was scanned until the ion temperature was unaffected. The character-

Measured values Calculated values

T(K) 1500 ± 100 n0(cm−3) average
(1.1− 1.3)× 108

peak
(1.6− 1.8)× 108

N (3.0− 3.8)× 106 λD(mm) average
0.23 - 0.26

minimum
0.19 - 0.22

r(mm) 1.6 L(mm) 2.9 - 3.3 * 3.4 - 3.8 **

Table 4.2: Total plasma temperature T, number of particles N, and plasma radius r.
Particle densities n0 calculated from a closed form cylindrical Poisson solver, using
the left hand side measured values as input parameters. *calculated using exp(−1)
of peak density. **calculated using 10% of peak density.

istics of the prepared positive hydrogen ions up to this state in the experiment is
shown on the left hand side of Table 4.2. The particle densities of the ion-mixture
were calculated using a closed form cylindrical Poisson solver. This solver requires
an initial guess of the ion mixture’s radial distribution but the ion’s radial profile
was distortion on the MCP. Instead I resorted to using the positron radial profile.
Positron radial profiles were extracted from MCP images of the positron-ion mix-
ture, and in theory since the temperature of the mixture is relatively hot then both
the positron radial profile and the ion radial profile should be identical. A closed
form Poisson solver can be found in [47] and the numerical implementation that
reduces the calculation complexity by using the system’s cylindrical symmetry can
be found in [93]. The calculated Debye length λD is much smaller than the plasma
length L indicating that this ion mixture is in the plasma regime.
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4.6 Identification of Ions

Validating the identity of the ions is essential for any future studies involving these
particles. Charge-to-mass spectrometry measurements have previously been con-
ducted within ALPHA [94, 95], using either an autoresonance method or a time-
of-flight method. Obtaining absolute charge-to-mass values from autoresonance re-
quires modelling the system, which is a separate study. Therefore, I chose to perform
time-of-flight measurements.

A positron-ion mixture was prepared as described up to Section 4.5 and extracted
from the Catching Trap towards the downstream Atom Trap MCP instrument. The
MCP instrument was operated as a Faraday cup by measuring high-frequency com-
ponents of the phosphor screen voltage using a high-pass-filter in parallel. The
measured Faraday cup signal is convoluted with the MCP gain, this was not cali-
brated to obtain absolute number of charge information, rather its use it intended
to obtain relative species information. Comparing the signals obtained with and
without positrons confirmed the earliest peak as being from positrons. A Faraday
cup measurement of the positron-ion mixture is shown in Figure 4.14(a). The signal
exhibits an exponential decay over time scales that are longer than the particles’
arrival times and eventually shows an undershoot. The undershoot occurs because
the particle signal is measured via a high-pass filter. No attempt has been made to
suitably suppress these features, as my goal is only to estimate the mass-to-charge
ratios. If we consider the signal as being dominated by its capacitive behaviour then
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Figure 4.14: A Faraday cup (FC) measurement of a positron-ion mixture ejected
from the Catching Trap onto the atom trap downstream MCP. (a) is the measured
time series. (b) is the time derivative of the time series. (c) is (a) zoomed in to the
region of interest. (b) and (c) have dashed red lines to indicate each peak maxima.

the peak particle-current density will occur at the peak maxima in the time deriva-
tive of the signal, this is shown in Figure 4.14(b). The times of the peak maxima in
both the signal and the time derivative of the signal are shown as dashed red lines
in Figure 4.14(b,c), and whose values are given in Table 4.3. Using the peak times,
mass ratios of the ion species can be estimated. A simple ballistic time-of-flight
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Species
Label

Peak time, µs
time derivative raw

positron 250.0 254.8
Ion 1 282.8 287.2
Ion 2 299.2 302.0
Ion 3 309.6 312.4

Table 4.3: The times of the four peak maxima shown in Figure 4.14(b,c). The times
are in units of µs and the labels are in order of appearance.

model is used, assuming that the entire population is released simultaneously at
an unknown time, τ , travels the same path distance, lpath, and acquires the same
ejection energy, U . The ith species’ time of flight, ti, can be written as:

ti =
lpath√
2U

√
Mi

qi
+ τ, (4.6)

where Mi and qi denote the ith species’ mass and electric charge, respectively. Let
the subscript e represent the properties associated with positrons. Absolute mass-
to-charge ratio values can be obtained by considering the time delay between the
peak detection time of each ion species and positrons. The ion mass-to-charge ratio
can be estimated as:

Mi

qi
=

(√
2U

lpath
(ti − te) +

√
Me

qe

)2

. (4.7)

The path distance was measured using CAD models of the apparatus, and the un-
certainty in the length was estimated from the Catching Trap electrode-only electric
potentials. By considering the potential manipulation during the dump and an elec-
trostatic map of the trap, both the particle ejection positions and ejection electric
potential energies were calculated. This calculation provided estimates for both
the uppermost and lowermost values of the ejection energy (108.2 eV - 123.5 eV)
and the path distance (5.080 m - 5.091 m). The resulting bounds on the absolute

Species
label

Mass-to-charge ratio (Method)
time derivative raw

Ion 1 0.90 - 1.03 0.88 - 1.01
Ion 2 2.00 - 2.29 1.84 - 2.11
Ion 3 2.92 - 3.34 2.73 - 3.13

Table 4.4: Estimates for the bounds of absolute mass-to-charge ratio of each ion
peak in units of proton mass per unit elementary electric charge.

mass-to-charge ratios can be found in Table 4.4, with units in proton mass per unit
elementary electric charge. Assuming all these ions have a unit charge, these bounds
suggest that the first and third ions are positive hydrogen ions (H+ and H+

3 ), while
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Chapter 4. Production of positive hydrogen ions

the second ion could be either H+
2 or He2+. Helium boil-off from cryogenic volumes

potentially contaminate the trap’s UHV volume. However, following Occam’s ra-
zor principle, the second ion is more likely the positive hydrogen ion H+

2 , and will
labelled as such in subsequent discussions.

The results of the previous calculations using both the raw signal and the time
derivative are too similar to distinguish which one is more appropriate to use. To
address this, an alternative analysis has been conducted that is independent of
ejection energy and path distance, and only considers the peak times shown in
Table 4.3.

The time delay between any two peak times is independent of the release time
τ . and depends linearly on the path distance. Therefore, the ratio of any of these
time delays is independent of the path distance. Using Eq. 4.6, the ratios of delays
between observed peaks can be expressed as:

(ti − tj)

(tm − tn)
=

(
√

Mi/qi −
√

Mj/qj)

(
√
Mm/qm −

√
Mn/qn)

, (4.8)

where i, j, m and n are subscripts corresponding to any of the observed peak times
provided in Table 4.3. Equation 4.8 relates the species mass-to-charge ratios to the
observed time delays between peaks. By hypothesising the species corresponding to
each peak, the right-hand side of Equation 4.8 can be calculated for various combi-
nation of indices (time delays). This approach allows the testing of any proposed set
of species and determines if either the peaks extracted from the raw signal and the
time derivative signal correspond to a specific hypothesis. The measurement signal
consists of charge accumulation accompanied by a capacitive decay. If the capaci-
tive effect is negligible, then the peak positions in the raw signal should be accurate.
However, if the capacitive effect cannot be neglected, then the time derivative signal
should be a good approximation to the true actual incoming particle signal.

The list of potential candidates is limited to ions with ionisation energies within
the trap’s energy scale (less than 100 eV), which means highly charged ions can be
disregarded. Additionally, by considering the mass-to-charge ratio values provided
in Table 4.3, the candidate list can be further refined. The list of candidates, or-
dered by increasing mass-to-charge ratios, includes {H+, He2+, H+

2 , H+
3 , He+}, with

corresponding values {1, 1.99, 2, 3, 3.98} proton mass units per elementary electric
charge. If He2+ is hypothesised to exist, then He+ should also be considered since it
has a lower ionisation energy threshold. As a result,the potential species’ identities
are limited to the following three hypotheses, listed in the order they appearance in
the signal:

First hypothesis : {H+, H+
2 , H+

3 }

Second hypothesis : {H+, H+
2 or He2+, He+}

76



Chapter 4. Production of positive hydrogen ions

Third hypothesis : {H+, H+
3 , He+}

It should be noted that, regardless of the chosen hypothesis, the first peak is known
to be positrons. Let Y exp.

i,j,m,n and Y theory
i,j,m,n denote the left hand side and right hand

side of Equation 4.8 respectively, such that

Y exp.
i,j,m,n :=

(ti − tj)

(tm − tn)
(4.9)

Y theory
i,j,m,n :=

(
√

Mi/qi −
√

Mj/qj)

(
√
Mm/qm −

√
Mn/qn)

. (4.10)

Here Y exp.
i,j,m,n is calculated using Table 4.3 and Y theory

i,j,m,n is calculated using the physical
characteristics of the hypothesised set of species. There are 256 unique combinations
of i, j, m and n to compare measurements to a hypothesis. Note that both Y exp.

i,j,m,n

and Y theory
i,j,m,n are antisymmetric with respect to i and j and similarly with respect to m

and n. Thus, Yi,j,m,n = −Yj,i,m,n and Yi,j,m,n = −Yi,j,n,m. With these antisymmetries,
the information contained in the total number (256) of combinations of i, j, m and
n can be reduced to a set of 30 unique combinations, shown in Figure 4.15, which
correspond to two sets of 15 combinations that are reciprocals of one another. A

Numerator

1 , 2
1 , 3
1 , 4
2 , 3
2 , 4
3 , 4

Denominator

1 , 2
1 , 3
1 , 4
2 , 3
2 , 4
3 , 4

Reciprocal

Numerator

1 , 2
1 , 3
1 , 4
2 , 3
2 , 4
3 , 4

Denominator

1 , 2
1 , 3
1 , 4
2 , 3
2 , 4
3 , 4

𝑖	, 𝑗 𝑚	, 𝑛 𝑖	, 𝑗 𝑚	, 𝑛

Figure 4.15: The combinations of i, j, m and n that correspond to unique values
of Y exp.

i,j,m,n and Y theory
i,j,m,n , excluding values equal to unity, zero and infinity. In the left

hand side each set of coloured lines corresponds to a specific i and j combination,
and similarly, on the right hand side for m and n combinations.

quantitative measure to compare the set of calculated values of Y exp.
i,j,m,n and Y theory

i,j,m,n

is not provided due to the author’s limited knowledge in the subject. Instead, a
quantitative data visualization approach was employed. The raw signal peak times
from Table 4.3 were used to calculate the values of Y exp.

i,j,m,n for the set of indices
shown in Figure 4.15 and are displayed as black squares in Figure 4.16 (a). Within
the same plot, the theoretical values Y theory

i,j,m,n are represented as green, blue and red
solid dots corresponding to the first, second and third hypotheses, respectively. The
x-axis of Figure 4.16 (a) is a categorical axis, with each unique combination of i, j,
m and n uniformly spaced. The first hypothesis has the strongest agreement with
the measured peak times, as seen by the green dots overlapping more of the black
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squares. The absolute relative difference, denoted as |∆i,j,m,n|, was calculated to
compare the accuracy of each hypothesis with the measurements:

|∆i,j,m,n| =

∣∣∣∣∣Y
exp.
i,j,m,n − Y theory

i,j,m,n

Y theory
i,j,m,n

∣∣∣∣∣ . (4.11)

|∆i,j,m,n| was calculated using both the raw signal peak times (S) and time derivative
peak times (dS). These values were binned and depicted as histograms in Figure
4.16 (b) and (c), respectively.
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Figure 4.16: In these plots, the green , blue and red data points correspond to
the first, second and third hypotheses, respectively. (a) The experimental values
Y exp.
i,j,m,n(S) (raw) and theoretical values Y theory

i,j,m,n for each hypothesis are represented
by black hollow squares and coloured dots, respectively. The y-axis scale is logarith-
mic, and the x-axis is non-numeric. Each uniformly spaced position on the x-axis
corresponds to specific indices (i, j,m, n), arranged in ascending order based on the
values of Y exp.

i,j,m,n(S). (b) and (c) display histograms of the absolute relative errors
|∆i,j,m,n|, calculated using Y exp.

i,j,m,n(S) and Y exp.
i,j,m,n(dS) respectively. (d) A compari-

son of the first hypothesis data from both (b) and (c) as yellow and purple bars,
respectively. However, these bars are binned across a narrower range of values.

In both plots (b) and (c), the first hypothesis (green) demonstrates the highest
agreement among all three hypotheses. Conversely, the second (blue) and third
(red) hypotheses have a greater number of elements of larger absolute relative er-
rors. Though both show qualitatively similar distributions of values. It seems more
appropriate to reframe the current question from “which hypothesis best aligns with

78



Chapter 4. Production of positive hydrogen ions

the measurements?" to the alternative question “which set of peak times, presented
in Table 4.3, is closest to the predictions of the first hypothesis?".
Figure 4.16 (d) displays the binned relative errors for both Y exp.

i,j,m,n(S) and Y exp.
i,j,m,n(dS)

with respect to the first hypothesis, represented as yellow and purple, respectively.
The Y exp.

i,j,m,n(S) (yellow) values are frequently smaller, indicating that the first hy-
pothesis agrees more with them. The summed relative error |∆i,j,m,n| of Y exp.

i,j,m,n(S) is
four times smaller than Y exp.

i,j,m,n(dS). This may suggest that the peak times observed
in the raw signal are closer to the ‘real’ time of flight signal.

From both of these analyses, it can be stated with reasonable confidence that the
ion particles observed in the time of flight measurements are the first hypothesised
particles {H+, H+

2 , H+
3 }, and importantly for this work, this is considered evidence

for the presence of protons within the produced ion mixture.

4.7 Conclusion

The vacuum quality of the Catching Trap is maintained at 10−13 mbar by a com-
bination of ion pumps and cryopumping, a necessity for the storage of antiprotons.
Under such stringent vacuum conditions, the production of positive hydrogen ions
is not observed. To overcome this, the vacuum was intentionally degraded by dis-
abling the ion pumps for durations ranging from several hours to multiple days.
This action increased the trap vacuum pressure and degraded the cryogenic sur-
faces, consequently reducing the efficiency of cryopumping even after the ion pumps
were reactivated.
As a result of the reduced cryopumping, the Catching Trap began to achieve higher
baseline densities of residual gas, allowing the production of 2.4 × 106 positive hy-
drogen ions via electron impact ionisation within a minute. Positive ions produced
in this manner exhibited a temperature of (3.2 ± 0.4) × 105 K and were radially
sparse.
To prevent ion impact ionisation of the residual gas, which could alter the relative
composition of the mixture, the temperature of the positive hydrogen ions was sub-
sequently reduced. This cooling was achieved through interactions with positrons,
which, in a high magnetic field (3 T in the Catching Trap), emit energy as cyclotron
radiation. Positrons were transported from the positron accumulator to the Catch-
ing Trap, transiting through the ALPHA-2 trap. This marked the first instance of
positrons being captured and stored within the Catching Trap. Due to the mis-
alignment between the central axes of the ALPHA-2 Penning trap and the Catching
Trap, the positron bunch was injected and captured off-axis, causing the bunch to
spiral radially inward towards the central axis of the trap (a phenomenon known as
diocotron damping).
The positron loading took place after the generation and trapping of positive hydro-
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gen ions in the Catching Trap, causing the diocotron damping to radially compress
the positive-ion plasma. Subsequently, the mixed positron and positive-ion plasma
was compressed axially, and the trapping electric field was increased. The rotating
wall technique was used to further radially compress the mixture.
When the preparation stage was completed, the positrons were extracted from the
mixture. The composition of the mixed positive ion plasma was studied through
time-of-flight measurements, identifying the components as H+, H+

2 , and H+
3 .

This preparation sequence allows for the reproducible generation of positive hydro-
gen ion plasma samples with known temperature, radial size, and total ion numbers.
In the collected data, the fractional composition of H+, H+

2 , and H+
3 proved repro-

ducible, although this was not quantified. The isolation of protons from this positive
hydrogen ion plasma using an autoresonance technique will be discussed in the fol-
lowing chapter.
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CHAPTER 5

PROTON PLASMA ISOLATION

This chapter discusses an autoresonance (AR) study of positive ions, which were
prepared as described in Chapter 4. The initial Section 5.1 provides a brief in-
troduction to autoresonance, which is essential for understanding the experimental
results. Section 5.2 describes the Catching Trap AR potential well and presents cal-
culations estimating the relationship between the axial energy and axial frequency
of each positive ion species within this AR potential well.
Section 5.3 outlines the steps involved in the AR experiment sequence and provides
additional notes into its development. The isolation process consists of two main
stages. First, the axial motion of ions is energised via an autoresonant process, which
involves coupling their movement to a sinusoidal electric field with a frequency that
gradually changes over time. This frequency variation, called chirp, causes a minor
proportion of the coupled ions to be expelled from the trap. Second, following this
autoresonant frequency chirp, the depth of the trap’s electric well is lessened. This
causes the ejection of the remaining coupled ions, completing the isolation process.
Section 5.4 presents measurements of particles ejected during both an AR frequency
chirp and a reduction of the trap electric well depth, as described in Section 5.3.
Section 5.5 presents time-of-flight measurements of the remaining trapped positive
ions. An analysis of these time-of-flight measurements is provided in Section 5.6 to
quantify changes in the positive ion composition. Section 5.7 presents MCP images
of the remaining positive ions. Measurements of isolated protons are presented in
Section 5.8, obtained using the developed method involving autoresonance.

5.1 Theory of autoresonance

The natural frequency of an ideal harmonic oscillator is determined by its inertia
and the proportionality of its restoring force. When a force is applied at a frequency
close to this natural frequency, the total energy of the oscillator increases, leading
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to larger oscillatory movements. However, consider a situation where the oscilla-
tor typically only moves across small distances, experiencing harmonic motion. As
the amplitude of this motion increases, the oscillator interacts with an anharmonic
potential, altering its motional frequency as its energy increases. If the oscillator’s
motional frequency decreases with larger oscillation amplitudes, the externally ap-
plied force, oscillating at its own rate, becomes too rapid to maintain resonance
with the oscillator. This discrepancy results in an energy exchange that dampens
the oscillator’s motion. As a result, the amplitude of the oscillator’s motion re-
duces, causing its frequency to revert towards the original harmonic value. At this
point, the external force can once again stimulate the oscillator motion, initiating a
repeating cycle of these events.

To maintain near resonance, the external drive frequency can be slowly swept,
following the changing oscillator frequency. This process, called autoresonance [96,
97], allows control over the oscillator’s energy, provided the potential-well shape
causes the oscillator’s frequency to decrease monotonically with increasing energy.
By sweeping the external drive to lower frequencies and ensuring a slow enough
sweep rate, the oscillator’s instantaneous frequency can follow the external drive
frequency.
Autoresonance has been used to excite the axial energy of trapped charges particles
by applying an oscillating voltage, generated by a waveform generator, to one of the
electrodes involved in particle trapped. This technique has been used in the Atom
Trap to control the mixing energies of antiprotons and positrons for antihydrogen
production [98], and to perform mass-spectroscopy of ionised residual gas [94, 99].
However, the later study did not extend its techniques for producing specific or
single species plasma, though this work has been inspired by it.

The oscillating electrical signal is called a chirp, as it sweeps through many
frequencies. It starts at an initial frequency ωi and linearly decreases at a sweep
rate α, turning off once it reaches the final frequency ωf . A linearly frequency
chirp can be expressed as ω(t) = ωi − αt. The chirp peak-to-peak voltage initially
increases from zero to its maximum set value, ϵ̄, during the initial oscillation cycles
and decreases to zero later during the final oscillation cycles. In this work the
peak-to-peak voltage is referred to as the chirp amplitude. Autoresonance occurs
when the chirp frequency pass through the oscillator’s axial frequency, ω0, and its
amplitude must be larger than a threshold value ϵ̄c.

A scaling law of ϵ̄c can be derived for non-neutral plasma [97], and is proportional
to α3/4. However a detailed discussion of this scaling law is beyond the scope of this
work. If the chirp amplitude is below the threshold ϵ̄c, the oscillator will not lock
onto the chirp signal. The range of chirp amplitudes for transitioning from not
driving particles to driving particles is narrow. Autoresonance can occur when the
the drive frequency passes through a harmonic of the oscillator frequency, referred

82



Chapter 5. Proton plasma isolation

to as subharmonics ω0/n, where n is an integer [100]. The scaling laws for their
corresponding amplitude thresholds become weaker power laws for larger values of
n, scaling proportionally to α3/(4n) [100].

5.2 Autoresonance potential well and axial frequency-

energy curves

The autoresonance (AR) chirp generation hardware primarily consisted of National
Instruments hardware. A PXI-8101 embedded controller was programmed to control
a PXI-5421 waveform generator. The AR signal was configured using LabVIEW on
a desktop computer, and the PXI controller transferred the waveform file to the
waveform generator. The waveform generator was configured to wait for a trigger
signal before outputting the loaded waveforms.

The sequencer hardware, as mentioned in Section 2.1.7, served as the trigger
source, ensuring the chirp was output at the appropriate time. The experimental
sequence was programmed to wait for the AR signal to end before proceeding with
the remainder of the sequence. The waveform generator provided an end trigger
signal, which simplified the programming of the experiment.

Figure 5.1 shows the potential well used for performing AR, where the trapped
ion mixture center is located at electrode C08. The AR trapping potential is set for
electrodes C05 through C11 with the following voltages values: [140, 140, 140, -70,
120, 120, 50] Volts. All other electrodes are electrically grounded. The output of

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
axial position, m

-150

-100

-50

0

50

100

150

el
ec

tr
ic

 p
ot

en
tia

l, 
V

C01
C02

C03
C04

C05
C06

C07
C08

C09
C10

C11
C12

C13
C14

C15
C16

C17
C18

C19
C20

waveform
generator

22

24

26

28

30

32

Figure 5.1: The electric potential well for trapping positive ions and performing AR
studies, space-charge is neglected. The on-axis electric potential and the applied
electric potential are given by the black full line and black dashed line respectively.
The black, blue and red band regions indicates the axial extent for trapping the pos-
itive ions and the range of energies are approximations informed from temperature
diagnostic measurements.

the waveform generator was connected to electrode C09 through a high-pass filter
circuit with a cut off frequency of 170 kHz. Then, a DC voltage was then applied
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to electrode C09 via a low-pass filter circuit with a cut off frequency of 25 kHz.
This configuration allowed electrode C09 to be involved in generating the electric
potential trap. This meant that a negative voltage could be applied to C09 for
producing large axial electric fields experienced by the ion mixture. During the
development of the AR trap potentials, values similar to those shown in Figure 5.1
were used, with a positive voltage applied to C09 that was lower than the voltages
on C08 and C10, to create small trap electric fields. However, poor coupling was
observed between the ion species and the AR chirp. To enhance coupling, the trap
electric fields were increased by applying a negative voltage to C09 while maintaining
positive voltages on the neighbouring electrodes.

Moreover, using a low-pass filter allowed the DC voltage to ramp up to a positive
value, ejecting particles from the trap. The trap electric potential was axially skewed
to direct ejected particles downstream towards the MCP instrument. Operating the
MCP instrument in high gain mode enabled small currents of ejected particles to be
observed both during and after the AR chirp.

The axial bounce frequency, which refers to the oscillation frequency of trapped
charged particles along the trap axial axis, was calculated for both vacuum trap-
ping electric potentials and various electric potentials generated by space charge
distributions. The latter were determined using a closed Poisson solver, a numerical
implementation was developed during this work, as mentioned earlier in Section 4.5.
These calculations and related details are available in Appendix E. Figure 5.2 shows
the calculation results, where blue, red and green correspond to protons, H+

2 and H+
3 ,

respectively. The three positive ions exhibit unique axial frequency-to-axial energy
curves due to their unique charge-to-mass ratio. These curves were calculated for
two different radial positions with respect to the trap axis, on the trap axis and at a
radius of 1.6 mm from the trap axis. The axial frequencies of the vacuum trapping
potential are shown as dashed lines and dotted lines, corresponding to the trap axis
and plasma radius from the trap axis (1.6 mm, see Table 4.2 for plasma parame-
ters), respectively. The calculated on-axis, 0 mm, and plasma radius, 1.6 mm, axial
frequencies are stated to indicate the range of axial frequencies across most of the
positive ion plasma. The thermally averaged axial frequency was calculated for each
species. The initial axial frequencies of protons range from 1.723 to 1.744 MHz, and
those of H+

2 range from 1.218 to 1.233 MHz, and those of H+
3 range from 0.9952 to

1.007 MHz. The broadening of the axial frequency due to the 100 K accuracy of the
ion temperature, mentioned in Table 4.2, can be neglected as they are on the order of
10 Hz. When the space charge electric potential is included in the calculations, the
shape of the axial frequency-energy curve changes significant, as shown in Figure 5.2.
These axial frequency-energy curves are non-monotonic, leading to degenerate axial.
At low axial energies, the axial frequency increases monotonically until it reaches
some maximum axial frequency, after which the relationship becomes monotonically

84



Chapter 5. Proton plasma isolation

0.4 0.6 0.8 1 1.2 1.4 1.6
axial frequency, MHz

0

20

40

60

80

ax
ia

l e
ne

rg
y,

 e
V

on axis
plasma radius

electrodes + space charge

on axis
plasma radius

electrodes only

Figure 5.2: Calculated single particle axial frequency to axial energy curves. Cal-
culations related to H+ is black, H+

2 is blue and H+
3 is red. The filled and hatched

regions were calculated using both the trapping electrodes’ electric potentials and
the positive ion space charge. The dashed lines and dotted lines were calculated
only using the trapping electrodes’ electric potentials.

decreasing. The thermally averaged initial axial frequencies for space charge cor-
rected curves range from 0.3643 to 0.8515 MHz for protons, 0.2575 to 0.6019 MHz
for H+

2 , and 0.2104 to 0.4918 MHz for H+
3 . These space charge corrected curves have

a much broader range of thermally averaged axial frequencies.
These calculations were performed after the data collection for this thesis was

completed. Similar calculations by Siara Fabbri, a colleague, were used during
this study to guide the choice of configurations of the AR chirp, although those
calculations only considered the trapping electric potentials.

5.3 Autoresonance experiment sequence and devel-

opment notes

The coupling between trapped particles and the chirp was observed, but the method’s
effectiveness was evaluated based on the removal of the target species and minimiz-
ing the impact on the non-target population. The ejection process is not guaranteed,
as an excited target species can decouple from the chirp near escape energies and
stochastically eject. Particles driven to high axial energies but not ejected will
thermalise with the remaining population, causing heating and radial expansion.
Decreasing the final chirp frequency, which corresponds to increasing the final axial
energy, did not improve particle ejection.

The estimated average time between collisions within the plasma, based on tem-
perature and density, is 3 ms. Hypothetically, this allows the trapping well to be
reshaped, by changing the applied voltages to each electrode, before thermalisation
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occurs. By reducing the well depth after the chirp has ended, the axially driven
particles can be removed, a process later referred to as a “well depth cut." An ap-
propriate well depth cut value was determined by performing a typical temperature
dump from the AR well. Since the temperature dump is a sequence of thousands
of known incremental voltages changes to the electrodes, the initial particle ejection
signal time can be converted to a well depth. This measured value is considered the
minimum well depth at which non-targeted species will remain trapped. The well
depth cut value was measured daily and updated in the working sequence due to
variations in the space charge of the prepared positive ion plasma. Without consid-
ering space charge effects, the AR well’s depth is 76.1 V, and a typical well depth
cut would reduce this by 52 - 56 V. This procedure is illustrated in Figure 5.3, with
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Figure 5.3: The Catching Trap electric potential sequence for autoresonance of the
tailored and cooled positive ions discussed in Section 4.5. The coloured patches
indicate estimates of the particle energy and axial distributions. (1) Positive ions
trapped within a static AR potential well. (2) Apply AR chirp signal, in this example
H+

2 and H+
3 (the heaviest ions) were targeted, causing ions to be driven to larger

axial kinetic energies. (3) Reduce well depth to eject remaining driven ions.

the following sequence steps:

1. Trap the positive ion mixture in the previously defined AR potential well.

2. Apply a preconfigured chirp signal onto electrode C09, and wait until the chirp
stops.

3. Reduce the potential well depth to eject the remaining driven particles.

Once the chirp has finished, the targeted species will have axial energies in the tens
of electron volts. A fixed 1 ms time delay between the end of the chirp signal and the
well depth cut was used throughout this study, as it was shorter than the estimated 3
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ms collisional time scale, and the time scale for the stochastic ejection of the positive
ions is unclear. The well depth cut ejects the heavier axially excited positive ions.
The AR scan measurements were performed in one of two modes. In the first
mode, the CT stick at its MCP instrument position, where ejected positive ions are
measured using a voltage readout. The same instrument can be used to measure the
remaining population’s radial profile, temperature or particle count. In the second
mode the CT stick is at its pass-through position, so that no ejected particles can
be measured. Instead, the remaining population can be transported approximately
5 m to the downstream AT stick MCP instrument within milliseconds, allowing for
a measurement of its time-of-flight structure, similar to Section 4.6.
During development, initial testing was conducted with a shallower AR well. Chirp
signals were found to be more effective at ejecting particles than in the deeper AR
well. The initial axial frequencies of each species appeared to be similar; removing
all of the H+

3 population would remove a significant amount of protons. Attempts
to perform AR with a small population of positrons within the positive ion plasma
were made, but no response to applied chirps was observed.

Initial AR development was carried out on samples of 1.2 × 107 positive ions,
similar to the previously described samples of 3 × 106 positive ions previously in
Chapter 4. No distinct subharmonic series were observed in the ejection signal of
1.2 × 107 populations, while the 3 × 106 populations did show subharmonic series,
see the previous Section 5.1 for details on subharmonics. The ejection signals from
both populations were reproducible.

During the initial development with 1.2 × 107 positive ions, a sequence that
successfully purified the plasma into just protons was found. However, days after
the initial measurements of the successful sequence repeated measurements became
inconsistent and was eventually abandoned. This inconsistency might have been due
to the vacuum quality degrading, causing positive ion generation to be more sensi-
tive to residual heating. A possible solution to this heating was to reduce the space
charge involved in the study, which could be achieved by reducing the density of
the positive ion plasma or the positive ions population. Reducing the density would
require redeveloping most of the experimental sequence to trap the plasma across
a larger volume. Therefore, the latter option was attempted, reducing the positive
ion population to 3 × 106 positive ions, which improved the reproducibility of mea-
surements. During the development of this more consistent reduced population, a
method of calibrating the AR well depth cut with a temperature dump was imple-
mented, improving the consistency of AR experiments. Though this development
was not implemented to larger positive ion population.

In order to better understand the plasma’s response and increase confidence
in the resulting isolated protons from this study, the AR chirp parameters were
scanned. The chirp final frequency was fixed to 100 kHz, as reducing it yielded
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negligible results. The chirp sweep rate was fixed to 200 MHz s−1, chosen because
it is close to the hardware limitations for signal generation, and slower sweep rates,
such as 75 MHz s−1, performed worse at ejecting particles. This faster sweep rate also
minimises the time available for driven particles that were not ejected to thermalise.
The following sections involve two parameter scans: the chirp start frequency with
a fixed amplitude of 5 Vpp and the chirp amplitude with a fixed start frequency of
1.5 MHz. As previously mentioned, two measurement methods were available for
obtaining information from the chirped plasma, either on the Catching Trap stick
or downstream Atom Trap stick MCP-phosphor instrument. These measurements
are presented in separate sub-sections, as the former gives greater details about
when the AR phenomena occurs to the bulk of the plasma, while the latter offers
information about the resulting effect on individual species within the plasma.

5.4 Particle ejection during frequency chirp and well

depth cut

This section presents measurements from both an AR chirp amplitude scan and start
frequency scan. Positive ions ejected from the trap during the AR chirp and well
depth cut were detected using the Catching Trap stick MCP-phosphor instrument
and a SiPM, as described in Section 2.5.3. The positive ion plasma involved in
these measurements was prepared using the methods outlined in Chapter 4, and its
characteristics can be found in Section 4.5, specifically in Table 4.2. As a reminder,
the positive ion plasma contains approximately 3 × 106 positive ions, has a plasma
radius of 1.6 mm, and is at a temperature of 1500 ± 100 K. The purpose of these
measurements is to demonstrate the AR response of the positive ions and quantify
the performance of the AR sequence during each step. However, they were not used
to determine optimal AR chirp configurations for isolating protons; that was the
focus of the measurements presented in the following Section 5.5.

The SiPM signal was connected to a preamplifier, which was then digitized by a
National Instruments PCI-6132 at a sample rate of 2.5 MS/s (million samples per
second). This configuration is designed to resolve features with durations shorter
than the time-of-flight separation between ejected species. The Catching Trap stick
located 1.2 m away from the trap. Neglecting space charge effects, the ejection
energy of the AR potential well is 100 eV. The ballistic time-of-flight for a proton
is approximately 8.7 µs. The arrival delay time between a proton and H+

2 ion is
3.6 µs, and between a proton and H+

3 ion is 6.3 µs. During the AR chirp, positive
ions are ejected from the trap and can be observed with the SiPM. These ejection
signals are visible in both the chirp amplitude scan measurements in Figure 5.4 (b)
and the chirp start frequency scan measurements in Figure 5.6 (a). Multiple peaks
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are observed in the ejection signal, indicating that particles are ejected in bunches
with some structure. The time scale of delay between these peaks ranges from tens
to hundreds of microseconds. This delay is not considered to be due to species
separating during the time of flight, as estimates of separation are on the order of
3.6 − 6.3µs. Instead, the peak structure should be considered as a combination of
various autoresonances and possibly subharmonics.

The scan of the AR chirp amplitude modifies the peak-to-peak voltage of the
chirp while maintaining all other chirp parameters constant: the initial frequency ωi

at 1.5 MHz, the final frequency ωf at 0.1 MHz, and the chirp rate α at 200 MHz s−1.
Figure 5.4 presents the SiPM particle ejection signals recorded during both the AR
chirp and the subsequent reduction in the well depth. Figure 5.4 (a) presents the

Figure 5.4: Particle ejection signals with varying AR chirp amplitudes, while other
AR chirp parameters remain constant. (a) Full particle ejection signal measured
from the Catching Trap SiPM. The red line indicates the end of the AR chirp and
the blue line indicates the start of the well depth cut. (b) Signal segment during the
AR chirp. The top x axis in (b) shows the corresponding frequency of the AR chirp.
(c) Signal segment during well depth cut. Fixed chirp parameters: ωi = 1.5 MHz,
ωf = 0.1 MHz and α = 200 MHz s−1. AR chirp amplitudes {0.1, 0.3, 0.31, 0.325,
0.35, 0.4, 0.5, 1, 2, 3, 4} Vpp. Within (b) and (c), signals are arranged vertically in
ascending order of AR chirp amplitude.

complete SiPM signals of the chirp amplitude scan measurements during both the
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AR chirp and the well depth cut. A red line indicates when the chirp signal ends,
and a blue line marks when the well depth cut starts. In plots (b) and (c), signals
share a common vertical scale and are vertically stacked in order of increasing chirp
amplitude. However, the common vertical scale factors in (b) and (c) differ because
the signal amplitudes are larger in (c). Initially, measurements of these signals used
a lower amplification gain, resulting in a single peak of varying width during the
well depth cut with no additional structure. To resolve weak peaks during the AR
chirp in (b), the amplifier gain was increased. This higher amplifier gain was applied
to all measurements shown in Figure 5.4, causing the well depth cut signal in (c) to
saturate in voltage, as observed as plateaus following the peak maximum.

Two distinct thresholds for ejected particles appear during the AR chirp and
the well depth cut, as seen in Figure 5.4 (b) and (c). The AR coupling threshold
first appears in the well depth cut, limiting the amplitude threshold to between 0.1
and 0.3 Vpp. The particle ejection signal during the AR chirp emerges at 0.4 Vpp,
and within this signal, the ejection signal during the well depth cut significantly
broadens and its voltage saturates the data acquisition hardware.

The signal strength measured my the SiPM is expected to be directly propor-
tional to the current of ejected particles, so the integral value of the SiPM signal
above the background level is proportional to the amount of ejected particles. The
integral above the background level was separately calculated for the two periods,
during the AR chirp and during the well depth cut. Figure 5.5 (a) and (b) display
the integrated signal value, proportional to the number of ejected particles, for the
AR chirp (in red) and the well depth cut (in blue).
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Figure 5.5: (a) The integrated particle ejection signals of various AR chirp ampli-
tudes, with other AR chirp parameters fixed. SiPM signals taken from Figure 5.4.
Red dots are during the AR chirp and the blue dots are during the well depth cut.
(b) A magnified view of (a) to better see the onset of ejected particles. (c) The frac-
tion of the total integrated signal measured during either of the specified periods of
time.

In Figure 5.5 (a), a plateau is observed, indicating saturation of the well depth
cut signals. The integrated signal during the AR chirp increases almost linearly up
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to 4 Vpp. The AR chirp amplitude threshold during both durations is more evident
in Figure 5.5 (b).
The fraction of the total integrated ejection signal within each of the two durations
of the signal is shown in Figure 5.5 (c), using the same corresponding colours. The
fraction of the total integrated ejection signal from a chirp signal with an amplitude
of 0.1 Vpp is dominated by systematic noise. The integrated ejection signal for chirp
amplitudes between 0.3 Vpp and 0.35 Vpp remained approximately constant, with 2%
during the AR chirp and the remaining 98% during the well depth cut. The signal
saturates during the well depth cut for chirp amplitudes larger than 0.4 Vpp, ending
the previous constant fraction behaviour. Consequently, the fraction of the total
signal starts to increase during the AR chirp. As the ejected particles are correlated
across the two durations, extrapolation of this constant fraction behaviour beyond
a chirp amplitude of 0.35 Vpp is not possible.
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Figure 5.6: Particle ejection signals for various AR chirp start frequencies, with
other AR chirp parameters fixed. (a) Signal segment during AR chirp. The top
x axis in (a) indicates the corresponding frequency of the AR chirp. (b) Signal
segment during well depth cut. Fixed chirp parameters: ϵ̄ = 5 Vpp, ωf = 0.1 MHz
and α = 200 MHz s−1. AR chirp start drive frequencies: {0.7, 0.8, 0.85, 0.9, 0.95,
0.975, 1, 1.005, 1.007, 1.008, 1.009, 1.018, 1.034, 1.05, 1.1, 1.15, 1.2, 1.25,1.3, 1.35,
1.4, 1.45} MHz. In (a) and (b), signals are arranged vertically in ascending order of
AR chirp start frequency.

In Figure 5.6, the complete SiPM signals from the chirp start frequency scan
measurements during both the AR chirp and the well depth cut are presented. The
AR chirp start frequency scan varies the chirp start frequency while keeping the
remaining chirp parameters constant, with ϵ̄ = 5 Vpp, ωf = 0.1 MHz, and α = 200

MHz s−1. In both plots (a) and (b), the signals have a common vertical scale
and are arranged vertically in ascending order of chirp start frequency. However,
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the common vertical scale factors differ between (a) and (b) due to larger signal
amplitudes in (b). Plot (a) displays the signal during the AR chirp, while plot (b)
shows the signal during the well depth cut.

For a fixed chirp sweep rate α, adjusting the chirp start frequency ωi changes
the chirp duration. Consequently, the ejection signal’s time axis is plotted with
respect to the chirp signal’s end time. This approach aligns the chirp frequencies
across different signals and reveals a clear correlation between the peak structures
of various AR chirps. Peaks appear at the same chirp frequency when the start
frequency surpasses a threshold frequency.

For start frequencies larger than 0.95 MHz, a broad peak appears for a chirp
frequency of 0.55 MHz. Beyond start frequencies of 1.008 MHz, a new series of peaks
emerges, most prominently at a chirp frequency of 0.4 MHz. Finally, a third series
of peaks appears around chirp frequencies of 0.3 MHz for a start frequency of 1.034
MHz. This structure seems to indicate the onset of each plasma species’ coupling
to the chirp, though this hypothesis is not confirmed by any prior or subsequent
measurements. In Figure 5.6 (b), a two-peak structure during the well depth cut
ultimately becomes a single broad saturated peak after a start frequency of 1.008
MHz. An inconsistency occurs at 1 MHz with a single broad saturated peak, possibly
due to variations in the prepared positive ion plasma affecting the onset chirp start
frequency for different species.

Similar to Figure 5.5, the SiPM signals were background subtracted and then
integrated to quantify the relative change in the ejection signal, and the integrated
signal was calculated for both the AR chirp duration and well depth cut duration.
The integrated ejection signals for the AR chirp and well depth cut are shown in
Figure 5.7 (a) as red and blue, respectively. The fraction of the total integrated
ejection signal within each signal duration is shown in Figure 5.5 (b), using the
same corresponding colours. The emergence of new series of peaks in the ejection
signal during the chirp period appears as abrupt increasing steps, roughly observed
around the 1 MHz cursor in (a). The amount of ejected particles plateaus after the
appearance of the last series of peaks, but after approximately a 200 kHz increase, the
signal starts to increase again. The first three data points in (b) are predominantly
affected by systematic noise. Once particle ejection occurs, nearly equal amounts
of particles are observed during both periods. The fractional amount of ejected
particles during the chirp period increases with increasing start frequency, although
this is exaggerated by the data acquisition hardware saturating during the well depth
cut period.

The chirp amplitude scan reveals a distinct increase in autoresonantly coupled
particles during the well depth cut, which is contrary to the appearance of peaks and
their increasing amplitudes observed during the AR chirp. The chirp start frequency
scan shows discrete appearances of a series of ejection peaks during the chirp period.
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Figure 5.7: (a) Integrated particle ejection signals for various AR chirp start fre-
quencies, with other AR chirp parameters fixed. SiPM signals are taken from Figure
5.6. Red dots show the integrated ejection signal during the AR chirp, and the blue
dots show the integrated ejection signal during the well depth cut. (b) Fraction of
the total integrated ejection signal measured during either of the specified periods
of time.

Meanwhile, the well depth cut period exhibits both increasing peak magnitudes and
sudden changes in features.

As a side note, the 1.2 × 107 positive ion plasma measurements have not been
presented here. However, it is worth mentioning their contrasting particle ejection
signals during an AR chirp. In those measurements, only one to three peaks of
ejected particles were observed during an AR chirp, and these peaks were smoother
and lacked minor features, unlike the ones shown in this section.

5.5 Time-of-flight of remaining particles

The composition of the ion mixture remaining after both the AR chirp and well
depth cut was determined using the time-of-flight method mentioned in Section 4.6.
However, these measurements were acquired using a SiPM, as detailed in Section
2.5.3.

Figure 5.8 shows the time-of-flight measurements, which complement the chirp
parameter scans shown in Section 5.4. Except the chirp amplitude scan includes
5 Vpp, and the chirp start frequency scan includes 1.5 MHz. The signals in plots
(a) and (b) have a common vertical scale and are stacked vertically by ascending
chirp amplitude and chirp start frequency, respectively. The common vertical scale
factors differ between (a) and (b) because (b) contains more signals.
After the AR chirp and well depth cut, the remaining positive ions were held for 50
ms before being ejected for a time-of-flight measurement. This waiting period al-
lowed the remaining population to thermalise, removing the possibility of secondary
peaks from non-ejected axially excited particles.
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Figure 5.8: (a) Time-of-flight signals of various AR chirp amplitudes with fixed AR
chirp parameters: ωi = 1.5 MHz ωf = 0.1 MHz and α = 200 MHz s−1. (b) Time-of-
flight signals of various AR chirp start frequencies with fixed AR chirp parameters:
ϵ̄ = 5 Vpp, ωf = 0.1 MHz and α = 200 MHz s−1. The labels adjacent to each signal
correspond to its AR chirp parameter value.

As mentioned earlier, these measurements were acquired by measuring the phos-
phorescence light from the MCP instrument using a SiPM sensor. This sensor’s
electrical signal was amplified and filtered by the silicon photomultiplier hardware
and further amplified and filtered by an SRS model SR560. The MCP operating
voltages for these measurements were chosen to prevent voltage saturation of peaks.
This electronics setup distorts the particle current signal, causing undershooting
after the first peak at the 280 µs marker in both Figure 5.8 (a) and (b), as the
amplitude decreases below the initial background level. This undershooting is no-
ticeable after the first and third peaks.
It is difficult to obtain qualitative information from these signals due to the poorly
characterised undershooting present in them. This has led to the use of a deconvo-
lution method in the following section, which aims to eliminate this circuit response.
The time scale of particle ejection is constrained by the electrode power supply elec-

94



Chapter 5. Proton plasma isolation

tronics, measured to be around 10 µs. As a reminder, Section 4.6 identified the
three positive ion peaks: protons, H+

2 , and H+
3 (from left to right in Figure 5.8).

The composition of positive ions evidently changes due to the AR chirp and well
depth cut.
First, consider the chirp amplitude scan shown in Figure 5.8 (a). A single threshold
is noticeable when the H3+ peak nearly vanishes, occurring between 0.31 Vpp and
0.325 Vpp. This differs from the two chirp amplitude thresholds observed in Sec-
tion 5.4 at 0.1-0.3 Vpp and 0.35-0.4 Vpp during the well depth cut and AR chirp,
respectively. The reason for this discrepancy remains unclear.
Further increasing the chirp amplitude does not produce any similar effect on the
H+

2 peak. Instead, as the chirp amplitude increases, the H+
2 peak gradually dimin-

ishes, and the residual H+
3 peak decreases until both eventually disappear at 5 Vpp.

The proton peak seems to decrease with increased chirp amplitude, suggesting some
proton losses.
Next, examining the chirp start frequency scan in Figure 5.8 (b), the chirp begins
to affect H+

3 ions with a start frequency of 1.007 MHz, seen as its peak magnitude
decreasing. However, the onset start frequency threshold is seen to vary on the
order of 2 kHz. As an example the signal for a start frequency of 1.009 MHz did not
show a response to the chirp, unlike the two signals of 1.007 MHz and 1.008 MHz.
This could be due to variations in the prepared positive ion plasma. Increasing the
chirp start frequency causes all three peaks to decrease smoothly, leaving only the
proton peak after a start frequency of 1.5 MHz. In Section 5.4, three different chirp
start frequency thresholds are observed: 0.95 MHz, 1.008 MHz, and 1.034 MHz.
The previously observed 1.008 MHz threshold might correspond to the 1.009 MHz
threshold seen in the time-of-flight measurements. Nonetheless, the differences in
response between time-of-flight and previous ejection signals during the AR chirp
and well depth cut have yet to be explained.

5.6 Time-of-flight analysis

5.6.1 Deconvolution Algorithm

The presence of undershooting in time-of-flight measurements during the chirp pa-
rameter scans makes it challenging to accurately quantify changes in the positive ion
plasma composition due to the AR chirp, as previously discussed in Section 5.5 and
observed in the raw measurements in Figure 5.8. If this undershooting represented
a genuine particle signal, positive ions would have to accumulate on the detector
phosphor surface, which is at a 5 kV DC. This high voltage barrier would clearly
deflect positive ions, allowing only the electron avalanche to be collected.
An appropriate post processing method is needed to deconvolve the particle cur-
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rent from the measured signals. Assuming that the total circuit behaves linearly
the method of impulse response functions, as described in [101], can be used. This
Fourier deconvolution algorithm expresses the measured signal sm as a convolution
of the unknown input signal s and a circuit specific impulse response function H(t):

sm(t) = H(t)⊛ s(t). (5.1)

By Fourier transforming sm(t) from the time domain t into frequency domain f , the
convolution operation ⊛ will function as a product operation:

sm(f) = H(f)× s(f) (5.2)

H(f) =
sm(f)

s(f)
, (5.3)

where the overline denotes the Fourier transform of the function, i.e. sm(f) =

F [sm(t)]. In practise, this method is used by injecting a narrow Gaussian electri-
cal pulse, shorter than the response time of a circuit, into a circuit. The measured
output signal is H(f). This method works because a narrow Gaussian pulse approx-
imates a Dirac delta function, and the Fourier transform of a Dirac delta function
is a normalised uniform distribution. However, in this work, both the input signal
si(t) and the circuit response H(t) are unknown.
Technical specifications of the circuit were not obtainable, which was custom made,
and access to the circuit was limited. To further this analysis, some informed guesses
had to be made. The chosen approach involved selecting an appropriate functional
form G as the input particle current, with a set of undetermined parameters {aj}.
An appropriate measure of error also had to be chosen. There are a total of 58
time-of-flight measurements, sm(t), within the chirp parameter scans.

An algorithm was needed determine the impulse function H(t) for a chosen
functional form G. First, a specific measured signal from the set sm(t) had to be
chosen. The signals shown in Figure 5.8 are composed of one to three peaks. The
functional form was chosen to be suitable for a single peak, with multi-peak curves
formulated by summing the functional form multiple times, each with independent
parameters. To reduce complexity and the dimensionality of the parameter space, a
measurement with an apparent single peak structure was chosen. This chosen signal
peak is from an AR chirp with an amplitude of 5 Vpp and a start frequency of 1.5
MHz, and the signal is denoted s1(t).
The deconvolution algorithm implemented is as follows:

Suitable initial guess values for {ai} were determined using the peak information
from the chosen signal s1(t). A transfer function H(t) was computed based both
on the specified signal s1(t) and the guess curve sG(t; {aj}). This transfer function
was used to deconvolve all 58 signals into a set of input signals. The parameters of
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Algorithm 1: Fourier Decomposition
Data: sm(t),G
; // Measured output signal, sm(t) and input signal functional
form, G.

1 Assign Threshold;
2 Calculate {sm(f)}← F [ { sm(t)} ] ; // Fourier transform of the set

of measured signals
3 Assign {aj} ; // Guess function G parameters
4 while Error > Threshold do
5 Calculate sG(t)← G({aj}; t) ; // Guess input signal of s1(t)
6 Calculate sG(t)← F [ sG(t) ] ; // Fourier transform of sG(t)

7 Calculate H(f)← s1(f)/sG(f);
8 Calculate {sm,D(f)} ← {sm(f)} /H(f) ; // Deconvolve set of

measured signals
9 Calculate {sm,D(t)} ← F−1[ {sm,D(f)} ] ; // Inverse Fourier

transform of the deconvolved signals
10 Calculate Error ;
11 if Error < Threshold then
12 Update {aj} ; // Adjust function G parameters accordingly

the same functional form G were fitted to all calculated input signals, within the
260 - 330 µs signal time period during which all three peaks appear, using the least
squares method. This restricted signal time period for the fit was done to improve
computational time of the error calculation.
The three peak functional form of G was fitted to each of the deconvolved sig-
nals ss,D(t). The root-mean-square error of the fit and the deconvolved signal was
calculated, and all 58 error values were summed into a single global error. This
global error was used with a gradient descent method to obtain parameters {aj}
that minimises the global error.

5.6.2 Maxwell-Boltzmann time-of-flight distribution function

Next, it is essential to determine an appropriate functional form for the input sig-
nal. It’s structure should reflect the dynamics of particles ejected from the trap.
These dynamics include thermal, electrostatic, magnetostatic, collisional, and trap
electronic dynamics. However, considering all of these dynamics is beyond the scope
of this thesis, so a simplified approach was to treat the ejected plasma as a charge-
neutral gas. This charge-neutral gas travels a distance L from the trap region to-
wards the detector, with a Maxwell-Boltzmann energy distribution offset by a com-
mon ejection energy U . The Maxwell-Boltzmann distribution in one-dimensional
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velocity space vT , with temperature T , is given by:

N(vT )dvT =

√
m

2πkBT
exp

(
−mvT

2

2kBT

)
dvT , (5.4)

where N(vT ) is the one-dimensional velocity probability density function, m is the
species mass and kB is Boltzmann’s constant. A particle’s arrival time t across a
distance L is given by:

t =
L

vT + vdump

(5.5)

Here, vT is the thermal velocity component and vdump is the electric potential ejection
velocity component. This relationship maps the thermal velocity to arrival time. So
the thermal velocity can be expressed as:

vT = L/t− vdump (5.6)∣∣∣∣dvTdt

∣∣∣∣ = L

t2
. (5.7)

The temporal probability density distribution N(t) is related to its one-dimensional
velocity counterpart by the relationship

N(vT )dvT = N(t)dt. (5.8)

Using Equations 5.4, 5.6, 5.7, and 5.8, N(t) can be expressed as:

N(t;L, vdump, v0) =
L

πv0t2
× exp

(
−
[(

vdump

v0

)
×
(

L

vdumpt
− 1

)]2)
, (5.9)

where the mean thermal velocity is v0 =
√

m
2kBT

. This can also be expressed in the
one-dimensional energy form:

N(t;L,U, T ) =

√
m

2πkBT
× L

t2
× exp

(
− qU

kBT

[√
m

2qU

L

t
− 1

]2)
, (5.10)

where the ejection electric potential U = m× v2dump/(2q). The maximum amplitude
of N(t;L,U, T ) occurs at time:

tmax(L,U, T ) =
L

vdump
× qU

2kBT
×

(√
4kBT

qU
+ 1− 1

)
. (5.11)

Since the average thermal energy of plasma within this work is smaller than the
ejection energies, then the square-root in Equation 5.11 can be approximated as a
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Taylor series, so that:

tmax(L,U, T ) ≈
L

vdump
×
(
1− kBT

qU
+ · · ·

)
. (5.12)

This form is clearly a perturbation series from a typical projectile time-of-flight
L/vdump, where any non-zero temperature will cause the peak arrival time to occur
earlier.
The zero time in the measured time-of-flight signal does not correspond with the
particle ejection from the trap and other time delays will influence this, such as
ramping speeds of the electrode’s power supply, the transit time for electric signals
along control cables, and readout. To account for this, a time offset parameter toffset

is included in the fit. To fit the derived probability density function, Equation 5.10,
to a signal its amplitude needs to be parametrised. This was done by normalising
the distribution function with respect to its peak amplitude at tmax, and multiplying
it by an amplitude parameter Npeak. This gives us the Maxwell-Boltzmann time-of-
flight (MB-ToF) distribution function,

Nfit(t;L,U, T,Npeak, toffset) = Npeak ×
N(t− toffset;L,U, T )

N(tmax(L,U, T );L,U, T )
. (5.13)

This is a single peak curve, in positive time (t > 0), and has 5 parameters. If the
entire plasma is ejected from the trap simultaneously, all particles will share both a
common time offset toffset and a common ejection energy U . This reduces the three
peak fit parameters from 15 down to 11. A fit that restricts all ions to one common
temperature was attempted, though this produced poor fits and was abandoned.
The reasons for the poor fitting is not entirely understood, as physical dynamics not
captured in the model could be responsible. In order to proceed with the analysis,
each ion species was given an independent temperature, leading to interesting prop-
erties discussed later in Section 5.6.3.
To reduce the computational times, bounds were applied during the fitting process.
The ejection position of the particles was determined by calculating the electric po-
tential barrier positions of the vacuum potential well experienced by the particles
during ejection. These calculations yielded two extrema positions for ejection with
respect to the Catching Trap electrode stack. These positions and available appara-
tus drawings were used to determine approximate bounds on the distance L traveled
by the ejected particles. Similarly, the ejection energy U was bounded by the same
calculations of the vacuum electric potentials. These constraints ensure that the fit
parameters fall within physically reasonable values.
Without these constraints, the error-minimising fit ejection energies U would de-
crease to 100 eV, which is not physically reasonable. The other optimal parameters
remain unchanged with or without these constraints. The parameter bounds used
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for the later MB-ToF fits are shown in Table 5.6.2. The label ‘i’ denotes parameters
associated with one of the three peaks, while the ‘lower’ and ‘upper’ labels refer to
the bounds applied to other parameters.

Parameter L (m) U (eV) Ti (K) Npeak,i toffset

lower
bound 5.080 108.2 1,000 0 tpeak,i − Llower

√
mi

2qUupper

upper
bound 5.091 123.5 20,000 1.5×Nmax,i tpeak,i − Lupper

√
mi

2qUlower

Table 5.1: Maxwell-Boltzmann time-of-flight parameter fit bounds.

5.6.3 Deconvolution and fit analysis

Within the set of time-of-flight measurements, there are two extrema cases: signals
with a single peak and signals with three peaks. The first row of Figure 5.9 (a,b)
shows examples of these two extrema. Gaussian curves have been fitted to regions
indicated by their length to each peak, this is to demonstrate how an analysis of these
raw signals could be carried out. The later portion of each peak undershoots, which
a Gaussian curve fails to fit, so this analysis rejected those later points. Although
Gaussian curves are a good fit, they require a background level as a free parameter.
This causes minor features of the undershooting to be misidentified as ion peaks.
The remaining two lower rows of the Figure 5.9 display the results of the previously
mentioned deconvolution algorithm (see Algorithm 1), separately using a Gaussian
functional fit and a MB-ToF functional fit. As a reminder, the transfer function
H(t) is calculated from a single peak signal s1(t) and a guess input signal with
the same functional form as the fit function. As a result, when signals similar to
s1(t) are deconvolved, the guest input signal will be calculated. This means that the
deconvolved signals in (d) and (f) are a forced condition by the use of this algorithm.
Conversely, the triple peak signals will exhibit distortions different from the initial
undershoot feature. The Gaussian deconvolution appears to remove the undershoot
feature and instead distorts the signal prior to the peak, though to a lesser extent.
The MB-ToF deconvolution exhibits more significant distortion than the Gaussian
deconvolution for triple peak signals, comparing (e) and (c), respectively.

The same deconvolution and fitting method shown in Figure 5.9 was performed
on all time-of-flight signals, specifically the two chirp parameter scan sets shown in
Figure 5.8.
The parameters obtained using the Gaussian functional fit are shown in Figure 5.10
for various AR chirp start frequencies. As the triple fit function is simply the sum
of three single peak fits, the contribution of each individual peak within the fit can
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Figure 5.9: The extrema limits of the chirp start frequency scan time-of-flight mea-
surements. The left column is the lower extreme (0.7 MHz) and the right column is
the upper extreme (1.5 MHz). Each row presents examples from different analyses.
(a) and (b) are the raw measured signals with three independently fitted background
offset Gaussian distributions. (c) and (d) are post-processed signals with an assumed
Gaussian impulse, shown as black dots. The residual minimising triple Gaussian dis-
tribution fit is shown as a red line. (e) and (f) are the post-processed signals with
an assumed MB-ToF impulse, shown as black dots. The residual minimising triple
MB-ToF distribution fit is shown as a red line.

be extracted. This allows for the integration of each peak and the calculation of the
fractional contribution of each peak to the total signal. The integrated peaks and
fractional contributions are shown in Figure 5.10 (d) and (e), respectively.
Both the amplitude (a) and integrated peaks (d) clearly show the threshold start
frequency of the AR chirp, which begins to drive all three species, as previously
discussed in Section 5.5. The H+

3 ion peak decreased to 6-7% of both its initial
amplitude and integrated peak value for a chirp start frequency of 1.1 MHz. In
contrast, the H+

2 ion peak does not decrease sharply but exhibits an near linearly
decline. Similarly, the proton peak decreases linearly, but with a shallower gradient.
As shown in (e), the signal becomes dominated by the proton peak as the chirp start
frequency approaches 1.5 MHz.
The Gaussian centers in (b) are approximately 271 µs, 286 µs and 296 µs, with
sub-microsecond variations. For frequencies below the start frequency threshold,
both the proton and H+

3 ion peaks have similar full-width-half-maxima (FWHM)
as shown in (c), while the H+

2 ion peak’s FWHM is the narrowest. For frequencies
larger than the start frequency threshold the H+

3 FWHM changes to a value similar
to H+

2 . This shared FWHM behaviour is not well understood. The FWHM of the
proton peak near the threshold start frequency 1.1 MHz, increases sharply, which is
also not understood, and results in a sharp feature appearing in the integrate peak
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Figure 5.10: Gaussian fit parameters, obtained by a residual minimiser applied to
the deconvolved start frequency scan data. Black, blue and red dots are the proton,
H+

2 and H+
3 peaks, respectively. The Gaussian fit parameters: amplitude, center

time, full-width-half-maxima (FWHM), are shown in (a), (b), and (c), respectively.
The integrated intensity of each Gaussian fit is shown in (d). The fractional amount
of each ion species is shown in (e), this is the ratio of the integrated intensity to the
summed integrated intensity of all ion species.

value shown in (d).
The fit parameters obtained using the MB-ToF functional fit are plotted in Figure

5.11 versus the chirp start frequency. The behaviour in each peak’s response to the
chirp start frequency shown in (a) and (e) is the same as previously discussed for
Figure 5.10. Instead, focus on the parameters unique to this fit, such as release
time, dump energy, and temperature. The release time only varies by about 1 µs,
which could suggest an alternative analysis that fixes its value. The dump energy
varies significantly across the scan, as seen in (c). For frequencies larger than the
start frequency threshold, it reaches the lower bound value. This may be due to the
reduced space charge of the plasma caused by the removal of positive ions by the
AR chirp. Each peak was fit with independent temperatures, as shown in (d). Both
the H+

2 ion and H+
3 ion peaks share the same temperature, but the proton peak is

almost three times larger. This seems to contradict the assumption that the plasma
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Figure 5.11: MB-ToF fit parameters, obtained by a residual minimizer applied to the
deconvolved start frequency scan data. Black, blue, and red dots are the proton, H+

2

ion, and H+
3 ion peaks, respectively, while green triangles denote parameters shared

by all three fits. The MB-ToF fit parameters: amplitude, release time, dump energy
and temperature, are shown in (a), (b), (c), and (d), respectively. The integrated
intensity of each MB-ToF fit is shown in (e). The fractional amount of each ion
species is shown in (f), this is the ratio of the integrated intensity to the summed
integrated intensity of all ion species.

is in thermal equilibrium.
The parameters obtained using the Gaussian functional fit are shown in Figure

5.12 against the chirp amplitude. The peak amplitude of the species does not change
monotonically with the chirp amplitude, as seen in (a), (d), and (e). The particle
signal initially increases with the chirp amplitude until it crosses the chirp amplitude
threshold. After crossing the threshold, all three peaks decrease, and the H+

3 ion
peak decreases to 6-8% of its initial amplitude and integrated peak value. Following
this threshold, the proton peak signal increases with the chirp amplitude, while the
H+

2 ions and H+
3 ions signal monotonically decreases. The chirp amplitude threshold

is discussed in Section 5.5.
The MB-ToF functional fit was also applied to the chirp amplitude scan data,

as shown in Figure 5.13. This alternative fit function reveals a response similar to
the chirp amplitude. The fitted peak temperatures are consistent with the analysis
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Figure 5.12: Gaussian fit parameters, obtained by a residual minimiser applied to the
deconvolved chirp amplitude scan data. Black, blue and red dots are the proton, H+

2

and H+
3 peaks, respectively. The Gaussian fit parameters: amplitude, center time,

full-width-half-maxima (FWHM), are shown in (a), (b), and (c), respectively. The
integrated intensity of each Gaussian fit is shown in (d). The fractional amount of
each ion species is shown in (e), this is the ratio of the integrated intensity to the
summed integrated intensity of all ion species.

of the chirp start frequency set, as the H+
2 and H+

3 temperatures fit to similar values
and the proton peak is the hottest. The fit temperatures of H+

2 and H+
3 range

from 2000 K to 6000 K, significantly higher than the actual temperature diagnostic
measurements of 1500 K before an AR chirp. Moreover, the correlation matrix,
approximately calculated from the Jacobian matrix of each fit, has off-diagonal
elements that measure the correlation between the temperature parameters to be
nearly one. This indicates that the fitted temperatures are directly related, although
the reason for the proton temperature scaling by nearly a factor of two compared to
the other two ion species remains unclear. Consequently, the temperature parameter
cannot be considered accurate.
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Figure 5.13: MB-ToF fit parameters, obtained by a residual minimiser applied to
the deconvolved chirp amplitude scan data. Black, blue and red dots are the proton,
H+

2 and H+
3 peaks, respectively. Green triangles are parameters shared by all three

fits. The MB-ToF fit parameters: amplitude, release time, dump energy and tem-
perature, are shown in (a), (b), (c), and (d), respectively. The integrated intensity
of each MB-ToF fit is shown in (e). The fractional amount of each ion species is
shown in (f), this is the ratio of the integrated intensity to the summed integrated
intensity of all ion species.

5.6.4 Change in composition due to AR chirp

The calculated impulse functions H(f) were used to analyse time-of-flight measure-
ments using the same sequence, except without an AR chirp. These are called the
‘initial population distribution’, as analysis was used to estimate the initial frac-
tional composition of each species. The subset of signals with the chirp parameters:
ωi = 1.5 MHz, ωf = 0.1 MHz, ϵ̄ = 5 Vpp and α = 200 MHz s−1, is called the
‘proton plasma’ population. The corresponding statistical mean and standard sta-
tistical errors are presented in Table 5.6.4. Both Gaussian and MB-ToF fits produce
consistent values for each population fraction, except for the H+

3 fraction, which is
non-zero for the Gaussian fit. This may indicate a small remaining H+

3 population,
though dominated by protons.

Measurements for both chirp parameter scans were performed on September 19
and 20, 2020 (see Figure 4.10). The total population of positive ions in plasma
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initial
population distribution

‘proton plasma’
population distribution

Species proton [%] H+
2 [%] H+

3 [%] proton [%] H+
2 [%] H+

3 [%]
MB-ToF 43.2± 1.1 16.8± 1.7 40.0± 1.5 98.6± 7.9 1.3± 1.8 0.2± 0.3
Gaussian 42.9± 1.3 16.5± 1.7 40.5± 1.4 98.6± 1.4 0.9± 1.2 0.5± 0.3

Table 5.2: The fraction of each species with respect to the total population signal,
obtained using either a Gaussian fit or an MB-ToF fit. The ‘initial population
distribution’ values were calculated from the subset of signals without an applied
chirp. The ‘proton plasma’ population distribution values were calculated from the
subset of signals with the chirp parameters: ωi = 1.5 MHz, ωf = 0.1 MHz, ϵ̄ = 5
Vpp, and α = 200 MHz s−1. Errors are standard deviations.

was found to be (3.0 − 3.4) × 106, limiting the initial population size of protons to
(1.2 − 1.5) × 106. No Faraday cup measurement was performed on the remaining
population due to time constraints. However, assuming that the integral of the
proton peak in the time-of-flight signal is linearly proportional to the number of
protons, the remaining proton population is 76±1 % of the initial proton population,
which is between (0.9− 1.2)× 106 protons.

5.7 Radial distribution post AR sequence

In addition to time-of-flight measurements, the positive ion plasma was imaged with
the MCP instrument following the AR chirp and well depth cut. Measurements were
performed during both the AR chirp start frequency and AR chirp drive amplitude
scans. Figure 5.14 shows a selection of images that highlight notable changes in the
plasma, which were partially observed in time-of-flight measurements. The positive
ion species appear as at least two overlapping regions of different sizes, most promi-
nently visible in (a) and (e).
The top row of Figure 5.14 shows select images from the AR chirp amplitude scan.
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Figure 5.14: MCP signals sampled from both the chirp amplitude scan (a,b,c,d) and
the chirp start frequency scan (e,f,g,h), all with a common log-scale colour map.
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The largest particle region disappears with a 50 mVpp increase in chirp amplitude
between (a) and (b), leaving only one distinguishable particle region in image (b).
The remaining smaller region is believed to consist of both protons and H+

2 ions,
as both populations cannot be differentiated. As the chirp amplitude increases, the
remaining particle region becomes sparser.
The bottom row of Figure 5.14 presents images from the frequency scan of the chirp
start drive, which reveal only two distinct particle regions. As the chirp start fre-
quencies increase from (e) to (h), the transition between coupling none, some, and
all particles in the largest region’s nonoverlapping area is observed. The optimal
AR chirp configuration is shown in (d), appearing sparse, which aligns with the
corresponding time-of-flight measurements, indicating loss of the proton population
in addition to the intended removal of all other species.

5.8 Isolated protons

After optimising the AR chirp and well depth cut, the remaining protons were ra-
dially diffuse, as shown in Figure 5.15 (b). Two temperature measurements were
obtained, 1.4 × 104 K and 1.5 × 104 K. The protons were radially compressed by
mixing it with a second bunch of positrons and then applying a rotating wall, this
was done to improve the MCP signal of the protons, this also provided sympathetic
cooling to reduce the proton temperature. A second bunch of positrons was ac-
cumulated and transferred to the Atom Trap while the initial positron bunch was
in the Catching Trap. Once the protons were obtained, they were moved to the
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Figure 5.15: Chronologically ordered MCP images with a log-scale colour map. (a)
A positive ion mixture before applying any AR drive. (b) The remaining proton
population after optimal AR drive and well depth cut. (c) Protons after mixing
with a ‘clean’ positron population and sympathetically compressed. The scale bar
is common across (a), (b) and (c), this corresponds to distances within the trap
region.

upstream side of the Catching Trap, and the remaining unused electrodes were used
to capture the second positron bunch. This second bunch was ‘cleaned’ of positive
ions using a heating signal that repeatedly swept across the axial frequencies of all
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positive ions. The remaining positrons and protons were mixed by merging their
two potential wells and then radially compressed using the rotating wall method.
Figure 5.15 (b,c) shows the uncompressed and compressed protons, respectively, af-
ter removing the second positron bunch with the electron kicking method discussed
in Section 2.2.2.
The compressed protons have a temperature of 3.1× 103 K. Only one temperature
measurement was performed, but its accuracy is not of significant importance.
This represents the latest development in the ALPHA apparatus and is a successful
demonstration of the proton source method.

5.9 Conclusion

The isolation of protons from the positive hydrogen ions plasma can be achieved
using the autoresonance technique. Autoresonance, a phenomenon of ion motion
coupling to an externally oscillating electric field generated by an oscillating voltage
applied to an electrode, is a common occurrence in ions trapped within a Penning
trap. Autoresonance can escalate the axial kinetic energy close to ejection energies,
albeit insufficiently for the driven ions to escape the trap. When the axial kinetic
energy is near the ejection energy, thermal fluctuations can stochastically cause
ions to escape. To expedite the removal of driven ions from the trap, the depth of
the electric well can be diminished. Lighter species possess higher axial frequen-
cies compared to heavier species, enabling selective coupling of different ion species.
However, when a targeted light species is driven towards lower axial frequencies,
all heavier species will couple to the drive, leading to their removal. For instance,
targeting H+

2 will also remove H+
3 . In this study, the autoresonance technique was

explored in positive hydrogen ion plasma to identify the drive parameters that could
facilitate the removal of the majority of H+

2 and H+
3 ions, thereby producing an iso-

lated proton plasma.
Predictions of the coupling frequencies for each species were made on the basis of
the mass-to-charge ratio and the chosen potential well shape. Initial attempts with
a shallower electric potential well revealed poor coupling between the target ions
and the drive electric field. Using a deeper electric potential well, the coupling per-
formance was improved, enabling the successful removal of H+

2 and H+
3 ions from

the positive hydrogen ions plasma.
In a single-particle regime, the ion motion would be independent of other ions, leav-
ing species above the initial drive frequency unaffected. However, in the plasma,
lighter species were also observed to be ejected during the autoresonance drive, al-
beit with smaller coupling strengths. This study demonstrated that approximately
24 ± 1% of the initial proton population was ejected from the mixture along with
the heavier hydrogen ions during the isolation sequence. The removal of H+ and H+

2
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was observed for chirps with start frequencies ranging from more than 1 MHz, the
resonant axial frequency of H+

3 , to less than their predicted resonant axial frequen-
cies of 1.7 MHz and 1.2 MHz for H+ and H+

2 , respectively.
Two hypotheses are proposed to explain why a fraction of H+ is coupled and, con-
sequently, ejected from the trap. The first possibility is that the calculated ther-
malisation timescale between positive hydrogen ions was overestimated, leading to
a too-long drive duration during which driven ions could collide, transferring energy
from the heavier driven species to protons. For a single ion at the initial tempera-
ture before the autoresonance (AR) chirp, the average time between collisions was
estimated to be 3 ms. The duration of the final AR chirp is 7 ms, with an additional
1 ms prior to driven-particle ejection, allowing some collisions between protons and
coupled ions to occur. These collisions would elevate the protons’ kinetic energies,
leading to some proton ejection during the well depth cut. However, the collision
rate between protons and heavier ions remains unmeasured, rendering this hypoth-
esis unconfirmed.
The second hypothesis suggests that protons are resonantly coupled with their sub-
harmonic axial frequencies, which are expected to exhibit weaker coupling strengths,
and hence coupling only a fraction of the proton population. Subharmonic coupling
is observed in the signal of ions ejected during the AR chirp, as depicted in Figure
5.6. However, the strength of this effect is currently unknown. The spectra of the
time of flight of the remaining ions are too complex to interpret, which makes this
hypothesis difficult to confirm, as seen in Figure 5.8.
The optimised experimental protocol yields an isolated proton plasma of (0.9 −
1.2) × 106 protons. The final parameters of the autoresonance chirp were a start
frequency of 1.5 MHz, a final frequency of 0.1 MHz, a sweep rate of 200 MHzs−1,
and an amplitude of 5 Vpp. The AR trapping potential is set for electrodes C05
through C11 with the following voltage values: [140, 140, 140, -70, 120, 120, 50]
Volts. All other electrodes are electrically grounded. These parameters are specific
to the Catching Trap design. For experiments employing different Penning trap
geometries, the optimal autoresonance parameters would need to be reassessed.
The isolated proton plasma can be sympathetically cooled with positron plasmas,
mirroring the sympathetic cooling of antiprotons by an electron plasma, as docu-
mented in [102]. Preliminary attempts have yielded successful cooling and com-
pression results. At this stage, the development of the isolated proton plasma can
continue with techniques analogous to those used in antiproton plasma preparation
for antihydrogen production. This gives promising prospects for atomic hydrogen
production in the ALPHA apparatus.
Further discussion can be found in the conclusions in Chapter 6.
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CHAPTER 6

CONCLUSIONS AND FURTHER SCOPE

This research aimed to develop a method for adapting an existing Penning trap to
produce protons on demand within reasonable time scales. Successful generation
and tailoring of protons within minutes was demonstrated using the ALPHA appa-
ratus, which features specialised hardware. However, researchers without access to
such methods may still achieve similar results through modifications.
The generation of positive ions seems applicable to hydrogen-rich vacuums, com-
monly found in liquid helium cryogenic environments. Alternatively, an inlet for
low-pressure hydrogen gas flow through a system might be suitable. Cooling and
tailoring positive ion plasmas rely on the existing ALPHA positron accumulator,
but alternative methods, such as buffer gas cooling, resistive cooling, or sympa-
thetic cooling with neighbouring electrons, are possible. The first two methods
require specialised redesigns or modifications to the Penning trap and its vacuum
system, whereas the latter risk recombination, leading to the production of untrap-
pable neutral atoms and molecules.

6.1 Conclusion

The purpose of generating protons within the ALPHA apparatus is for a variety of
studies and calibrations that are typically performed with antiprotons. The avail-
ability of antiprotons is limited by the operational schedule of the Antiproton Decel-
erator facility. One such study could be the development of an antiproton reservoir
within the Catching Trap, similar to the preparation of electron plasma involved
in magnetometry measurements [38], to provide tailored bunches of antiprotons
for the synthesis of antihydrogen. Another study is the optimisation of the mag-
net beamline calibration, Section 2.6, for efficient antiproton transfer between the
Catching Trap and one of the antihydrogen synthesising experiments, ALPHA-2 and
ALPHA-g. The availability of protons allow for new physics studies within ALPHA
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to be considered, such as hydrogen formation, hydrogen trapping and then in situ
hydrogen-antihydrogen comparisons. These topics will be elaborated upon later in
the further scope.

The time-of-flight measurements presented in this thesis demonstrate an experi-
mental sequence in which a positive ion population was purified into isolated protons,
as shown in Section 5.5. A deconvolution algorithm and analysis were used to quan-
tify the results, detailed in Sections 5.6.1 and 5.6.4, respectively. The initial positive
ions, protons, H+

2 , and H+
3 , were produced by a heated electron plasma causing elec-

tron impact ionisation of the residual gas of the Penning trap, described in Section
4.1. In this study all measurements of the number of positive ions and their axi-
ally integrated radial distributions were destructive, reproducibility of positive ion
production was crucial. Therefore, variations in the trap vacuum quality were mon-
itored to ensure the integrity of the measurements, which was observed as changes
in the number of positive ions generated versus the electron heating time. The pos-
itive ion species were identified by introducing positrons into the mixture, allowing
relative information to be obtained when performing time-of-flight measurements,
as shown in Section 4.6.

Previous ALPHA studies have successfully used an oscillating electric signal
on a trap electrode to perform AR [98, 94], so it was decided that this method
would be used to remove all species except protons. It was believed that the AR
method would require an initially cold plasma to successfully couple the charged
particles to a frequency chirp. However, the initial positive ions were produced by
an energetic production mechanism (eV scale), resulting in an initial temperature of
(3.2±0.4)×105 K, see Section 4.2. Furthermore, the initial positive ions were radially
sparse, as shown in Section 4.5. Positrons were transported into the Penning trap
and mixed with the positive ions, causing the unexpected but useful behaviour of
axialisation of positrons at high radii, which sympathetically compressed the sparse
positive ion cloud. The Penning trap’s 3 T solenoid cooled the positrons via cy-
clotron radiation, which also cooled the positive ions. The evolution of the positive
ion temperature during the full experimental sequence is shown in Appendix D.
The positive ion temperature appears to cool exponentially between capturing and
removing positrons, likely because of the decaying cooling power of the positron cy-
clotron radiation. Using the rotating wall compression method, described in Section
2.2.1, the positron population was targeted for radial compression, sympathetically
compressing positive ions. The positrons were removed with a short electric pulse,
as described in Section 2.2.2.
The resulting positive ion mixture has a population size of (3.0 − 3.8) × 106, a
temperature of 1500± 100 K and a plasma radius of 1.6 mm.

Autoresonance was performed on the remaining cold positive ion plasma by con-
necting a waveform generator via a high-pass filter to one of the trap electrodes.
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1 Load 1.3× 108 electrons in the Catching Trap
2 Set electric potentials of the trap electrodes to nest the electrons within a posi-

tive ion potential well
3 Apply electron heating drive to generate positive ions
4 Wait until 2.4× 106 positive ions are generated, and then turn off heating drive

(Ideally, this duration should be calibrated on a daily basis)
5 Remove electrons
6 Set the trap electric potential to nest a positive ion potential well within the

catching potentials of positrons
7 Transfer positrons into the Catching Trap
8 Change the trap electric potentials slowly to merge the positive ions and

positrons over 12 s
9 Guide the mixed plasma towards the segmented electrode and set the trap elec-

tric potentials to the rotating wall compression potential well
10 Apply a 900 kHz 0.5 Vpp rotating wall compression for 10 s
11 Set trap electric potentials to axially narrow and deep potential well and hold

for 10 s
12 Remove positrons
13 Guide the cold and compressed positive ion plasma to the autoresonance poten-

tial well (manipulations occur over 5.7 s, faster manipulations cause significant
heating)

14 Apply frequency chirp to perform autoresonance and reduce well depth to eject
driven particles

Table 6.1: Full experimental sequence for producing isolated protons

A systematic study determined the optimal configuration of a frequency chirp to
autoresonantly drive nonproton particles. The amount of particles ejected stochas-
tically from the trap was very inefficient. Therefore, the potential well depth of the
trap was reduced to the initial level of the plasma space charge, determined from a
temperature diagnostic measurement, described in Section 2.5.2. The sequence of
steps for proton generation and isolation is listed in Table 6.1.

The ALPHA experiment captures 1.1 × 105 antiprotons every 140 seconds from
the Antiproton Decelerator [102]. In comparison, this experimental sequence gen-
erates approximately (0.9 − 1.2) × 106 protons in 61.3 seconds, not counting the
time required for the generation of positive ions, which depends on current vacuum
conditions, see Section 4.1 Figure 4.6 (b). During the second run, when the vac-
uum degradation reached a steady state, 2.4 × 106 positive ions were generated in
approximately 12 seconds.

6.2 Further scope

Shortly after taking the last data for this study, the Catching Trap system under-
went a significant upgrade in preparation for the new antiproton source, ELENA
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[29], which delivers a reduced energy antiproton beam of 100 keV. In the ALPHA
experiment, antiprotons are caught using a degrader foil specifically designed to opti-
mise the resulting antiproton energy distribution. The Catching Trap can only trap
axial energies up to 5 keV antiprotons. The upgrade involved a major mechanical
redesign, as the new degrader, approximately 1 µm thick, cannot serve as a primary
vacuum window between the vacuum of the ALPHA apparatus and ELENA, unlike
the previous degrader. ELENA antiproton beamlines are expected to operate at
around 10−10 mBar. The absence of a primary vacuum window led to a redesign of
the Catching Trap vacuum system and cryopumping surfaces. Siara Fabbri’s Ph.D.
thesis [30] provides further details.

Since the study in this thesis was performed before the upgrade, some work is
needed to re-establish the proton isolation method. First, feasibility experiments
should be conducted to assess the current vacuum quality either by extending the
duration of positive ion generation experiments or by studying the trap lifetime of
antiprotons captured within the upgraded system. The operating vacuum pressure
can be estimated using the antiproton lifetime.
Second, if the vacuum quality is not sufficient to generate a useful amount of positive
ions, vacuum degradation should be considered. This could potentially be achieved
by isolating the cryogenic Catching Trap vacuum from the rest of the ALPHA ap-
paratus and turning off the Catching Trap vacuum pumps (turbo molecular pumps,
as described in Section 4.1), along with closing a gate valve between the Catching
Trap and the Extra Low Energy Antiproton ring (ELENA). However, this should
be studied within a safe operating mode for the new degrader foil. Alternatively,
if the Catching Trap cannot be degraded, another existing Penning trap within the
ALPHA apparatus could be considered. It is unclear whether the positron accu-
mulator can be adapted due to its distinct electrode stack geometry, described in
Section 2.1.3.

If the vacuum quality in the Catching Trap is sufficiently poor to produce pos-
itive ions at a practical production rate, then the experimental sequences from the
proton isolation study could be implemented within a few weeks. For reference, the
second proton isolation study that produced the AR results shown in Chapter 5
was conducted within a month, including an entire week dedicated to degrading the
vacuum quality.

This study relied on the availability of positrons from the positron accumulator
to tailor and cool the positive ions, as described in Section 4.5. The positron source,
detailed in Section 2.3.2, has a radioactive half-life of 950 days. As the source has
not been replaced, its reduced radioactivity would require durations longer than 70
seconds to accumulate approximately (3.0 − 3.5) × 107 positrons, as shown in the
Appendix C. This extended duration would further increase the proton isolation
sequence time. However, theoretically a four-fold improvement could be obtained
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when positrons are transferred between the Atom Trap and the Catching Trap, as
described in Section 4.3. This improvement would reduce the required positron
accumulation times.

6.2.1 Optimisation of the proton source

Possible modifications to the experimental proton isolation sequences could be con-
sidered to simplify the process or increase the yield of isolated protons:

• Initial attempts to transfer positrons from the Positron Accumulator to the
Catching Trap were unsuccessful. While Faraday cup measurements detected
captured charged particles, no particles could be imaged on the MCP-phosphor
diagnostic. This issue led to the abandonment of a direct transfer and the
focus was on capturing positrons in ALPHA-2 before transferring them to
the Catching Trap. During the early development of transferring positrons
between the Atom Trap and the Catching Trap, an annular positron radial
profile was imaged on the MCP-phosphor diagnostic. This issue was resolved
by holding the captured positrons for several seconds, which is believed to be
due to diocotron damping, discussed in Section 4.3. No attempt was made
to perform a direct positron transfer from the Positron Accumulator to the
Catching Trap with this additional hold time. This approach might lead to an
increased positron transfer efficiency and simplify the experimental sequence
by not involving the Atom Trap.

• In the first development run for proton isolation, the initial number of loaded
positive ions was 1.2 × 107. The same electric potential manipulations were
used as in the second development run. However, the plasma response to the
AR frequency chirp and well depth cut was inconsistent. The well depth cut
was calibrated by conducting the full experimental sequence until the AR chirp
was applied. The well depth was then reduced and the remaining population
was measured with a Faraday cup. This method was time-consuming and not
calibrated daily.

The second development run used two temperature diagnostic measurements,
as described in Section 2.5.2. These measurements were performed daily, and
the well depth cut was adjusted accordingly. A more consistent response to
frequency chirp and well depth cut could be achieved with this calibration
implemented for a positive ion population size of 1.2 × 107.

• Toward the end of the second development run’s data collection, the experi-
mental sequence was altered to exclude positrons. Instead, the sequence ma-
nipulated the initial hot positive ion population within the AR potential well,
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applying a frequency chirp with the optimal chirp configuration and a poten-
tial well depth cut, reducing the potential well depth to 20 eV. Before the
chirp signal, the ion temperature within the AR potential well was measured
twice, resulting in temperatures of 6.05×104 K and 6.13×104 K. Comparison
of time-of-flight measurements taken before and after the frequency chirp and
potential well depth cut steps suggests that AR does occur. The outcome
resembled the cooled and tailored positive ion plasma.

This experimental deviation took only one hour, offering promising prospects
for future considerations. If successful, this approach could substantially sim-
plify the entire experimental sequence, reducing its duration to approximately
10 seconds. Moreover, this simplification would allow for the generation of iso-
lated protons using only a single cryogenic Penning trap, potentially increasing
its appeal for applications beyond ALPHA. However, the hot isolated protons
might alter their composition by reacting with residual gas or triggering further
ionisation events, potentially introducing impurities.

6.2.2 Hydrogen formation studies

The work presented herein was primarily motivated by the aim of generating an
isolated proton plasma to facilitate cold hydrogen production within the ALPHA-2
apparatus. The prospect of trapping and studying hydrogen using the same appa-
ratus and experimental protocol as those employed for antihydrogen allows for a
direct comparison, thereby bolstering the confidence of CPT tests.
The key developments necessary for the preparation of isolated protons for physics
studies can be drawn from the experimental sequences of the ALPHA antiproton.
Similar manipulations of protons can be achieved by simply reversing the polarity
of the voltages applied to the electrode stack, assuming the proton population is
identical in number to the antiprotons involved in the ALPHA sequences. Further-
more, the preparation of electrons, as opposed to positrons, is readily facilitated by
the existing electron gun in the ALPHA-2.
Several critical steps must be taken in this process. First, the transport of proton
plasma from the Catching Trap to the ALPHA-2 trap warrants a thorough study
to minimise transfer losses. Following this, protons must be sympathetically cooled
with a positron plasma and radially compressed to achieve parameters similar to the
antiproton plasma [102].
The strong drive regime evaporative cooling method [37], used for the preparation
of positrons, can be equivalently applied to prepare an electron plasma with pa-
rameters comparable to those of the positrons used for antihydrogen production.
Optimising the parameters of the antimatter plasmas is crucial to enhance the pro-
duction of cold antihydrogen, which requires increasing the overlap between both
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species, decreasing the temperatures of both plasmas, and reducing their radial size
to mitigate the influence of a radially increasing magnetic field generated by the
octupole magnets of the neutral atom trap.
However, the formation of hydrogen cannot be verified by existing antihydrogen de-
tectors, which rely on annihilation detection. This presents an initial challenge to
confirm hydrogen production. One potential solution could be to ionise hydrogen
and detect the resulting protons with one of the MCP detectors at the axial ends
of the traps. To determine whether hydrogen formation can occur in the ALPHA-2
trap, the initial study does not require the production of cold and trappable hydro-
gen. A similar scheme to the one developed by the ATRAP group, which previously
demonstrated the detection of antihydrogen formation by field ionisation within a
Penning trap, could be adopted [103].
Antiproton-positron mixing produces antihydrogen atoms in a variety of electronic
states, including high principal quantum number states (Rydberg states). The dis-
tribution of these states depends on the mixing conditions, such as temperature
and plasma manipulation. The binding energy in the Rydberg states is significantly
lower than that of the ground states, enabling ionisation with the electric fields
achievable in the ALPHA-2 Penning traps.
Figure 6.1 illustrates an example electric field produced by the Atom Trap mixing
region, suitable for on-axis field ionisation of high Rydberg state hydrogen. The
electric field strength required to field ionise hydrogen from the Rydberg state can
be estimated using the classical formula F = 3.2 × 108/n4 V/cm [104], where n is
the principal quantum number of a Rydberg state. In the present configuration, the
largest DC electric fields that can be produced by Penning trap electrodes within
the ALPHA-2 Atom trap mixing region are on the order of 40 V/cm, as shown in
Figure 6.1. In theory, this electric field strength could field-ionise Rydberg states
of a principal quantum number greater than 53. However, in principle higher volt-
age power supplies can be used safely in this system to obtain larger electric field
strengths.
Initial ALPHA antihydrogen experiments have produced a wide range of Rydberg

states, although later production protocols have reduced the distribution of initial
Rydberg states during formation to principal quantum numbers too low to be field
ionised. However, by mixing positrons and protons at hotter temperatures, the ini-
tial Rydberg state distribution during formation could be modified to enhance larger
Rydberg values.
When protons are dumped into the electrons, the proton momentum is directed in
one way. A proton that does not capture an electron will be deflected by further
electric fields, whereas a proton that does capture an electron becomes electrically
neutral and can travel through the electric fields. As the hydrogen atom moves
further, it travels through a large static electric field that can field-ionise the hy-
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Figure 6.1: An example of an electric potential within the Atom Trap mixing region
suitable for field ionisation of high Rydberg state hydrogen. (a) The solid black line
is the on-axis electric potential and the dashed black line is the applied voltages
on the electrodes. (b) The on-axis electric field corresponding to the same applied
voltages as shown in (a).

drogen atom depending on its Rydberg state. Protons produced in the electric-field
ionisation process are recaptured in the dedicated potential well, from which they
can be ejected towards the MCP detector.
This method can also be used to determine the Rydberg state distribution of hydro-
gen by modifying the electric-field strength in the ionisation region. Although the
field ionisation detection technique could confirm whether hydrogen can be formed
in principle in the ALPHA-2 trap, this study would produce very few cold hydrogen
atoms, making trapping rates impractical.
The formation of cold hydrogen for trapping, using a technique similar to ALPHA’s
antihydrogen production [102], will produce very few Rydberg states of high princi-
pal quantum number, making detection by electric field ionisation unsuitable. The
trapped hydrogen atom will deexcite to its ground state, just as the trapped anti-
hydrogen.
ALPHA studies detect trapped antihydrogen atoms by ejecting them from the neu-
tral atom trap volume toward the inner apparatus walls. Charged pion products
of antiproton annihilation are detected by external detectors surrounding the trap.
This detection method is not possible with hydrogen.
During the ALPHA 1S-2S spectroscopy measurements, antihydrogen is photoionised
by 243 nm laser light, and the product antiprotons escape outward, annihilating on
apparatus surfaces. In order for protons to be detected, they would have to be di-
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rected towards an internal detector, such as the MCP, installed on the central axis.
The product protons of photoionised hydrogen would have to be recaptured using
the Penning trap electric potentials and then ejected toward the MCP. Although
ALPHA experiments have attempted to recapture antiprotons from photoionised
products, these attempts have not been successful to date.
A detection method capable of detecting both hydrogen and antihydrogen could
potentially rely on the detection of photons emitted by both atoms, for instance,
fluorescence from the 2P-1S transition (121.6 nm). The integration of silicon pho-
ton multiplier chips for ultraviolet light detection within the Penning trap electrode
stack is currently being investigated [105].
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APPENDIX A

TIME-OF-FLIGHT ANALYSIS - ALL FITS AND
MEASURES OF ERROR

Both figures A.1 and A.4 show the Gaussian curves and the Maxwell-Boltzmann
time-of-flight curves fitted to the AR chirp start frequency scan. The amplitudes of
the curves are shown as a heat map, where red indicates positive amplitudes and blue
indicates negative amplitudes. The raw signal shown in (a) and the deconvolution
signals are shown in (b), there is a clear reduction in negative amplitudes which are
features introduced by the detector readout chain and seen as undershooting. The
deconvolution relies upon the choice of guessing the real particle-current distribution,
in this case a Gaussian distribution was chosen. Then three Gaussian curves were
fitted to the deconvolved signal, as seen in (c). The residual errors between the
Gaussian fits and the deconvolved signal are shown in (d); different colours are used
to indicate positive and negative residuals due to the use of a different scale of
amplitude values. The residuals oscillate between negative and positive values for
start frequencies up to 1 MHz.
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Figure A.1: The chirp start frequency scan measurements are shown above along
with the corresponding analysis, which assumes a Gaussian particle-current distribu-
tion. The raw data amplitudes were normalised with respect to the maximal voltage
from this scan’s set of measurements. (a) The raw data shows red bands of particle-
current and blue bands of negative valued signal. (b) The Gaussian deconvolved
signals, which use a residual minimising chosen Gaussian signal shape. (c) Residual
minimising Gaussian fits for each start frequency value. (d) The residual values of
the Gaussian fit, coloured with an alternative (Purple-Orange) colour map.

Figure A.2: The chirp start frequency scan measurements are shown above along
with the corresponding analysis, which assumes a Maxwell-Boltzmann time-of-flight
distribution. The raw data amplitudes were normalised with respect to the maximal
amplitude from this scan’s set of measurements.(a) The raw data shows red bands of
particle-current and blue bands of negative valued signal. (b) Maxwell-Boltzmann
time-of-flight deconvolved fits. (c) Residual minimising Maxwell-Boltzmann time-
of-flight fits for each chirp start frequency value. (d) The residual values of the
Maxwell-Boltzmann time-of-flight fit, coloured with an alternative (Purple-Orange)
colour map.
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Figure A.3: The chirp amplitude scan measurements are shown above along with the
corresponding analysis, which assumes a Gaussian particle-current distribution. The
raw data amplitudes were normalised with respect to the maximal amplitude from
this scan’s set of measurements. (a) Raw data show red bands of the particle current
and blue bands of negative valued signal. (b) Gaussian deconvolved signals, which
use a residual minimising chosen Gaussian signal shape. (c) Residual minimising
Gaussian fits for each start frequency value. (d) The residual values of the Gaussian
fit, coloured with an alternative (Purple-Orange) colour map.
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Figure A.4: The drive amplitude scan measurements are shown above along with the
corresponding analysis, which assumes a Maxwell-Boltzmann time-of-flight distribu-
tion. The raw data amplitudes were normalised with respect to the maximal voltage
from this scan’s set of measurements.(a) The raw data shows red bands of particle-
current and blue bands of negative valued signal. (b) Maxwell-Boltzmann time-
of-flight deconvolved signals, which use a residual minimising the chosen Maxwell-
Boltzmann time-of-flight signal shape. (c) Residual minimising Maxwell-Boltzmann
time-of-flight fits for each drive amplitude value. (d) The residual values of the
Maxwell-Boltzmann time-of-flight fit, coloured with an alternative (Purple-Orange)
colour map.
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Figure A.5: Various measures of the Gaussian fit error, shown as blue dots, and
Maxwell-Boltzmann time-of-flight fit error, shown as red squares, from the start
frequency scan. (a) The R2, the coefficient of determination. (b) The root mean
squared error. (c) The sum of squares due to error. (d) The degrees of freedom in
the error. (e) The degree of freedom adjusted coefficient of determination.
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Figure A.6: Various measures of the Gaussian fit error, shown as blue dots, and
Maxwell-Boltzmann time-of-flight fit error, shown as red squares, from the drive
amplitude scan. (a) The R2, the coefficient of determination. (b) The root mean
squared error. (c) The sum of squares due to error. (d) The degrees of freedom in
the error. (e) The degree of freedom adjusted coefficient of determination.
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APPENDIX B

TWO COMPONENT AXIALLY INTEGRATED RADIAL
PROFILE FIT

In the ALPHA group, axially integrated radial profiles are analysed using the Gaus-
sian power curve given by:

N (ρ) = a exp
(
−
[ρ
b

]n)
, (B.1)

where ρ is the radial position, b is the plasma radius, a is the plasma peak value, and
n is the Gaussian power. This fit is empirically justified. It can be further extended
to the context of a two-component plasma with a single sign charge. The ratio of
the radial density distribution of two individual components is given by Equation
28 from Chapter 11 of Trapped Charged Particles by M. Knoop, N. Madsen, and
R. C. Thompson. This equation assumes thermal equilibrium and is expressed as:

′NB (ρ)

NA (ρ)
= CBA exp

(
1

2 kB T
[MB −MA]ωρρ

2

)
(B.2)

= CBA exp

([cρ
b

]2)
. (B.3)

In this context, the distribution of the radial density of the heavier component
‘B’, with mass MB, is denoted NB (ρ) and the lighter component ‘A’, with mass
MA, is denoted NA (ρ). Additionally, the constant CBA is related to the fractional
amount of each of the two species. T is the equilibrium temperature and ωρ is the
bulk rotation frequency around the axisymmetric axis of the Penning trap. These
plasma constants are not determined and instead are merged into the quotient of fit
parameters c and b, where b is the same length-scale parameter as in the Gaussian
power curve.
Since Equation B.1 has been found to be appropriate for a single-component plasma,
it is chosen to be used with the primary (centre) component. Rearranging Equation
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B.3 and substituting Equation B.1 for NA, we obtain a massive Gaussian power
curve:

NB (ρ) = NA (ρ)CBA exp

([cρ
b

]2)
(B.4)

= a′ exp
(
−
[ρ
b

]n)
CBA exp

([cρ
b

]2)
(B.5)

= a′CBA exp

(
−
[ρ
b

]n
+
[cρ
b

]2)
(B.6)

NB (ρ) = a exp

(
−
[ρ
b

]n
+
[cρ
b

]2)
. (B.7)

Experiments performed by ALPHA feature a two-component plasma, the electron-
antiproton plasma, which has been observed to centrifugally separate in a high-
strength magnetic field Penning trap [106]. Typically, two-component plasmas’ ra-
dial profiles are usually compared to simulations, the proposed massive Gaussian
power curve provides a measurable parameterisation for both components. This
enables the quantification of the degree of centrifugal separation independent of
simulations.
Figure B.1 presents example measurements of electron-antiproton plasmas using the
extended fitting curve, demonstrating its suitability for this context. The centre col-
umn displays the radial distributions of the antiproton component of the plasma.
As shown, the antiproton component exhibits increased centrifugal separation down
the rows, a phenomenon captured by the increasing values of the c parameter.
A relevant parameter is the plasma radius, typically defined as the radial distance
from the plasma centre where the intensity decreases by a factor of exp(−1). For
the Gaussian power curve, this value is simply represented by the parameter b. The
maximum value of the massive Gaussian power curve can occur at any radial point,
necessitating an extended definition of the plasma radius. In this case, it represents
the farthest radial position where the value has decreased by a factor of exp(−1)
from the maximum value.
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Figure B.1: The left column displays MCP images of electron-antiproton plasma,
with identified components indicated by white dashed ellipses. The centre and right
columns show the average MCP light intensity radially outward for each identified
plasma component as red dots, whereas the statistical standard deviations are rep-
resented by red bars. The blue line corresponds to a fitted massive Gaussian power
curve.
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APPENDIX C

POSITIVE ION RUN 2 - DAILY BASELINE
MEASUREMENTS OF POSITRON ACCUMULATION

During the positive ion study, it was crucial to monitor the number of accumulated
positrons over fixed time intervals, as this information indicated when a new neon
moderator of the positron source needed to be regrown and whether any instabili-
ties in the measurements required further inspection of the accumulator hardware.
Figure C.1 shows the baseline measurements from the second run of the positive ion
study for fixed accumulation times of 50 s and 70 s.
The timeline can be divided into three periods. The earliest period exhibits signifi-
cant instability in the 70 s accumulation baseline, which was caused by a burnt-out
resistor on a high-pass filter connected to a segment of the segmented electrode.
During the 2nd of September 2020, the resistor was fixed and a new neon moderator
was grown, leading to a much more consistent baseline.
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Figure C.1: The daily baseline of positron accumulation, this measurement has a
fixed accumulation time followed by ejecting the positrons to the Catching Trap
degrader foil, which serves as a Faraday cup. Red dots and blue dots correspond to
fixed accumulation times of 50 s and 70 s, respectively.
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APPENDIX D

POSITIVE ION TEMPERATURE FULL SEQUENCE

The temperature of positive ions can influence the generation of additional positive
ions, which motivated efforts to minimise the temperature. Figure D.1 shows the
temperature at key points during the optimised full sequence.
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Figure D.1: Positive ion temperature at key points within the full proton generation
sequence.
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APPENDIX E

POSITIVE ION TOY MODEL AXIAL FREQUENCY
PREDICTIONS

The axial frequencies of positive ions within the Catching Trap AR well, as shown in
Figure 5.1, were calculated after performing the experiment to improve the interpre-
tation of the results. These calculations are somewhat basic, as they only consider
the motion of single particles along the axial degree for specific radial positions,
disregarding radial motion. The trapping electric potentials were computed for a
mesh of positions using COMSOL software, with an axial resolution of 12 µm and
a radial resolution of 7 µm.
The natural cubic spline method, where the second derivatives of the spline poly-
nomials are set to zero at the endpoints of the interpolation interval, was employed
to interpolate the electric potential at nonmesh points, as it enforces smoothness.
The electric potential due to the space charge was determined using a closed Poisson
solver. In this process, an initial particle density distribution is estimated, the space
charge electric potential is calculated, and then a new particle density distribution
is computed. This new distribution must have an axially integrated radial profile
that aligns with the measured MCP images. The last two steps are iterated until
the particle density distribution converges.
The absence of centrifugal separation in MCP images of the positive ion mixture
suggests that the thermal energy is greater than the outward centrifugal forces of
the rotating plasma. This observation has been used to justify neglecting terms with
an order higher than the first in the plasma rotational frequency. Consequently, the
force balancing equation can be reduced to one that describes a single component
plasma, simplifying the analysis.
Convergence was considered achieved when the total integrated difference between
successive particle distributions was less than 1%. To reach convergence, the spacing
of the interpolated position mesh needed to be smaller than the Debye length scale,
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which increased the computational time for colder input temperatures. To overcome
this, an initial hot converged particle density distribution was calculated and used
as the initial guess distribution for a slightly colder input value. This process was
repeated iteratively, fractionally lowering the temperature at each step until the de-
sired cold temperature solution was obtained.
A single particle axial frequency, ωaxial, at a fixed radial position can be determined
knowing both the axial path travelled by the particle for a specific total energy,
Kmax, and the particle velocity at each position along the path. The time period of
motion can be determined from the closed axial integral of the reciprocal velocity
of the particle. This can be expressed in terms of energy as follows:

2π

ωaxial(Kmax)
=

∮ √
m

2K(z,Kmax)
dz, (E.1)

where K is the particle kinetic energy dependent on the axial position and Kmax

denotes the total particle energy. For a specific trapping electric potential, ϕ(z),
Kmax parameterises the axial path of the particle, defining the maximum extent to
which the particle can travel along either direction of the axis. The stored energy of
the electric potential qϕ̄(z) = qϕ(z)− qϕmin represents the electric potential relative
to the minimum electric potential accessible within the path of the trapped particle.
Consequently, the particle kinetic energy can be expressed as a function of both the
total particle energy and the axial position-dependent electric potential:

K(z,Kmax) = Kmax − qϕ̄(z). (E.2)

The integral was calculated by finding the turning points of the particles for a spe-
cific total particle energy Kmax, integrating between the two axial positions and
multiplying by a factor of 2 to account for the closed path. The axial frequency to
total particle energy curves were calculated for both the vacuum electric potential
of the AR well electrode configuration and the space charge included electric poten-
tial obtained using the previously described closed Poisson solver. These curves are
shown in Figure 5.2.
The calculations were performed for two radial positions: the on-axis (electrode
centre) and off-axis at 1.6 mm, which represents the plasma radius used when calcu-
lating the space charge contribution to the electric potential. These radial positions
are meant to approximate the range of axial frequencies experienced by the trapped
particles.
The electrode-only electric potentials are determined by the known trap geometry,
but the prepared positive ion mixture can vary in the number of positive ions and
its temperature. As a result, the particle density distributions were calculated for
various combinations of lower and upper experimental error bounds, taken from Ta-
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thermal average
1500± 100 K electrodes + space charge electrodes only

species on-axis (MHz) plasma radius (MHz) on-axis (MHz) plasma radius (MHz)
proton 0.3643 - 0.4340 0.7251 - 0.8515 1.723 1.744
H2+ 0.2575 - 0.3068 0.5126 - 0.6019 1.218 1.233
H3+ 0.2104 - 0.2506 0.4188 - 0.4918 0.9952 1.007

Table E.1: Temperature averaged axial frequencies of the three hydrogen ion species
within the Catching Trap AR well.

zero energy electrodes + space charge electrodes only

species on-axis (MHz) plasma radius (MHz) on-axis (MHz) plasma radius (MHz)
proton 0.2580 - 0.3280 0.6483 - 0.7848 1.724 1.745
H2+ 0.1823 - 0.2319 0.4583 - 0.5547 1.218 1.233
H3+ 0.1490 - 0.1895 0.3744 - 0.4532 0.9954 1.008

Table E.2: Linearly interpolated zero energy axial frequencies of the three hydrogen
ion species within the Catching Trap AR well.

Max Frequency electrodes + space charge

species on-axis plasma radius
proton 1.536 - 1.556 MHz [ 10.27 - 10.38 eV ] 1.585 - 1.604 MHz [ 8.963 - 9.037 eV ]
H2+ 1.086 - 1.100 MHz [10.27 - 10.38 eV ] 1.121 - 1.134 MHz [8.963 - 9.037 eV]
H3+ 0.8870 - 0.8988 MHz [10.27 - 10.38 eV ] 0.9155 - 0.9261 MHz [8.963 - 9.037 eV]

Table E.3: Maximum axial frequencies of the three hydrogen ion species within the
Catching Trap AR well. Square brackets indicate the respective axial energies.

ble 4.2, and their corresponding space charge electric fields were used to constrain
the range of calculated axial frequencies.
Refer to tables E.1 to E.3 for notable values extracted from the curves shown in
Figure 5.2. The axial frequency is scaled by the square root of the particle mass, as
seen in Equation E.1. Therefore, the axial frequency to axial energy curves can be
scaled to any species of interest, such as the three lightest hydrogen positive ions.
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