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a b s t r a c t 

Responsibilizing governments provide advice about how to manage a variety of risks. If citizens do not 

heed the advice and things go wrong, they are expected to accept the adverse consequences with- 

out complaint. However, in some cases, citizens are unable or unwilling to embrace these government- 

assigned responsibilities and to act on the advice, for a variety of valid reasons. It may be appropriate for 

governments to provide more direct support: in essence, deresponsibilizing citizens who struggle to em- 

brace the responsibility. In this paper, we explore whether US citizens would be willing to accept more 

help from their government in the cyber realm. Using two studies, we find that perceptions related to the 

government’s competence and benevolence are necessary pre-requisites for a willingness to be derespon- 

sibilized, and also that many respondents did not have confidence that either of these were sufficient. 

This deficiency might well render governments’ well-intended deresponsibilization endeavours futile. We 

conclude by proposing deresponsibilization strategies that acknowledge and accommodate this. 

© 2023 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Cybercrime poses a global threat to online safety and secu- 

ity ( Hernandez-Castro & Boiten, 2014 ; Jewkes, 2013 ; Nasser Al- 

habib & Tiago Martins, 2021 ). Notably, cybercrime attacks have in- 

reased in intricacy, requiring sophisticated practical skills to pre- 

ent and resist them ( Cascavilla et al., 2021 ; Phillips et al., 2022 ).

owever, despite this, neoliberal governments often “responsibi- 

ize” their citizens in this regard ( Renaud et al., 2020 ), expecting 

hem to take care of their own cyber-safety and security. Respon- 

ibilization entails giving citizens a great deal of sound advice for 

anaging some particular risk, and then expecting them to shoul- 

er the burden and reduce the risk to themselves by following the 

dvice ( Giesler & Veresiu, 2014 ), or accept the consequences. 

Responsibilization ostensibly demonstrates government com- 

itment to individual freedom ( Biebricher & Johnson, 2012 ). 

asquelier (2017) explains that: “a range of legal, economic and cul- 

ural resources are mobilized in an effort to compel individuals to re- 

ard themselves and/or others as personally responsible for their ac- 

ions ” (p. 47). Neoliberal governments expect their citizens to be 
∗ Corresponding author at: University of Strathclyde, Glasgow, UK. 
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ndependent and self-steering, arguing that this respects their need 

or autonomy and adulthood. The aim is to produce “self-reliant cit- 

zens who do not make too many demands on government services ”

p.2) ( Trnka & Trundle, 2017 ). In essence, responsibilization allows 

he neoliberal state to “govern from a distance” ( Bellamy, 2022 ). 

Some believe that this stance goes back to politicians like Mar- 

aret Thatcher ( Masquelier, 2017 ), who famously believed that 

here was no such thing as society, only individuals who ought to 

ccept personal responsibility for all aspects of their lives. Her aim 

as to cut back state provisions ( Harvey, 2005 ). One could go back 

ven further to Milton Friedman (1962) , who considered state in- 

erference a bar to self-determination. Whatever the provenance 

f the ideology, responsibilization is something of a long-standing 

trategy that is embraced by many Western governments. With the 

mergence of the cyber domain threats, governments chose to ap- 

ly this familiar strategy, responsibilizing citizens to manage the 

ybersecurity risk themselves ( Renaud et al., 2020 ). 

Avigur-Eshel argues that responsibilization focuses on “‘how’ 

uestions, while questions of ‘who’ and ‘why’ are considered sec- 

ndary at best ” ( Avigur-Eshel, 2018 , pp.512). In particular, some cit- 

zens ( the who ) are unable to accept the assigned responsibility by 

mplementing the advice ( the how ), for a variety of reasons ( the 

hy ). In fact, Brown (2019) found that responsibilization could be 

ounterproductive, actually working against a sense of personal au- 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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1 https://www.professorbuzzkill.com/reagan- terrifying- words/ . 
onomy in situations where people experienced insuperable diffi- 

ulties embracing their government-imposed responsibilities. 

Clarke (2016) points out that responsibilization can also im- 

ly abandonment of citizens. In many cases, responsibilization can 

ead to anxiety and unwarranted guilt and, in the cybersecurity do- 

ain, breaches by cyber criminals. Gray (2009) makes the point 

hat responsibilization affects people differently, especially when 

ower issues are not acknowledged. Ekendahl et al. (2019) explain 

hat responsibilization often myopically focuses on a person’s be- 

aviours instead of considering why people behave in a partic- 

lar way. As such, it is a particularly naïve strategy because it 

oes not address causatives, enablers and barriers to acting upon 

overnment-issued advice, however comprehensive and valuable it 

s. This applies particularly to the cybersecurity domain, given that 

eople’s insecure behaviours, or lack of precautionary behaviours, 

re likely to be symptoms of other issues which will not be solved 

y bombarding people with copious advice and leaving them to get 

n with it ( Renaud & Coles-Kemp, 2022 ). 

In other domains, it has latterly been acknowledged that dis- 

sters have occurred because responsibilities have been inappro- 

riately assigned to individual citizens. For example, Pellandini- 

imányi and Conte (2020) explain that after the widespread slump 

f 2008, the over borrowing was blamed on Hungarian banks’ un- 

thical behaviours rather than on people failing to embrace their 

duciary responsibilities. 

In this paper, we contemplate cyber-related responsibilization. 

enaud et al. (2018) argue that a responsibilization strategy is 

ikely to fail when: (1) citizens need to possess exceptional skills 

o manage the risk, and (2) a citizen’s failure to act in accordance 

ith their assigned responsibilities impacts other citizens. Renaud 

t al. point to cybersecurity as a prime example of this kind of 

isk, an instantiation of Bergström’s (2018) assertion that responsi- 

ilizing governments often decentralise responsibility for personal 

afety and security. When this responsibilization strategy fails, the 

isk is not managed, and harms result both for the citizen and oth- 

rs in their community. 

Certainly, it seems that responsibilizing governments implicitly 

xpect everyone to be cybersecurity experts, based on the exis- 

ence of their cybersecurity responsibilization strategy. This is un- 

oubtedly unrealistic. In the first place, cybersecurity skills are rel- 

tively rare in the general population ( John et al., 2020 ). This is a

onsequence of the widespread specialisation approach, which is 

he order of the day in the 21 st century ( Sowell, 2022 ). In the sec-

nd place, computer viruses demonstrate viral qualities, so a fail- 

re by one person to take precautions is likely to endanger other 

eople’s devices and information ( Camp et al., 2019 ). It is natural 

or cyber criminals to exploit those who do not, or cannot, shoul- 

er their assigned responsibilities. Given the global success rates 

f cyber criminals ( Zaharia, 2023 ), it seems appropriate to ques- 

ion the wisdom of governmental cybersecurity responsibilization 

cross the entire population. 

Indeed, Renaud et al. (2018) argue for a cybersecurity derespon- 

ibilization of citizens, given the required expertise and epidemio- 

ogic nature of cyber compromises. Such deresponsibilization has 

ccurred in other domains, where governments have re-accepted 

esponsibility to protect their citizens from risks related to: slave 

raders ( Rodger, 2004 ), fire fighting ( Mohun, 2013 ), and the im-

acts of prostitution ( van Wijk & Mascini, 2019 ), to mention only 

hree examples. These areas epitomise Renaud et al.’s two dimen- 

ions: (1) the risks require specialist skills to address, and (2) a 

itizen’s failure to act in accordance with their assigned responsi- 

ilities can lead to calamitous or contagious consequences for oth- 

rs. 

However, Bredewold et al . (2018) argue against government in- 

ervention, claiming that responsibilized citizens ought to be sup- 

orted in coming up with their own solutions, with the help of 
2 
amily, friends, neighbours and informal carers. Ronald Reagan fa- 

ously said 

1 that the nine most terrifying words in the English 

anguage are: ‘ I’m from the government and I’m here to help .’ This 

uote might be used by those who would oppose citizen dere- 

ponsibilization of cybersecurity, perhaps believing that it would 

onstitute government over reach. 

If governments do decide to provide more direct cybersecurity- 

elated support to their citizens, we cannot assume that such dere- 

ponsibilization would be acceptable to citizens. The purpose of 

his paper is to explore the acceptability of cybersecurity dere- 

ponsibilization to US citizens. As such, we seek to answer the fol- 

owing questions: 

RQ1: which factors influence US citizen acceptance of cyberse- 

curity deresponsibilization by government. (Study 1) 

RQ2: what are citizens’ subjective opinions of the significant 

factors that emerged from the first study? (Study 2) 

We discuss our findings, as well as their research and practical 

mplications, before concluding. Additionally, and given our use of 

bbreviations during the process of theory development and anal- 

sis, we refer readers to the glossary of abbreviations which can 

e located in the appendix (Table A.5). 

. Theoretical foundationS 

.1. Responsibilization 

Hache (2007) explains that responsibilization is a new way of 

hinking and behaving that is encouraged by governments. In the 

rst place, they make certain kinds of behaviours undesirable (e.g., 

eing on welfare) and other kinds of behaviour desirable (e.g., tak- 

ng personal responsibility). The government essentially: “calls for 

elf-transformation, for a change in behavior and way of thinking ”

 Hache, 2007 ), thereby promoting self-sufficiency, under the man- 

le of self-empowerment. A great deal of research has been pub- 

ished to capture the nature and dimensions of responsibilization 

 Birk, 2017 ; Trnka & Trundle, 2017 ). 

However, Hache cites Stengers (2003) to argue that empower- 

ent is a collective rather than an individual process. In effect, the 

tate fails in its duties and then assigns responsibilities to individ- 

als and labels them irresponsible if they are unwilling or unable 

o shoulder these. Hache concludes by asking “Who has the means 

or this responsibility ?” Hache cites Castel and Haroche (2001) to 

rgue that responsibilization leads to a ‘dual society’ where there 

re those who are able to be responsibilized, and those who are 

ot. The latter are weakened even further by each added responsi- 

ility and have to face the consequences of their incapacity to do 

omething that was unfairly imposed on them in the first place. 

Under the banner of responsibilization, citizens can have 

heir rights compromised, and their welfare provisions withdrawn 

 Masquelier, 2017 ). Some researchers have investigated contexts 

here responsibilization fails e.g., medical treatment ( Dent, 2007 ) 

nd criminals being released from jail without support ( Hart, 

016 ). Masquelier (2017) points out that responsibilization strate- 

ies do not take account of structural inequalities and explains that 

 responsibilization strategy merely legitimises unequal power re- 

ations. The core assumption underlying responsibilization is that 

ndividual capacity to embrace such responsibilities is universal 

 Bauman, 1997 ). It is hardly necessary to point out that when it 

omes to cybersecurity, this is naïve. 

When responsibilization’s underlying assumptions crumble, 

ther institutions will step in to fill the gap. Those stepping in nat- 

rally charge for their services, so it is likely that those who need 

https://www.professorbuzzkill.com/reagan-terrifying-words/
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upport and assistance most will not receive it. In general, leaving 

itizens at the mercy of profit-seeking organizations tends not to 

ork well in high-risk domains ( Renaud et al., 2018 ). 

Pellandini-Simányi and Conte (2020) explain that “de- 

esponsibilization operates through a top-down, sovereign form 

f governance. It does not replace, yet constrains the fields of ne- 

liberal governmentality and responsibilization, constituting a hybrid 

overnance system of ‘controlled freedom’ ” (p.1). Some researchers 

onsider how deresponsibilization could be achieved ( Brisman 

 South, 2015 ; Pellandini-Simányi & Conte, 2020 ), but the cy- 

ersecurity domain is not directly addressed, apart from Renaud 

t al. (2021) , who suggest that uncertainty might play a role in 

eterring deresponsibilization effort s. However, these authors did 

ot empirically confirm the role of uncertainty in deterring the 

cceptance of cybersecurity deresponsibilization. 

.2. Cybersecurity: Current Landscape 

Cybercrime is an escalating problem for individuals globally, 

nd in the United States. In 2020, the Internet Crime Complaint 

enter (IC3) received a record number of complaints of suspected 

nternet crime, with 791,790 complaints and total reported losses 

xceeding $4.1 billion ( IC3, 2020 ). While organisations are un- 

eniably targeted, so are individuals ( Cyber Security Intelligence, 

022 ). By 2018, one in four Americans had fallen victim to cy- 

ercrime ( Reinhart, 2018 ). Individuals are compromised via phish- 

ng, vishing, cyber stalking, credit card skimming, intellectual prop- 

rty crimes and identity theft ( Cyber Security Intelligence, 2022 ). 

his can be devastating for victims ( Rochester’s News Talk, 2023 ; 

NW, 2019 ; Her Money Moves, 2019; BBC, 2020 ). Some demo- 

raphics, such as the elderly, are particularly vulnerable to cyber- 

rime ( Action Fraud, 2019 ). It is clear that cybercriminals are hav- 

ng unacceptable levels of success in carrying out their nefarious 

ctivities. 

Now, consider that many governments cyber responsibilize 

heir citizens ( Renaud et al., 2020 ), which means that they are 

iven advice to prevent them from falling victim, and then left to 

et on with managing the risk. Government reasoning in adopting 

his strategy appears to be based on three underlying and implicit 

ssumptions: (1) the right advice can be agreed upon, (2) every 

itizen is able to follow such advice, and (3) one citizen’s failure 

o follow advice will not expose other citizens to harm. These are 

awed assumptions. Consider that: 

1) Even experts disagree about the most important precautions 

that the average computer user ought to implement ( Ion et al., 

2015 ; Redmiles et al, 2020 ), which confirms the elusiveness of 

a “one truth” set of cybersecurity precautions to implement. 

2) Strawser and Joy (2015) argue that it is unreasonable to as- 

sume that the average citizen will have the skills to embrace 

their cybersecurity responsibilities i.e. to follow technical ad- 

vice. Renaud et al. (2018) argue that the general public often 

does not have the skills required to apply the recommended 

precautions. It is important to note that it is acknowledgement 

of this facet that often leads to deresponsibilization of citizens 

in particular risk domains ( Pellandini-Simányi & Conte, 2020 ). 

3) Cyber-attacks tend to spread across networks. Computer viruses 

demonstrate the same contagion as viruses that infect humans 

( Camp et al., 2019 ). This means that one person’s misfortune 

in falling victim is likely to impact others as well. As an exam- 

ple, consider the WannaCry ransomware attack of 2017, which 

quickly spread across the UK’s national health service, crippling 

some health boards and preventing surgeries and treatments 
until the ransomware’s spread had been halted. t

3 
.3. Cybersecurity Deresponsibilization Acceptability 

We wanted to understand what would make deresponsibiliza- 

ion acceptable and effective if governments came to the realisa- 

ion that their cybersecurity responsibilization strategy was un- 

orkable, at least for particular sectors of society. 

Deresponsibilization relies on citizen willingness to accept as- 

istance from governments. This will only happen if they trust 

heir government, given that trust is a necessary prerequisite for 

cceptance to occur ( Salvi & Spagnoletti, 2020 ). The notion of trust, 

ccording to Schoorman et al. (2007) , is the willingness of a trustee 

the recipient of trust or the party to be trusted – the government) 

o perform a particular function important to the trustor (the party 

hat trusts the target party – the citizen). Such trust is based on a 

rustor’s prior experience of the entity asking for trust ( Liang et al., 

021 ). 

Grimmelikhuijsen and Knies (2015) explain that trust can be 

easured on three dimensions: benevolence, competence and in- 

egrity. In exploring deresponsibilization acceptance factors, we 

ill thus measure: (1) perceived government cybersecurity-related 

enevolence and (2) perceived government cybersecurity-related 

enevolence. Integrity is defined as: “the extent to which a citi- 

en perceives a government organization to be sincere, to tell the 

ruth, and to fulfill its promises ” (p. 587). Cybersecurity derespon- 

ibilization is likely to involve installation of government-issued or 

recommended software, or to permit government bodies to access 

heir devices in order to “clean” them of malware. Acceptance of 

eresponsibilization will require citizens to trust in the integrity of 

overnment issued software. Hence, we also measure: (3) trust in 

echnology as a proxy for integrity in this context. 

1) Perceived Governmental Cybersecurity Benevolence 

The Snowden revelations shook Americans’ faith in the benev- 

lence of their government ( Byman & Wittes, 2014 ; Chen, 2016 ). 

his is relevant to the cybersecurity deresponsibilization agenda, 

ecause people might be concerned about allowing the govern- 

ent to gain control over their devices. Indeed, Degli-Esposti et al. 

2021) make a direct link between perceived governmental benev- 

lence and acceptance of surveillance technologies. A lack of gov- 

rnment oversight might compromise perceptions of government 

enevolence ( Moore, 2011 ). It is this aspect that Snowden at- 

empted to highlight with his activities. 

Hence, we argue that: 

ypothesis 1 (H1) . Perceived governmental cybersecurity benevo- 

ence will positively influence citizens’ willingness to be derespon- 

ibilized. In other words, the more benevolent citizens perceive 

heir government to be, the more likely they are to accept cyber- 

ecurity deresponsibilization. 

2) Perceived Governmental Cybersecurity Competence 

According to Berger and Calabrese’s definition (p.41) uncer- 

ainty about another party is an “(in)ability to predict and ex- 

lain their actions”. Even though their study dealt with individuals 

nd their behaviours, the principles are relevant to the cybersecu- 

ity deresponsibilization of citizens. In particular, existing trust in 

overnment competence, based on their previous performance in 

ther domains, is likely to carry over when new trust needs to be 

stablished. For example, Liang et al . (2021) found that perceptions 

f provider competence exerted a significant positive influence on 

he adoption of mobile government cloud services whereas there 

as no demonstrable impact of perceived risk. Given that these 

esearchers are reporting on a government cloud service, we can 

onclude that government-based deresponsibilization is also likely 

o depend on perceived competence. 
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Table 1 

Demographic distribution of sample ( n = 315). 

Variable Frequency Percentage (%) 

Gender 

Male 153 48.57 

Female 153 48.57 

Non-binary / third gender 6 1.90 

Prefer not to say 3 < 1 

Age 

18–30 96 30.47 

31–40 95 30.15 

41–50 56 17.77 

51–60 43 13.65 

Over 60 23 7.30 

Prefer not to say 2 < 1 

Level of education 

No degree or up to high school 116 36.83 

Bachelor’s degree or equivalent 134 42.54 

Master’s degree and above 57 18.09 

Prefer not to say 8 2.54 
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We therefore argue that: 

ypothesis 2 (H2) . Perceived cybersecurity competence will pos- 

tively influence citizens’ willingness to be deresponsibilized. In 

ther words, the more competent citizens perceive their govern- 

ent to be, the more likely they are to accept cybersecurity dere- 

ponsibilization. 

3) Trust in Technology 

Establishing trust in technology is likely to be central to the 

eresponsibilization discourse because it will introduce a measure 

f interdependence into the relationship between the citizen and 

he government in a risk-laden context. In particular, deresponsibi- 

ization in the cybersecurity domain would require citizens to be 

illing to trust the government to manage their cybersecurity for 

hem to a certain extent. 

The same applies from a cybersecurity perspective, where trust 

n technology, as endorsed or used within the context of gov- 

rnment systems, also likely influences citizens’ willingness to 

e deresponsibilized wrt. cybersecurity. For example, Dewi et al . 

2022) found trust in technology significantly influenced user satis- 

action within the context of a governmental sustainability system. 

n particular, the authors found trust in technology (together with 

rust in government) to significantly influence the benefits users 

erceive. Abdulkareem et al . (2022) modelled trust in technology 

s a formative indicator of trust in e-government which, in turn, 

ignificantly influenced e-participation – both as a causal and di- 

ect antecedent. Similarly, Jasimuddin et al . (2017) reported that 

itizens’ intention to use smart government services was signifi- 

antly influenced by trust in technology. This was confirmed by a 

tudy carried out by Habib et al . (2019) where trust in technology 

cted as a significant direct antecedent of behavioural intention –

lbeit within the context of smart city responsibilisation and ac- 

eptance. Leroux and Pupion (2022) found that trust in technology 

as significantly related to citizens’ intended adoption of IoT appli- 

ations. Within the context of cybersecurity, Apau and Koranteng 

2020) found that trust predicted adoption of e-commerce. 

Based on the theory reviewed above, we argue that: 

ypothesis 3 (H3) . Trust in technology will positively influence 

itizens’ willingness to be deresponsibilized with respect to cyber- 

ecurity. In other words, the more citizens trust technology, the 

ore likely they are to accept cybersecurity deresponsibilization. 

. Methodology: Study 1 

To collect quantitative data, we conducted a cross-sectional sur- 

ey after receiving ethical clearance from the primary author’s 

thics review board. Potential respondents had to be registered 

sers of the Prolific survey platform. Prolific is a crowdsourcing 

urvey platform that has been successfully used in similar (and 

ecent) behavioural research ( Eyal et al., 2021 ; Geldsetzer, 2020 ; 

chodt et al., 2021 ; Stanton et al., 2022 ) enabling researchers to 

nhance the demographic diversity of their study samples ( Palan 

 Schitter, 2018 ). Having said this, it is advisable to use specific 

echniques to improve data quality when using platforms such as 

rolific. Such techniques include the provision of clear instructions 

nd definitions, removal of responses with missing values, and at- 

ention checks ( Abbey & Meloy, 2017 ; Gummer et al., 2018 ; Hauser

 Schwarz, 2016 ; Lowry et al., 2016 ). We used all of these tech-

iques in addition to obtaining informed consent from all the re- 

pondents. 

.1. Data Collection 

Our quantitative data was collected in 2022, resulting in an ini- 

ial dataset containing 325 ( n = 325) responses. These responses 
4 
ere reduced to 315 ( n = 315) after filtering unsuitable responses. 

o be considered suitable, a response had to fulfil the following 

riteria: 

• The response had to be complete with all the questions an- 

swered and no missing values. 
• The two attention trap questions’ answers had to be correctly 

answered. In this case, we asked people to choose a particular 

response to a question e.g., “choose strongly agree”. 

As per Table 1 , a near equal number (48.57%) of males and fe-

ales completed our questionnaire. Moreover, 60.62% of the re- 

pondents were under 41 years of age, with most having ob- 

ained at least a bachelor’s degree (60.63%). Notably, nearly equal 

umbers of respondents fell into the 18-30 and 31-40 age groups 

30.47% and 30.15% respectively). 

.2. Measures Used 

Perceived Governmental Cybersecurity Benevolence (PGCB). Re- 

pondents’ perceptions with regards to their government’s cyber- 

ecurity benevolence were evaluated by adapting established items 

sed in studies with similar conceptual contexts ( Gefen & Straub, 

0 04 ; McKnight et al., 20 02 ). These items all made use of five-

oint Likert scale responses (1 = strongly disagree and 5 = strongly 

gree ). 

Perceived Governmental Cybersecurity Competence (PGCC). 

o capture respondents’ perceptions regarding their govern- 

ent’s cybersecurity competence, we used items adapted from 

rimmelikhuijsen and Porumbescu (2013) . In short, these items 

ocused on how capable, effective, skilful and professional govern- 

ents are perceived to be in relation to cybersecurity matters. The 

ame five-point Likert scale responses were used as with PGCB. 

Trust in Technology (TTECH). Respondent’s level of trust in tech- 

ology was measured by making use of three items adapted from 

ankton et al . (2015) . Like those items associated with PGCB and 

GCC, five-point Likert scale response options were used. 

Willingness to be Deresponsibilized (WDR). To capture respon- 

ent’s willingness to be deresponsibilized from a cybersecurity 

erspective, we had to adapt and recontextualise select items from 

u et al . (2016) . We were particularly interested in understand- 

ng to what extent respondents (i.e., US citizens) are willing to ac- 

ept their government’s assistance when it comes to cybersecurity 

atters. This included to what extent they would agree to allow 

he government to perform certain cybersecurity tasks for them. 

iven the novelty of this phenomenon (cybersecurity deresponsi- 

ilization), we had to develop two new items – all of which loaded 
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bove the acceptable threshold of 0.7. The same five-point Likert 

cale responses were used as outlined above. 

.3. Analysis and Results – Study 1 

To analyse our results, we used a variance-based estimator for 

tructural equation modelling ( Benitez et al., 2020 ). In particu- 

ar, partial least squares path modelling (PLS-PM). PLS-PM is par- 

icularly adept at estimating models with low structure making 

t a good choice amongst recent research within the information 

ystems discipline ( Jaeger & Eckhardt, 2021 ; Sarkar et al., 2020 ; 

an der Schyff et al., 2020 ). When used to investigate behavior- 

entric models, theoretical concepts are often operationalized by a 

easurement model – either reflective or causal-formative. How- 

ver, it is the former of these measurement models used within 

he context of this study. 

.4. Evaluating the Measurement Model 

Before investigating the structural properties of our model, we 

ad to ensure that it was both valid and reliable. This required us 

o inspect various thresholds related to the latent variables within 

he research model. Unlike emergent variables, latent variables en- 

ble researchers to measure that which cannot be directly ob- 

erved. This often includes variables which are behavioural in na- 

ure such as those contained within our research model (e.g., citi- 

en perceptions and trust). 

Within the context of PLS path models, researchers are typically 

equired to investigate both convergent and discriminant forms of 

alidity. Only if both of these are proven can it be said that the 

easurement model is valid. According to Hair et al . (2017) con- 

ergent validity enables researchers to assess the extent to which 

he items associated with a particular latent variable actually mea- 

ure that variable. To assess our model from a convergent perspec- 

ive, we used three criteria. First , we ensured that all the items 

ssociated with our latent variables exhibited outer loadings in ex- 

ess of 0.7. Second , we inspected the significance (and magnitude) 

f the outer loadings. In particular, the t -statistics (also referred to 

s the t -values) of these outer loadings. These had to exceed 1.96 

o be deemed significant at the 95% confidence interval (see Table 

.1 in the Appendix). Third , we ensured that all the latent vari- 

bles exhibited an average variance extracted (AVE) value in excess 

f 0.5 (see Table 2 below). All the values we inspected satisfied 

he above, enabling us to conclude that our measurement model is 

alid from a convergent perspective ( Benitez et al. , 2020 ). 

According to Benitez et al. (2020) , discriminant validity entails 

roving that a research model’s latent variables are statistically 

ifferent. To prove this, we used three criteria. First , and using 

he Fornell-Larcker criterion, we ensured that the square root of 

ach latent variables’ AVE was larger than all the correlations be- 

ween all the latent variables. These square root values are un- 

erlined and presented in bold within Table 2 below. Second , we 

nsured that all the items associated with a particular latent vari- 

ble loaded highest on that variable (i.e., no apparent crossloading) 

see Table A.2 in the Appendix). Third , we used the heterotrait- 

onotrait (HTMT) ratio values of our model’s latent variables (Ta- 

le A.3). Literature suggests that the HTMT values should be lower 
Table 2 

Measurement model statistics. 

Latent Variable CR 

perceived governmental cybersecurity benevolence (1) 0.917 

perceived governmental cybersecurity competence (2) 0.939 

trust in technology (3) 0.908 

willingness to be deresponsibilized (4) 0.936 

5 
han 0.85 ( Hair et al., 2017 ; Hair et al., 2019 ). Our measurement

odel statistics satisfied all of the above criteria, enabling us to 

onclude that our model is valid from a discriminant perspective. 

We also assessed two additional aspects of our measurement 

odel namely, multicollinearity and common method bias. To 

liminate multicollinearity all the items within our questionnaire 

ad to exhibit variance inflation factor (VIF) values below 5.0 ( Hair 

t al., 2019 ). Given that the items’ VIF values were well below 

he critical threshold of 0.5 (Table A.1), we concluded that the 

easurement model did not exhibit signs of multicollinearity. To 

valuate common method bias we used a method pioneered by 

ed Kock (2017) , which argues that a model is devoid of common 

ethod bias if the VIF value of a latent variable is lower than 3.3. 

ll of our latent variables’ VIF values were below this threshold en- 

bling us to eliminate common method bias (see Table A.4 in the 

ppendix). 

In addition to the above, we also assessed the reliability of our 

easurement model. Here, we used two criteria namely, Cron- 

ach’s alpha (CA) and composite reliability (CR). Literature sug- 

est that each latent variable should exhibit a CA and CR value 

bove the threshold of 0.7 ( Benitez et al., 2020 ; Peterson & Kim, 

013 ). Our model’s latent variables’ CA and CR values were well 

bove this threshold enabling us to conclude that our measure- 

ent model is reliable (see Table 2 below). 

.5. Evaluating the Structural Model 

The research literature suggests that a structural evaluation 

hould focus on path coefficient estimates, effect sizes (f 2 ), and 

 

2 (coefficient of determination) ( Benitez et al., 2020 ; Hair et al., 

019 ). Notably, researchers should also evaluate overall model fit. 

iven the explanatory (as opposed to confirmatory) nature of this 

tudy, we focused on our model’s path coefficients, R 

2 values, and 

elevant effect sizes. Path coefficient estimates are an indication 

s to the change in an endogenous variable measured in terms 

f standard deviation (SD). Specifically, when an exogenous vari- 

ble’s SD is increased by one. The assumption here being that all 

ther exogenous variables remain constant. Using our measure- 

ent model as an example, if trust in technology (an exogenous 

ariable) increases by one SD it will increase willingness to dere- 

ponsibilize (our model’s endogenous variable) by 0.398 SDs. Col- 

ectively, our path coefficient estimates are presented in Table 3 

elow, indicating that two of the three paths in our model are sta- 

istically significant. 

As stated, we also evaluated the effect sizes associated with the 

aths tested. Notably, these are measures of effect without taking 

he sample size into consideration and are generally categorised 

nto one of three ranges. These effect size ranges are: 0.020 – 0.150 

a weak effect), 0.150 – 0.350 (a medium effect), and effects larger 

han 0.350 (a large effect) ( Cohen, 1988 ). As per Table 3 , it is clear

hat respondents’ perceptions of their government’s level of cyber- 

ecurity benevolence exerts the largest effect when considering cy- 

ersecurity deresponsibilization. Interestingly, respondent’s level of 

rust in technology does not have a significant influence on cyber- 

ecurity deresponsibilization. 

Next, we evaluated our model’s in-sample predictive power (i.e., 

 

2 ). In this regard, Benitez et al . (2020) suggests that researchers 
CA AVE 1 2 3 4 

0.880 0.735 0.858 

0.918 0.754 0.669 0.869 

0.849 0.768 0.448 0.414 0.877 

0.909 0.786 0.672 0.578 0.398 0.887 
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Table 3 

Path coefficient estimates ( ∗∗∗ significant at p < 0.01; ∗∗ significant at p < 0.05; ns = not signifi- 

cant). 

Hypothesis Path tested β f 2 t -statistic Supported 

H1 PGCB → WDR 0.503 0.246 (medium effect) 7.562 ∗∗∗ Yes 

H2 PGCC → WDR 0.201 0.043 (small effect) 3.293 ∗∗∗ Yes 

H3 TTECH → WDR 0.094 0.015 (no effect) 1.916 ns No 

Fig. 1. Research Model ( ∗∗∗ significant at p < 0.01; ∗∗ significant at p < 0.05). 
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hould not attempt to judge the R 

2 value based solely on their 

agnitude. Instead, an analysis of similar models should be con- 

ucted to ascertain what an acceptable R 

2 value might be within 

hat field of interest. Given the novelty of our study (and research 

odel), we found it difficult to locate studies that measured dere- 

ponsibilization. Not to mention cybersecurity deresponsibilization. 

or example, the study by Wu et al . (2016) was deemed relevant 

iven it use of the word willing within the context of measuring a 

esired behavior – albeit respondents’ willingness to wear smart 

atches. Interpretations aside, we obtained a R 

2 value of 0.503. 

his means that our chosen exogenous variables explain 50.3% of 

he variance in our endogenous variable ( willingness to be derespon- 

ibilized ). Given the novelty of our phenomenon of interest (and 

ur research model), we concluded that our R 

2 value is of an ac- 

eptable magnitude. To complement our R 

2 analysis we evaluated 

he out-of-sample predictive power of our model, commonly re- 

erred to as Stone-Geisser’s Q 

2 . Given that the Q2 value of our en-

ogenous variable (37.7%) far exceeded 0, we concluded that our 

ut-of-sample predictive power was adequate. 

Finally, and to obtain empirical evidence of our theoretical po- 

ition, we evaluated the overall model fit. In this regard, our model 

xhibited a SRMR value (0.04) far below the acceptable threshold 

f 0.08 ( Benitez et al., 2020 ). Based on the results of the measure-

ent and structural evaluations we concluded that our research 

odel is sound, enabling us to formally test our hypotheses. 

Using the results presented in Table 3 , we reject our third hy- 

othesis (H3). As such, our results indicate that trust in technology 

oes not play a significant role in influencing perceptions about cy- 

ersecurity deresponsibilization. Our results do, however, provide 

upport for the first and second hypotheses (H1 and H2) indicat- 

ng that the more respondents perceived their government to be 

enevolent and competent (in terms of cybersecurity matters), the 

ore willing they are to accept cybersecurity deresponsibilization. 

t is worth noting that we found no evidence to suggest any sig- 

i

6

ificant interaction between PGCB and PGCC. Although not directly 

xplored here, the absence of such an interaction is also interest- 

ng. It may be indicative that even though a government means 

ell in its interaction with citizens (i.e., is benevolent), this may 

ot directly translate to being perceived competent in the cyber- 

ecurity domain. The converse is also true in that a high degree 

f perceived competence does not necessarily imply that they are 

sing such competence for the greater good ( Degli-Esposti et al., 

021 ). We also evaluated the influence of several control variables; 

n particular gender, education, and age with only the latter signif- 

cantly influencing deresponsibilization willingness ( β = -0.107, p 

 0.05) Fig. 1 . 

Having identified the influential factors, we now proceeded to 

auge subjective opinions of these factors by US citizens, as de- 

cribed in the next section. 

. Methodology: Study 2 

To assess subjective perceptions of the influence of the signif- 

cant factors identified in Study 1 on willingness to be derespon- 

ibilized wrt. cybersecurity, we used Q-methodology, as proposed 

y Stephenson (1935) . This mechanism is designed to study subjec- 

ivity systematically. Q-methodology is an instantiation of Cultural 

onsensus Theory ( Weller, 2016 ), which provides a framework for 

he measurement of beliefs as cultural phenomena. It allowed us 

o assess the perceptions shared by groups of US citizens and in- 

ormed as to what people consider to be the culturally appropriate 

nswers to a series of related questions (the overriding theme, in 

ur case, being cybersecurity deresponsibilization). 

The findings are not representative of the general population. 

tudy 1 was designed to give some indication of this. Our sec- 

nd study, however, sought to reveal the nature of subjectivity re- 

ated to deresponsibilization. Not ‘ how are people thinking about be- 

ng deresponsibilized? ’, but rather: ‘ what is the nature of their think- 
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ng about being deresponsibilized? ’ This focus on revealing different 

erspectives renders the issue of large participant numbers ‘unim- 

ortant’ ( Brown, 1993 ). The Q-methodology method serves to re- 

eal correlations between subjects across a sample of variables, re- 

erred to as the Q-set, composed of Q-statements. Factor analysis 

solates the most influential “factors” representing cultural ways of 

hinking. The method’s strengths are that it applies sophisticated 

actor analysis, but also supports a qualitative analysis by eliciting 

esponses which explain people’s ranking of different statements. 

his exploratory technique is not designed to prove hypotheses. 

hat it can do is provide insights into ‘potentially complex and so- 

ially contested’ issues (Watts & Stenner, 2005). In our case, these 

ssues were related to the findings of Study 1. 

Participants sort statements into a fixed quasi-normal distribu- 

ion, ranging from -4 (strongly disagree) to + 4 (strongly agree). 

articipants are then allowed to amend and confirm their rankings 
l

Table 4 

Q statements. 

Cybersecurity Governmental Benevolence (PGCB) 

1 My government does not want to spend money to help its 

citizens with cyber related matters 

Adapted fr

2 I believe my government wants what is best for me in terms of 

my cyber well-being 

3 My government is concerned about my cyber welfare and 

would not knowingly do anything to hurt me 

Adapted fr

4 My government only really looks out for themselves Mayer and

5 If I were to have cyber-related problems with my devices, my 

government would want to offer assistance and support 

Adapted fr

Perceived Governmental Cybersecurity Competence (PGCC) 

6 My government would be capable at making informed cyber 

related decisions on my behalf 

Adapted fr

7 I am uncertain about how capable my government would be at 

managing my cyber well-being (i.e., online safety and security) 

Adapted fr

8 Governments these days have fantastic cyber abilities – they are 

definitely capable of helping citizens 

9 Government units are always being hacked – not that capable 

10 I feel the current government, all in all, is competent and doing 

a very good job. 

Kay et al. (

Willingness to be Deresponsibilized (WDR) 

11 I would trust my government to have my best interests in mind 

and to secure my devices for me 

Beldad et a

12 I am not confident with IT, so cybersecurity is a real challenge Johnstone 

13 I am not confident with IT so I need more support with my 

cybersecurity 

Birk (2017

14 When an important cyber issue or problem arises, I would feel 

comfortable depending on my government 

McKnight e

15 Based on my experience with my government in the past, I 

know they provide good services. 

Hsieh et al

(Un)willingness to be Deresponsibilized (WDR) 

16 If I fail to secure my online information and devices, it is no 

one else’s fault 

Giesler and

17 If I were to experience a cyber-attack I would blame myself Gray (2009

18 I am not a child – I do not need someone else to help me with 

my cyber well-being (i.e., online safety and security) 

Brisman an

19 My government wants to place its citizens under surveillance, 

so why would I let them take responsibility for my cyber 

well-being (i.e., online safety and security)? 

Preibusch (

(2018) 

20 My government tells so many lies that I would not let them 

onto my devices 

Adapted fr

Cyber Risk Perceptions & Influences 

21 Children learn about cybersecurity at school but senior citizens 

need more government support 

new statem

22 Everyone is vulnerable to cyber attacks regardless of age 

23 The underlying technology is insecure – my government needs 

to hold technology providers accountable 

24 We need to incentivise technology providers to make our 

devices more secure – they are the ones who can do it 

25 I am not interested in cybersecurity 

7 
nd then asked for open-ended comments for the statement they 

greed and disagreed with most (ranked + 4 and -4 respectively). 

his serves to gain an insight into the range of perceptions related 

o deresponsibilization in the USA ( Brown, 1993 ). 

.1. Deriving Statements 

Based on our findings from Study 1, we derived statements 

rom the research literature that would help us to explore subjec- 

ivity about these factors. These are listed in Table 4 below. 

.2. Recruitment 

Three pilot tests were undertaken and timed, to get a sense of 

he time needed for the Q-Sort. Based on feedback from the pi- 

ot testers, unclear statements were subsequently refined and clar- 
om Arnal (2020) No Benevolence (no monetary assistance) 

Benevolent (best interest at heart) 

om Mayer and Davis (1999) Benevolent (concern for cyber welfare) 

 Davis (1999) No benevolence (government selfishness) 

om Grayson et al. (2008) Benevolent (will help) 

om Etzioni (2018) Competent (informed decision making) 

om Renaud and Weir (2016) Incompetent (uninformed decision making) 

Competent (capable at cyber assistance) 

Incompetent (low cyber self-efficacy) 

2008) Competent (doing well) 

l. (2012) Willing (best interest at heart) 

(2007) Willing (lack of self-efficacy) 

) Willing (lack of self-efficacy) 

t al. (2002) Willing (accept government dependence) 

. (2010) Willing to deresponsibilise (best interest at 

heart) 

 Veresiu (2014) Autonomy (high cyber self-efficacy) 

) Autonomy (high cyber self-efficacy) 

d South (2015) Autonomy (high cyber self-efficacy) 

2015) ; Bredewold et al. Unwilling (surveillance concerns) 

om Hsieh et al. (2010) Unwilling (government lies) 

ents Age is relevant 

Age is irrelevant 

Trust in technology (technology inherently 

insecure) 

Trust in technology (incentivise security of 

technology) 

Trust in technology (lack of interest in cyber) 
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ty improved. Forty US-based participants were recruited on the 

rolific platform, balancing genders (https://www.prolific.co/). This 

s consistent with recommended Q-methodology participant group 

izes (Watts & Stenner, 2005). We paid participants £3 for 12 min- 

tes of labour, exceeding the UK minimum wage. Ethical approval 

as obtained from the University of Strathclyde ethical review 

oard. Participants did not provide any personal data beyond age 

nd gender, ensuring that participation was anonymous. 

.3. Analysis 

We extracted factors using the centroid technique and applied 

 varimax procedure for factor rotation. Factors with an eigenvalue 

n excess of 2.00 having at least three significantly-loading partici- 

ants were retained for interpretation. 

.4. Findings 

It is interesting that all respondents, irrespective of the factor 

hey fell into, agreed or strongly agreed with statement 22 (“Ev- 

ryone is vulnerable to cyber attacks regardless of age”), suggesting 

hat they appreciated the existence and extent of the cybersecu- 

ity threat. 

Factor A: Do not trust the government’s benevolence nor their 

ompetence 

This factor explains 32% of the variance with 18 respondents 

12M/6F) aged 19 to 66. One participant said, related to state- 

ent 19: “My government regularly talks about stripping away my 

ight to privacy online to fight criminals when their bills wouldn’t af- 

ect the criminals at all. They only care about watching every person 

n the world at all times to prevent any threat to their incestuous 

ower ”. Another echoed this: “Well with technology and data being 

eaponized these days I’m just over the government trying to tell me 

t’s for my safety when the harsh reality is just so they can have more

ata and control over the populace ”. They were also scathing about 

overnment competence in disagreeing with statement 10: “I don’t 

hink they are competent and I don’t think they’re doing a very good 

ob due to their prior track record and history ” and “I do not feel that

he current government is competent at all, nor very good at doing 

ts job. Its job should be to help and protect its citizens, but instead 

t profits the wealthy ”. Finally, one said: “The government is more 

nterested in having access to people’s private information than secur- 

ng it from outside attacks ”. One cannot see these respondents ever 

ccepting government cybersecurity deresponsibilization. 

Factor B: Trust in government’s benevolence and competence 

This factor explains 13% of the variance with 6 respondents 

2M/3F/1 no response) aged 28 to 50. This group clearly believes in 

he competence of their government: In agreeing with statement 2, 

hey say: “This trust builds over time, whenever I or our community 

aces any unwanted situation including online matter our government 

andle it very swiftly and smoothly and we are happy for it ” and 

This trust builds over time, whenever I or our community faces any 

nwanted situation including online matter our government handle it 

ery swiftly and smoothly and we are happy for it ”. This group might 

ell accept cybersecurity deresponsibilization. 

Factor C: Unsure about government competence and thinks tech- 

ology providers have a role to play 

This factor explains 12% of the variance with 7 respondents 

2M/4F/1 no response) aged 24 to 41. This group did not feel that 

elp from the government would infantilise them, in comment- 

ng on Statement 18: “I am not an expert on cyber security, so I 

ould welcome any assistance ”. They would like to see technol- 

gy providers step up to make technology more resilient: “People 

ho are most familiar with the technology should be more scrutinized 

ith regulation and held to the highest standards ”. There are doubts 
8 
bout the government’s ability to secure online services: “The in- 

ernet is still such a new thing– it’s difficult for anyone to navigate it 

afely or to prepare for every negative thing ”. They are also not con- 

inced that governments care about their cybersecurity: “The gov- 

rnment doesn’t seem all that concerned about the average person’s 

yber-security. I almost never hear politicians talk about this subject ”. 

Factor D: Do not think their government is trying to spy on them 

nd happily accept cybersecurity responsibilities. 

This factor explains 9% of the variance with 3 respondents 

1M/2F) aged 37 to 60. This group were minded to trust the gov- 

rnment with their devices: “I trust mostly on the Government on 

ertain devices, so I would want them to help out only when needed ”

nd “Most government officials are well-educated and experienced ”. 

hey also disagreed with statement 19: “I don’t think that this is 

rue. I don’t think that big brother is watching. we’re not there yet ”. 

et, they accepted responsibility for their own cybersecurity: “It’s 

lways a little bit my fault, but I’m pretty sure the people doing the 

acking are the most at fault ” and “currently there is no larger pro- 

ection beyond what you implement yourself ”. 

. Research Questions & Discussion 

In answering RQ1, the objective of the first study was to exam- 

ne the factors that influence citizens’ willingness to accept cyber- 

ecurity assistance and support from their government, i.e., dere- 

ponsibilization. We found that perceived government benevolence 

nd competence were significant predictors of being willing to be 

eresponsibilized in the cyber realm. Age, too, emerged as a sig- 

ificant factor. 

Our second study revealed subjective opinions of the benevo- 

ence and competence of the US government in the cyber domain, 

nswering RQ2. We did not find evidence of widespread faith in 

he benevolence nor the competence of the US government in the 

ontext of cybersecurity. Our findings suggest that the majority of 

ur respondents would not welcome cybersecurity deresponsibi- 

ization by US government bodies. This is not because they did not 

elieve that in the cybersecurity risk to themselves; they are well 

ware of the threats. It is primarily because there is little faith in 

he benevolence and competence of the government – probably 

ased on experience of government bodies’ performance in other 

omains. Moreover, given that we have just emerged from two 

ears of pandemic, which many believe has been poorly managed 

 Gallo et al., 2022 ), trust in government might have diminished as 

 consequence. 

If we view responsibilization through the lens of government 

ailure, rather than individually-assigned responsibility, our find- 

ngs become important. Three of our factor groups had doubts 

bout government competence, as well they should, given our dis- 

ussion of the motivations for cybersecurity responsibilization. Two 

roups were concerned about giving governments control over 

heir personal devices – evidencing a lack of trust that came to 

he fore during the pandemic. Moreover, there were clear con- 

erns about government over-reach, which is echoed by Myers 

2019) . 

Although we found respondents to be averse to cybersecurity 

eresponsibilization overall, when considering the respondents’ 

ge groups, matters become even more interesting. Our results 

uggest that the older an individual becomes, the less likely they 

ould be to accept cybersecurity deresponsibilization. This con- 

radicts the findings of gerontological studies focused on technol- 

gy use where extant research indicates that older individuals are 

ore likely to require (and request) technological support ( Marler 

 Hargittai, 2022 ; Özsungur, 2019 ; Yap et al., 2022 ). Our findings

uggest that older individuals are more distrustful of their gov- 

rnment (and the technologies they use) than younger individuals. 

esearch indicates that in some (extreme) cases, older adults may 
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onsistently reject digital technologies ( Knowles & Hanson, 2018 ). 

e conclude that older individuals would rather be responsible for 

heir own online safety and security; despite any (technical) diffi- 

ulties they might experience in doing so. Although not directly re- 

ated to all aspects of cybersecurity, extant research on information 

rivacy indicates that apathetic forms of privacy protective behav- 

or (e.g., acceptance of information security defaults) are higher for 

ounger individuals ( van Ooijen et al., 2022 ), despite their greater 

bility to configure information privacy settings. This further sub- 

tantiates the claim that older individuals are not as willing to 

e deresponsibilized as their younger counterparts, who seemingly 

ave no objection to this, despite probably needing help more than 

ounger citizens. 

.1. Practical Implications 

The status quo is no longer feasible – too many are falling vic- 

im to cyber criminals. They are not being given any direct support 

ither in securing their devices or in reporting and recovering from 

ttacks. If governments want to take a more proactive role in sup- 

orting their citizens in the cybersecurity realm, they will have to 

e-think their responsibilization strategies, as well as the mecha- 

isms they could use to reverse them, even partially. Given that 

enuine empowerment is a societal construct, it might be prefer- 

ble for charities and other third-party community support sec- 

ors to play an active role in supporting those who are unable to 

mbrace cybersecurity responsibilities, perhaps using volunteers to 

rovide such support ( Ilcan & Basok, 2010 ). It might be preferable

o engage society and local communities to fill the gap that gov- 

rnments have created with their cybersecurity responsibilization 

trategies ( McCorry & Fuller, 2021 ). As such, we strongly dispute 

argaret Thatcher’s arguments suggesting that there is no such 

hing as society ( Masquelier, 2017 ), and suggest that it is mem- 

ers of society who can best support each other in defeating cyber 

riminals. We suggest a fourfold strategy. 

First , cybersecurity events, such as workshops, seminars, and 

onferences, could raise awareness. Hackathons, in particular, have 

roven an effective way to educate individuals about cybersecurity 

 Workman, 2021 ). 

Second , local communities could foster online discussions on a 

ariety of platforms to share experiences. Such forms of commu- 

ication, especially via social media, have been proven effective 

t updating individuals about current (and possibly localized) cy- 

ersecurity threats ( Labuschagne et al., 2011 ; Pham et al., 2021 ). 

ocial media platforms provide direct lines of communication be- 

ween cybersecurity experts and platform users. This facilitates 

imely distribution of information about emergent threats as well 

s informing people how to protect themselves. The latter also ties 

n with cybersecurity awareness campaigns. Cybersecurity posters 

ould be displayed in libraries and other venues where people 

eet. Such posters could be complimented by social media-based 

ybersecurity awareness which are particularly effective at reach- 

ng younger individuals ( Corallo et al., 2022 ; Quayyum et al., 2021 ).

iven our age-related findings such an approach is likely to be be 

articularly impactful. 

Third , local communities could offer formal localised cybersecu- 

ity training in way that is more accessible to community mem- 

ers. Language barriers become less of a problem as the training 

ould be tailored to suit the needs of that community ( Chang & 

oppel, 2020 ). 

Lastly , and to tie in with the formal government structures, lo- 

al communities should collaborate with local authorities and law 

nforcement. 

However, this has to be adequately resourced ( Swyngedouw, 

009 ). Governments responsibilizing should fund external entities 

o provide essential support, ensuring that a dual society is not 
9 
erpetuated in the cyber domain. This, then, would be true em- 

owerment of individual citizens, and would lead to less success 

or cybercriminals preying on vulnerable individuals who are not 

ble to follow government advice. 

.2. Research Impact and Implications 

Cybersecurity deresponsibilization is a topical and important 

rea which is ripe for more research, especially as its wisdom 

s being questioned due to the increasing success of cyber crim- 

nals. We have proposed some factors here which are clearly 

ignificant, in terms of accepting cybersecurity-related support, 

nd finding the best way of identifying these people. Future re- 

earch ought to investigate how best to support them, and also 

o flesh out the mechanisms by which charities could support cit- 

zens – achieving third-party deresponsibilization, as it were, in 

 rigorous and effective way. Future research may wish to pro- 

ide respondents with a specific scenario before completing sur- 

eys. Moreover, and given the multidimensional nature of the 

heoretical constructs we studied, multiple scenarios could be 

eveloped and evaluated, enabling researchers to gain a more 

olistic (and somewhat context-sensitive) view of cybersecurity 

eresponsibilization. 

Developing a multidimensional research instrument would as- 

ist in this regard as it would enable researchers to replicate 

tudies which would aid comparative work going forward. Hav- 

ng said this, such an approach would require conducting these 

tudies using larger probabilistic samples, especially, if one were 

o stratify across various age groups, which would be advisable 

iven our age-related findings. Our results therefore imply that 

urther gerontological cybersecurity studies are warranted. This 

ould hep us to understand why older individuals are less likely 

o accept cybersecurity deresponsibilization, but also to understand 

hy younger individuals are more likely to accept deresponsibi- 

ization. Understanding this disparity is particularly important if 

ne considers the fact that espoused beliefs and values may be- 

ome entrenched as the youth grow older. As such, if the youth’s 

cceptance of cybersecurity deresponsibilization is grounded in a 

ense of apathy, as opposed to cybersecurity awareness and knowl- 

dge, we may eventually end up with a society that sees no value 

n cybersecurity awareness and education, with a learned helpless- 

ess and over reliance on others. Studies focused on the above 

hould, however, focus on these issues by recruiting participants 

rom several countries as our results are US specific. Inclusion of 

eveloping countries is desirable, not to mention more socialist 

ountries, as opposed to the capitalist approach adopted by the US. 

This would require conducting these studies larger sample sizes 

n a longitudinal manner so as to isolate (as much as possible) 

he consequences of citizen perceptions post COVID-19. To further 

nhance data subjectivity, a third means of data collection could 

e added by means of focus groups or semi-structured interviews. 

uch forms of qualitative data collection will enable researchers to 

urther examine those statements which seemingly played a sig- 

ificant role when considering cybersecurity deresponsibilization. 

pecifically, those with which participants strongly agreed or dis- 

greed. 

.3. Limitations and Future Research 

We carried out this study with US citizens, given that the 

S prizes individual responsibility ( Brewer & Stonecash, 2010 ). It 

ould be important to replicate this study in other countries, per- 

aps more socialist countries such as Canada and the UK, to give 

s greater insights into the acceptance of deresponsibilization en- 

eavours. The issue of trust in governments is likely to pervade in 
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ther countries too, but their perspective on government support 

ight differ given the socialist nature of their governance. 

Second, our study was conducted in the aftermath of the 

OVID-19 pandemic. Given the central role played by governments 

uring the pandemic, it is likely that citizens’ reduced perceptions 

f government competence ( Telesca, 2021 ) and of their benevo- 

ence ( van Oost et al., 2022 ) have been coloured by the challeng-

ng period they have lived through. It is likely to take some time 

or perceptions to return to pre-pandemic levels, if indeed they go 

ack to pre-pandemic levels. 

. Conclusion 

In these studies, we investigated the feasibility of cybersecurity 

eresponsibilization in the US. First, we objectively investigated the 

nfluence of factors on citizens’ willingness to accept cybersecurity 

eresponsibilization. Having identified the influential factors, we 

auged subjective perceptions using statements related to the sig- 

ificant factors. We conclude that citizens will be willing to be cy- 

ersecurity deresponsibilized if they believe that their government 

s both competent and benevolent in the cybersecurity domain . It is 

nfortunate that many of our respondents were unconvinced. This 

ight well be a consequence of the way the US government han- 

led the COVID-19 pandemic. Predicting how these beliefs might 

e restored, post-pandemic, is out of scope for our paper. We do 

onclude, however, that if more support is to be provided to cit- 

zens to improve their cybersecurity, it might be best for govern- 

ents to fund charities to provide direct support and assistance to 

hose who are unable to embrace their cybersecurity responsibili- 

ies without assistance. 
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