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Introduction 
Higher education is one of the educational institutions that produce qualified human resources (HR) [1] Academic 

services are an effort made by every university to provide scientifically easy services to students. Students, lecturers, 

and infrastructure have a major impact on the quality of academic services in universities. The three factors influence 

each other in the implementation of higher education activities [2]. Covid-19 is currently a trending topic for news 

coverage in Indonesia, because almost all regions have been affected by this outbreak [3]. The problem that existed 

during the COVID-19 pandemic was that all academic activities, especially teaching and learning, were carried out at 

home with online system to maintain productivity. To find out and evaluate the results of online teaching and learning 

activities that have been implemented by the university, since not all students responded to online teaching and 

learning activities, a method that is able to make predictions is needed. Data mining is a method for finding knowledge 

in high-quality piles of data. Data extraction is divided into several groups according to their respective tasks, in 

particular: description, evaluation, forecast, classification, grouping [4]. The K-Nearest Neighbor algorithm is one of 

the approaches used in classification, the main concept of the K-Nearest Neighbor algorithm is to find the closest 

distance between the k objects closest to the test data. K-Nearest Neighbor compares the test data with the training 

data by looking for the sample data template that is closest to the test data. K-Nearest Neighbor has advantages over 

high-noise training data sets that are effective against large amounts of training data. However, K-Nearest Neighbor 

has drawbacks in determining the value of k in selecting the best features. Feature selection is used to select elements 

from the original attribute, eliminating unrelated properties [5]. Forward Selection a step-by-step rule for multiplying 

controlled variables one by one into a specific alpha-based input. Alpha is an input value that examine the probability 

to add a predictive device to the model that is not currently in the model. Backward Elimination method that has the 
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Abstract 

Academic services are actions taken by state and private universities to provide convenience for student’s academic activities. 

During the current covid-19 pandemic, every university remains active in academic activities. This study aimed to apply the K-

Nearest Neighbor algorithm in predicting the level of student satisfaction with online lectures at University Ichsan Gorontalo. Our 

main aim was to obtain quantitative information to measure student satisfaction with online lectures during the pandemic, which 

should be taken into account when making decisions. K-Nearest Neighbor is a non-parametric Algorithm that can be used for 

classification and regression, but K-Nearest Neighbor are better if feature selection is applied in selecting features that are not 

relevant to the model. Feature Selection used in this research is Forward Selection and Backward Elimination. Seeing the results 

of experiments that have been carried out with the application of the K-nearest Neighbor algorithm and the selection feature, the 

results of the forecasting can be used for consideration or policy in decision making. The highest level of accuracy in the K-

Nearest Neighbor algorithm model used Forward Selection with an accuracy rate of 98.00%. Thus, the experimental results 

showed that feature selection, namely forward selection, was a better model in the relevant selection variables compared to 

backward elimination. 
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function to optimize the performance of the model with the opposite choice. Features or variables that are significant 

or significant to the model are excluded from the model [6]. 

 

Method  
A. Data Mining 

Data mining is the process of using statistics, mathematics, artificial intelligence, and machine learning techniques 
to extract or identify useful information from relevant databases for relevant knowledge [7]. The term data mining is a 
discipline whose main goal is to find, examine or extract knowledge from data or information available to us. Data 
mining is also known as Database Lookup (KDD). KDD is an activity that collects certain historical data and finds 
patterns, or relationships in large data sets [8]. 

 
B. Predction 

The rapid development of science and technology expands understanding of various aspects of the environment 
and causes many predictable events, and predicts events more precisely which make it possible to provide better input 
in future decision making [9]. Prediction is a process of systematically forecasting future events from information from 
the past [10]. 

 
C. K-Nearest Neighbor 

K-Neraest Neighbor algorithm is a classification method [11]. The K-Nearest Neighbor algorithm is a method of 
guided algorithm which is divided into two types, namely controlled and uncontrolled learning. Controlled learning 
algorithm aims to obtain new patterns, while uncontrolled learning algorithms aim to maintain data patterns. The 
accuracy of the evaluation algorithm is determined by the presence or absence of irrelevant data or when the attribute 
weights match. K-Nearest Neighbor algorithm is one of the classification analysis methods, however, it has also been 
used for forecasting in recent decades. In the training data, it was used to find the shortest distance between the data 
and the nearest neighbor. This room is divided into several groups based on the classification of training data. At this 
point, a point is denoted by class c if class c is the most common classification found around point k. The K-Nearest 
operating system training data is designed in a multidimensional space where the data characteristics of each dimension 
are presented [12]. The best k value in this algorithm depends on the data, a good k value can be selected based on the 
parameter [13]. 

 
The K-Nearest Neighbor Algorithm equation model is as follows: 
 

𝐷 = √(𝑥1 − 𝑦1)2 + (𝑥2 − 𝑦2)2  (1) 

 
Information: 
x = Sample Data 
y = Test Data 
D = Distance 
 

𝑓𝑘𝑛𝑛(𝑥)2 =
𝑘

1
∑ 𝑦1𝑖∈𝑁𝑘(𝑥′)

  (2) 

 
X'   = Estimate or Estimate 
K   = Number of Nearest Neighbors 
Nk(x') = Nearest Neighbor 
Yi   = Nearest Neighbor Output 
 

D. Forward Selection 

Forward Selection Inverting the independent variable X based on the ratio to find a perfect equation. Advanced 

selection begins at each stage by selecting empty attributes, such as adding unused attributes [14]. Forward selection 

begins with no variables then adds them one by one [15]. 

 

E. Backward Elimination 

 Backward Elimination is a technique used to optimize the performance of backward models with the preferred 
operating system. Variables are selected by further selection, checking all variables and then eliminating variables that 
are considered insignificant. Variables are processed one by one. If these variables are believed to have a insignificant 
effect on the model, then these variables are excluded from the model [16]. Backward Elimination measures the impact 
of the elimination of a set of features [17]. 
 

Results and Discussion  
The source of the data set in this study was taken directly at the University Ichsan Gorontalo. The data collected 

using questionnaire for assessing student satisfaction with online lectures which were distributed directly to students 
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via google form. This study aimed to determine the performance of the K-Nearest Neighbor algorithm using a selection 
feature that aimed to obtain the best model in predicting student satisfaction with online lectures. 

 
A. Parameter K-Nearest Neighbor 

At this stage to determine the distance or number of nearest neighbors, training was conducted by dividing the 
training data and testing data and then testing using the K-Nearest Neighbor method. 

 
Table 1. Results Accuracy K-NN Algorithm 

Of Validation K Accuracy 

10 1 68,63 

10 3 68,66 

10 5 72,06 

10 7 72,06 

10 9 69,15 

10 11 68,01 

10 13 68,56 

 
 Table 1 shows the results of student satisfaction with online lectures by determining the model with the k-nearest 
neighbor algorithm using cross-validation 10 and k-values of 1,3,5,7,9 and 13 based on the highest accuracy. From the 
experimental results, the best model based on the accuracy value was found at k 5 and 7 with a number of validation 
10 with a result of 72.06. The result of this highest accuracy was chosen to be the best model, which can be used as a 
measure that determined the degree of similarity between the measurement results and the given value actually 
measured. The higher the level of accuracy, the more accurate a value was with the true value. 

 

 
Figure 1. Comparison Graph Accuracy Value K-NN Algorithm 

 
Based on Figure 1, it can be seen that the highest accuracy value is K 5 7 with an accuracy value of 72.06. 

 
B. Parameter K-NN Using Forward Selection 

At this stage, experiments were carried out using the selection feature, namely the K-Nearest Neighbor algorithm 
using Forward Selection. 

 
Table 2. Accuracy Results K-NN Algorithm Using Forward Selection 

Of Validation K Accuracy 

10 1 74.44 

10 3 73.92 

10 5 75.59 

10 7 75.07 

10 9 74.44 

10 11 73.86 

10 13 74.93 

 

Table 2 shows the experimental results of student’s satisfaction from online lectures by determining the 

model using the k-nearest neighbor algorithm using cross-validation with a progress value of 13 k. The best 

model from the experimental results was made based on the accuracy. The highest accuracy was validation 
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10 k 5 with an accuracy of 75.59. The result of this highest accuracy was chosen to be the best model, which can 

be used as a measure that determined the degree of similarity between the measurement results and the given value. 

The higher the level of accuracy, the more accurate a value is with the true value. 

 

 
Figure 2. Comparison Graph K-NN Accuracy Values Using Forward Selection 

 
Based on Figure 2, it can be seen that the highest accuracy value is in K5 with an accuracy value of 75.59 
 
C. Parameter K-NN Using Backward Elimination 

At this stage an experiment was conducted with a selection function, namely the K-Nearest Neighbor algorithm 

with backward elimination feature selection. 

 

Table 3. Results K-NN Accuracy Using Backward Elimination 

Of Validation K Accuracy 

10 1 72.09 

10 3 71.01 

10 5 73.95 

10 7 73.89 

10 9 72.78 

10 11 72.09 

10 13 71.54 

 

Table 3 shows the results of student satisfaction with their online lectures by determining the model using the k-

nearest neighbor algorithm and the backward elimination selection feature. The validation 10 k 1,3,5,7,9,11 13  was 

observed based on the highest accuracy. The best model from the test results was made based on the highest accuracy 

value, namely the number of validation 10 k 5 with the accuracy value was 73.95. The result of this highest accuracy 

value was chosen to be the best model. It can be used as a measure that determined the degree of similarity between 

the measurement results and the given value measured. The higher the level of accuracy, the more accurate a value 

was toward the true value. 

 

 
Figure 3. Comparison Graph K-NN Accuracy Values Using Backward Elimination 
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Based on Figure 3, the highest accuracy value was the value of k 5 with an accuracy of 73.95. 

 

D. Evaluation 

The selected model was based on the highest accuracy value obtained. Based on the experimental results, it was 
possible to determine the model that could be used to predict the student’s satisfaction from their online lectures. The 
model with the highest accuracy can be seen in the table below: 
 

Table 4. Model Comparison 

Model Validation K Accuracy 

K-NN 10 5 72.06 

K-NN, Forward Selection 10 5 75.59 

K-NN, Backward Elimination 10 5 73.95 

 
 Table 4 shows the results of the comparison of the K-Nearest Neighbor. The K-Nearest Neighbor algorithms using 
the forward selection and backward elimination features. The results showed that the best model was produced by the 
K-Nearest Neighbor algorithm with forward selection because its accuracy was 75.59. 
 

 
Figure 4. Comparison Graph K-NN and K-NN Models using Feature Selection 

 
It can be seen in Figure 4 the difference in the model. From the graph, it can be seen that the best model for student’s 
satisfaction data towards online lectures was the K-Nearest Neighbor model using forward selection with an accuracy 
value of 75.59 at k 5 with a number of validation 10. 
 
E. Implementation 

At this stage, the application of the best model from the trial experiment was carried out with a sample data set of 

5 records to predict the level of student satisfaction with online lectures, the results of predicting the level of student 

satisfaction with online lectures can be seen from the table as follows: 

 

Table 5. Prediction Results 

ACTUAL DATA PREDICTION RESULT 

Very satisfied Very satisfied 

Satisfied Satisfied 

Very satisfied Very satisfied 

Less satisfied Satisfied 

Very satisfied Very satisfied 

 

In accordance with Table 5 above which is the result of predicting the level of student satisfaction with online 

lectures using the K-Nearest Neighbor algorithm using forward selection with a percentage accuracy rate of 98.00%. 

Thus the prediction results can be declared accurate and implemented at University Ichsan Gorontalo. 

 

Conclusion  
Seeing the results of the experiments that have been carried out, the prediction of the student’s satisfaction level 

with online lectures with the application of the K-Nearest Neighbor (K-NN) algorithm and the selection feature has 

been successfully carried out. Then the results of the forecast can be used for consideration or policy in decision 

making. The highest level of accuracy in the K-NN algorithm model used Forward Selection with an accuracy rate of 
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98.00%. Thus, the experimental results showed that feature selection, namely forward selection, was a superior model 

in selecting the relevant variables, compared to backward elimination. The K-NN and forward selection algorithms 

have obtained better performance than the K-NN and backward elimination algorithms. 

It is recommended for future research to use other selection features to improve the performance of the K-Nearest 

Neighbor (K-NN) algorithm with the aim of a higher level of accuracy. 
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