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Abstract. With the progress of society and the improvement of living standards,
people pay more and more attention to personal health, and WITMED (Wise Infor-
mation Technology of med) has occupied an important position. The relationship
prediction work in the medical field has high requirements on the interpretabil-
ity of the method, but the relationship between medical entities is complex, and
the existing methods are difficult to meet the requirements. This paper proposes
a novel medical information relation extraction method MGCN, which combines
contextual information to provide global interpretability for relation prediction of
medical entities. The method uses Co-occurrence Graph and Graph Convolutional
Network to build up a network of relations between entities, uses the Open-world
Assumption to construct potential relations between associated entities, and goes
through the Knowledge-aware Attention mechanism to give relation prediction for
the entity pair of interest. Experiments were conducted on a public medical dataset
CTF, MGCN achieved the score of 0.831, demonstrating its effectiveness in medical
relation extraction.
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1 INTRODUCTION

Relation Extraction (RE) is the key task of information extraction, mainly extracting
semantic relations between entities from natural language texts, and the results are
usually expressed in the form of a triad (subject, relation, object), i.e. (s, r, o).
Relation prediction is complementary to this narrow relation extraction, which can
combine natural language text information and existing relation triads to reason
about the relation between two named entities of interest. It is a complement to
the relational network and is also expressed in the form of relational triads. The
relation extraction mentioned in this paper is a broad concept, including narrow
relation extraction and relation prediction. This type of work is now widely used in
knowledge graphs, diagnostic systems, intelligent question and answer, information
retrieval, and other related fields.

So far researchers have done a lot of work on relation extraction [1, 2, 3, 4]. At
the beginning, people adopted the method based on template matching, using prede-
fined rules or constraints to achieve relationship extraction, the most representative
of which is the FASTUS system [5]. With the advancement of technology, traditional
machine learning based relation extraction methods have emerged, such as the fea-
ture vector based relation extraction method proposed by Miller et al. [6] and the
kernel function based relation extraction method proposed by Zelenko et al. [7]. In
recent years, deep learning-based relation extraction methods have been proposed
by scholars, which have greatly improved the performance of relation extraction.
The most classic is LSTM+CRF [8], which is an end-to-end discriminative method.
LSTM utilizes past input features, and CRF utilizes sentence-level annotation infor-
mation, which can effectively utilize past and future annotations to predict current
annotations. However, most of the decisions of such neural network methods are
black-box operations performed internally, which are difficult to meet the neces-
sary interpretability in the medical field and cannot be directly applied to medical
relation extraction tasks.

This paper proposes a medical information relation extraction method MGCN,
which can be used in a wide range of medical texts, such as electronic medical
records, test reports, medical papers, etc. MGCN uses the co-occurrence graph
for modeling to remove sensitive information, which is beneficial to protect patient
privacy. The method also utilizes graph convolutional network, which fully incor-
porate contextual information from medical texts. The open-world assumption is
used for relation construction, and the Knowledge-aware Attention mechanism is
used to give the final prediction, which provides a reliable basis for the final result.
After experiments on dataset, MGCN achieves the F1 score of 0.831, which proves
its effectiveness.

The main contributions of this paper are as follows:

1. Aiming at the rigor of the medical field, a highly interpretable method is pro-
posed, which transforms the traditional black-box network computation into
relational reasoning.
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2. GCN is introduced to compute the relationship between entities, and the infor-
mation of graph structure data is further utilized while paying attention to the
context text information, and the utilization rate of information is improved.

3. The knowledge-aware attention instance encoder is introduced to supervise the
reasoning process of the method and it further improves the performance of the
method.

2 RELATED WORK

Relation Extraction (RE): RE is to find out the relation between entities in un-
structured or semi-structured data, which is part of information extraction and
a key step in building a knowledge graph. The existing mainstream relational ex-
traction techniques are classified into three types: supervised learning methods,
semi-supervised learning methods, and unsupervised learning methods. The su-
pervised learning methods treat the relation extraction task as a classification
problem, design effective features to learn various classification methods based
on the training data, and then use the trained classifiers to predict relations.
Such methods include many classical methods, such as the DNN [9] proposed by
Daojian Zeng, which for the first time equates the relation extraction problem to
a relation classification problem and uses deep convolutional neural networks to
solve the relation extraction task. The BLSTM [10] proposed by Shu Zhang uses
the classical BiLSTM as the main module of the method, reconsiders the lexical
feature, and proves its effectiveness. The problem with this type of method is
that it requires a large amount of manual annotation of the training corpus, and
the corpus annotation work is usually very time-consuming and labor-intensive.
The semi-supervised learning methods mainly use bootstrapping for relation
extraction. For the relations to be extracted, several seed instances are first
set manually, and then the relation template corresponding to the relation and
more instances are iteratively extracted from the data. Some representative sys-
tems of this type are DIPRE (Dual Iterative Pattern Relation Expansion) [11]
proposed by Brin et al. in 1998, NELL (Never-Ending Language Learner) [12]
developed by a team led by Professor Tom Mitchell at CMU in 2010, and so
on. The semi-supervised learning method of entity relation extraction can par-
tially solve the problem of insufficient number of annotations, but the problem
of low accuracy will remain its main challenge for a long time in the future.
The unsupervised learning methods assume that pairs of entities with the same
semantic relations have similar contextual information. Therefore, we can use
the corresponding contextual information of each entity pair to represent the
semantic relation of that entity pair, and cluster the semantic relation of all
entity pairs. Rozenfeld et al. in 2007 proposed an unsupervised relation identifi-
cation and extraction system URIES [13], which uses a schema-based contextual
representation instead of the context of entity pairs. Yao et al. [14] proposed
an unsupervised relation discovery method based on semantic digestion in 2013.
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This method uses topic methods to assign entity pairs and their correspond-
ing relation templates to different semantic categories, and then uses clustering
methods to map these semantic categories to semantic relations. The effective-
ness of such methods depends heavily on how well constraints and heuristics
are constructed, and relationships are not as prescriptive as pre-specified rela-
tionship types. In comparison, supervised learning methods can extract more
effective features with higher accuracy and recall. Therefore, supervised learning
methods have received more and more attention from scholars.

In addition, some interesting methods have emerged in the field of relation ex-
traction in the past two years. Xiang Chen proposed an optimization method
KnowPrompt [15] based on knowledge co-optimization for text relation extrac-
tion (knowledge retrieval, dialogue, question answering) in few-shot scenarios.
By learning template words and answer words, knowledge of entities and re-
lations is injected into the methods and their representation is collaboratively
optimized under knowledge constraints. Zexuan Zhong proposed a simple and
effective end-to-end relation extraction method PURE [16]. The method learns
two independent encoders for entity recognition and relation extraction and pro-
poses a new efficient approximation method that achieves large runtime improve-
ments with a small drop in accuracy. Deming Ye proposes a new span representa-
tion method PL-Marker [17] that considers the interrelationships between spans
(pairs) by strategically wrapping tokens in the encoder. And a neighborhood-
oriented packing strategy is proposed to pack the spans with the same starting
token into a training instance as much as possible to better distinguish entity
boundaries.

Graph Convolutional Network (GCN): Since CNN [18], deep learning meth-
ods have achieved high performance for all types of tensors on Euclidean space.
However, in addition to the regular data on Euclidean space, there is a large
amount of data in the form of topological graphs on non-Euclidean space.
A graph data form is shown in Figure 1, which consists of nodes and edges, and
nodes connected by edges are neighbors of each other, the number of neighbors
of each node is not specified, and there are corresponding signals(information)
on each node. Many domain data are represented in this form, such as traffic
networks, molecular structures, joint nodes, etc. Traditional convolutional net-
works are unable to learn such graph-structured data. Based on the need to deal
with this topology, the graph convolution method was created. In 2014, Joan
Bruna [19] first proposed two different graph convolution construction methods
in spatial domain and spectral domain, which laid the foundation for the devel-
opment of GCN. But its excessive computational complexity and overly large
computational parameters limited practical application. Thomas N. Kipf [20]
proposed the algorithmic idea of GCN in 2016, and after publishing a related
article in 2017, GCN really started to be applied and developed. Then, Michaël
Defferrard [21] proposed a second-generation version of the GCN. He has cleverly
designed the convolution kernel formula to reduce the number of parameters, re-
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Figure 1. Example of graph data structure

duce the matrix computation, and greatly reduce the computational cost. The
rise of GCN has also provided new ideas for solving many natural language pro-
cessing (NLP) problems. Currently, the way of constructing graph structures
by syntactic dependency trees and applying GCN for NLP downstream tasks
based on this has been widely used. In addition, there is also work on building
graph structures in text through TF-IDF (Term Frequency-Inverse Document
Frequency), PMI (Point-wise Mutual Information), sequence relations, lexicon
and other information to solve problems using GCN [22, 23, 24, 25]. AGGCN [26]
develops a “soft pruning” strategy for the entire dependency tree, transforming
the original dependency tree into a fully connected weighted graph. The weights
of these graphs are regarded as the correlation strength between nodes and are
learned in an end-to-end manner using a self-attention mechanism. At present,
there is still a lot of room for GCN to develop in the field of RE.

Open World Assumption (OWA): When making formal descriptions of real-
world problems, inevitably the information available is incomplete. For example,
we don’t know if ibuprofen can cure toothache, but again, this information is
indeed useful. A common approach is to use Closed World Assumption (CWA),
i.e., if we cannot deduce P or the negation of P in the knowledge base, we add
the negation of P to the knowledge base. Another way to deal with incomplete
knowledge is to use the Open World Assumption (OWA), which is the opposite
of the CWA. OWA is honest about the fact that it does not know the correctness
of a proposition that it cannot deduce, with the consequence that the number



416 Y. Wang, Y. Liu, J. Zhang

of conclusions that can be deduced from the knowledge base is greatly reduced.
However, in the semantic Web environment, because of the openness of the Web,
the relevant knowledge is likely to be distributed in different places on the Web,
so it is inappropriate to use CWA for reasoning on the semantic Web. So, if
we want to gather knowledge from different sources in the Semantic Web, we
should use OWA. The reasoning in description logic happens to use OWA, so
it is indeed suitable as a logical basis for the Semantic Web. In 2016 Ismail
Ilkan Ceylan et al. [27] proposed open-world probabilistic databases, as a new
probabilistic data method. For unknown facts, this data method assigns any
probability value to them from a default probability interval. In 2020 Zhen
Wang [28] performed medical entity relation prediction based on corpus-level
data and OWA with good results.

3 METHODS

Predicting the relation between entities from a natural language is a very critical
task, which can help construct structured knowledge to support a series of down-
stream tasks such as question answering systems, dialogue systems, inference sys-
tems, knowledge graphs, etc. Most of the existing medical information relation
extraction methods build deep methods through source texts, and use the attention
mechanism to provide local interpretability, which lacks overall global understanding
and interpretation. The method MGCN proposed in this paper, for the two medical
entities concerned, combines the context information in the medical text and the
globality of the medical co-occurrence graph to find their associated entities. Then,
the potential relation is constructed using OWA, and finally the final relation pre-
diction is given through the decision module. The overall structure of the method
is shown in Figure 2.

3.1 Associated Entity

The first step of the method is to find the associated entities of the entity pair
(s, o) of interest. The text information is input into the Bi-LSTM network for word
embedding, and then the weights of the relations between nodes are obtained by
GCN, as shown in Figure 3. Finally, the top-N nodes that are most closely related
to s and o respectively (N is a variable hyperparameter) are found to obtain the set
of associated entities.

First, the text information from the library is fed into the Bi-LSTM network to
generate word vectors with context, which are then used as the h(0) in the original
model. This Bi-LSTM layer is trained jointly with other parts of the network.
This has the advantage that the resulting word vector contains both contextual
information about word order or disambiguation and provides the correct parse tree
on which GCN relies heavily, allowing for more efficient extraction of key information
from the sentence. In an L-layer GCN, the input vector of the ith node in the lth layer
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Figure 2. MGCN model overall architecture diagram

is denoted as h
(l−1)
i and the output vector is denoted as h

(l)
i . The graph convolution

formula is as follows.

h
(l)
i = σ

(
n∑

j=1

AijW
(l)h

(l−1)
j + b(l)

)
, (1)

whereW (l) is a linear transformation, b(l) is a bias term, and σ is a nonlinear function
(e.g., Relu).

Briefly, during graph convolution, each node collects and aggregates information
from neighboring nodes. Convert each dependency tree into an adjacency matrix
A and model it uses the graph convolution operation, where Aij = 1 if there is
dependency edge between nodes i and j. However, because the degree of nodes varies
greatly, a direct graph convolution operation in Equation (1) above may lead to very
different results for node representation. This may bias the sentence representation



418 Y. Wang, Y. Liu, J. Zhang

Figure 3. GCN network architecture diagram. The overall architecture is shown on the
left, and the detailed calculation method of one-layer graph convolution is shown on the
right.

towards nodes with multiple degrees and ignore the information carried by the nodes.
In addition, because the nodes in the adjacency matrix have no edge connected to

themselves, the information in h
(l−1)
i is never passed to h

(l)
i . To solve these problems,

a normalization operation is performed before the data is passed into the nonlinear
layer and a self-loop is added to each node in the graph with the following equation:

h
(l)
i = σ

(
n∑

j=1

ÃijW
(l)h

(l−1)
j /di + b(l)

)
, (2)

where Ã = A + I, I is the unit matrix of n × n and di =
∑n

j=1 Ãij is the degree of
node i in the graph.

This operation is superimposed on the L-layer to obtain a deep GCN network,

where h
(0)
1 , . . . , h

(0)
n is used to represent the input word vectors and h

(L)
1 , . . . , h

(L)
n

to represent the output word vectors. The information transfer between nodes is
parallel, and the operations in the network can all be done efficiently by matrix
multiplication. After calculating the proximity T of all predicted frames, the confi-
dence of the optimal class of predicted frames is introduced, and the calculation of
proximity and confidence is done to describe LT and defined as J. The formula is
shown below.

Next, define the model tasks. Let X = [x1, . . . , xn] denote the sentence, where xi

is the ith word. Identify the subject entity s and the object entity o and correspond
them to the two intervals in the sentence: Xs = [xs1 , . . . , xsn ] and Xo = [xo1 , . . . , xon ].
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Given X , Xs and Xo, the goal of model is to predict the relation r ∈ R (R is
a predefined set of relations) or “no relation” between entities. After applying
the L-layer GCN to the word vectors, the implicit representation of each word is
obtained, and these representations are directly influenced by their neighbors. In
order to use these word representations for relation extraction, the following sentence
representations were first obtained (as shown on the left in Figure 3):

hrela = f
(
h(L)
)
= f

(
GCN

(
h(0)
))

, (3)

where h(L) denotes the implicit representation of the overall GCN layer, and
f : Rd×n → Rd is the maximum pooling function that maps from the n output
vectors to the sentence vectors.

The information close to the entity is usually the core of the relation extraction,
and the representation hs of entity s can be obtained from h(L), and similarly the
representation ho of entity o can be obtained:

hs = f
(
h(L)s1:s2

)
. (4)

The final representation for classification is obtained by concatenating the sen-
tence representation and the entity representation and feeding them into a feedfor-
ward neural network (FFNN):

hfinal = FFNN ([hrela;hs;ho]) . (5)

Then hfinal is input to the linear layer for Softmax operation to obtain the prob-
ability distribution over the relation. The top-N entities are finally selected as
associative entities of s/o for subsequent assumption representation.

3.2 Assumption Representation

With associated entities, it is possible to represent assumptions. This method de-
fines the model assumptions as relational interactions between associated entities,
as shown in Figure 4. The model can identify (caffeine, may treat, migraine) as
a hypothesis, which can help predict that aspirin can treat headache (caffeine and
migraine are associated entities of aspirin and headache, respectively). This rela-
tional rationale is more specific and easier to understand than the local attention-
based explanation strategies widely adopted in NLP. A direct way to obtain this
presence relation is to consult the existing medical Knowledge Base (KB), for ex-
ample (caffeine, may treat, migraine) may be present in SNOMED CT5. This way
of obtaining theorems is known as CWA, but in the medical field, the problems of
sparsity and incompleteness of KB are serious. Therefore, this method uses OWA
to discover more diverse theorems by constructing all potential relations between
associated entities.

In OWA, given a pair of entities es, eo ∈ V , the set of associated entities is defined
as A (es) = {ais}

Ns

i=1 and A (eo) = {ajo}
No

j=1, where Ns, No denotes the total number
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Figure 4. Schematic diagram of potential relation construction

of associated entities. After the previous step, each entity is assigned an embedding
vector, which can then be used to measure the probability of maintaining the relation
between pairs of associated entities. Given ais ∈ A (es) , a

i
o ∈ A (eo) and relation

rk ∈ R, define a scoring function to assign a score to the triplet:

cijk = f
(
ais, rk, a

j
o

)
= −

∥∥∥hais
+ ξk − hajo

∥∥∥
1
, (6)

where hais
and hajo

are embedding vectors, the relations are parameterized by a re-

lation matrix R ∈ RNr×d, and ξk is a k-level row vector.

Higher scores are obtained when entity pairs and relations are correctly matched.
To avoid extremely unreasonable assumptions, the NA relation is defined to repre-
sent other irrelevant relations or no relations, and the score is cijNA = f (ais,NA, a

j
o).

The OWA principle is expressed by calculating the conditional probability of a re-
lation between a pair of associated entities, the formula is as follows:

p
(
rk|ais, ajo

)
=


exp(ck)∑

sk⩾sNA
exp(ck)

, ck > cNA,

0, ck ⩽ cNA.
(7)

For each associated entity pair (ais, a
j
o), when the highest value of the relation r is

calculated through Equation (7), only the assumption related to r is finally formed.
To represent the assumptions, information about all relations for each association
pair is integrated into a vector representation, while p (rk|ais, ajo) is used as the weight
of all relations to calculate the assumption representation:

aij = ρ
(
ais, a

j
o,R

)
=

Nr∑
k′=1

p
(
rk′|ais, ajo

)
· ξk′ . (8)
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Combining the entity vector and the relation vector, the final representation of
the associated entity’s assumption about

(
aih, a

j
t

)
is obtained:

eij = tanh
([

hais
;hajo

; aij
]
Wp + bp

)
, (9)

where [·; ·] denotes the vector connection and Wp ∈ R3d×dp , bp ∈ Rdp are the weight
matrix and bias terms of the fully connected network, respectively.

3.3 Relation Prediction

Next comes the relation prediction module which collects all the assumptions, and
uses the weighted assumptions information of the target pair to calculate the pre-
dicted probability of the relation r. The traditional relation extraction methods
only perform relation extraction based on a closed knowledge base, that is, use
known factual knowledge for knowledge reasoning. MGCN adopts OWA for rela-
tion extraction and uses the calculated probability relation as a given fact to as-
sist the relational reasoning process. Such assumption-based reasoning may lead
to certain results that are based entirely on assumptions and are too far from
reality. Therefore, we introduce Knowledge-aware Attention to supervise the in-
ference process. The vector v of each instance x of the concerned entity pair is
computed using the instance encoder, resulting in a context-based instance repre-
sentation, which is completely based on known facts. Knowledge-aware Attention
will perform attention calculation on assumptions representation and instance rep-
resentation, to obtain textual relation representation that pays attention to both
hypothesis and fact. The introduction of Knowledge-aware Attention will impose
certain constraints on assumptions, avoid prediction results that are very inconsis-
tent with facts, and play a supervisory role in the process of assumption reason-
ing.

This paper designs a new scoring method to measure the confidence of the
relation between target entity pairs. Given an entity pair (s, o) and its instance
pocket Xs,o = {x1, x2, . . . , xm}, use the sentence encoder for instance embedding
to get Vs,o = {v1, v2, . . . , vm}. The instance representation thus obtained by the
instance encoder is the sentence encoding of each occurrence of the entity of interest
in the text. Then use the Knowledge-aware Attention mechanism to get the textual
relation representation, which is then used to calculate the relation probability, as
shown in Figure 5.

First, the attention weights (similarity or association) between each instance
feature vector vk and assumption representation eij are calculated:

ek = Ws (tanh [vk : eij]) + bsA
i
k =

exp (ck)∑m
j=1 exp (cj)

, (10)
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Figure 5. Schematic diagram of the relation prediction stage

where [x1 : x2] denotes the vertical connection of x1 and x2, Ws is the weight matrix,
and bs is the bias. Then the attention operation is performed on the target entity
pair to obtain the corresponding textual relation representation:

ris,o = ATT (eij, {v1, v2, . . . , vm}) gi = Wg tanh (rs,o) βi =
exp (gi)∑L−1
j=0 exp (gj)

, (11)

where Wg is a weight matrix and rs,o is referred to as a query-based function that
scores the degree of match between the input textual relation representation and
the predicted relation r. The textual relation representation is calculated by:

ris,o = βir
i
s,o. (12)



MGCN: Medical Relation Extraction Based on GCN 423

The textual relation representations of different GCN layers are simply concate-
nated as the final representation and used to compute the conditional probability
P (r|s, o).

rs,o = Concat
(
r0s,o, . . . , r

L−1
s,o

)
, (13)

P (r|s, o) = exp (cr)∑
r̃∈R exp (c̃r)

. (14)

At this point, the complete prediction of the relation of the entity pair and their
confidence scores are obtained. In addition, to reflect the interpretability of the
model, we designed a contribution function O to measure the contribution of all
assumptions’ representation in the relational inference process:

O
(
ais, rk, a

j
o

)
= βi × p

(
rk|ais, ajo

)
, (15)

where βi is the textual relation representation in Equation (11) and p (rk|ais, ajo) is
the relation probability of the associated entity pair in Equation (7).

4 EXPERIMENTS AND RESULTS

This section describes the configuration of the experiments in detail. First, the
dataset and evaluation metrics are introduced, and the parameter settings of the
experiment and the code running environment are described. Then, MGCN is exper-
imented with a set of comprehensively competitive baseline method on the dataset,
and the experimental results are compared and analyzed. Furthermore, to verify
the validity of the method rationale, an ablation study was performed.

4.1 Dataset and Evaluation Metrics

Dataset: In order to make full use of the rich resources in the medical field, Fin-
layson [29] proposed the clinical text frequency (CTF) dataset based on elec-
tronic health records (EHR) in 2014. It quantifies pairwise mentions of 3 million
terms mapped to 1 million clinical concepts, calculated from the raw text of
20 million clinical records spanning 19 years. The dataset quantifies the correla-
tion between medical entities and eliminates patient privacy information, and its
database-level knowledge reserve also provides a reasoning basis for the predic-
tion of medical entity relations. The co-occurrence graph contains 52 804 nodes
and 16 197 319 edges, which provides a more concise data form for information
researchers in the medical field and greatly promotes the development and uti-
lization of EMR (Electronic Medical Record) resources. After a study of distant
supervision of medical texts [30], five medical relations that are more impor-
tant for clinical decision making were selected. An equal number of negative
pairs were extracted by randomly pairing the head and tail entities with the
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correct parameter types [31] to help method training. Using the mapping be-
tween medical terms and concepts provided by Finlayson et al., relation labels
are automatically collected from UMLS (Unified Medical Language System) for
training relation prediction. To validate the effectiveness of the method, the
dataset was randomly divided into 70% training, 20% validation, and 10%
testing in a single experiment.

Med Rela. Train Dev Test

Symptom 14 326 3 001 3 087
May treat 12 924 2 664 2 735
Contraindicates 10 593 2 237 2 197
May prevent 2 113 440 460
Causes 1 389 305 354

Total 41.3 k 8.6 k 8.8 k

Table 1. Dataset statistics

Evaluation Metrics: The evaluation metrics often used for relational extraction
tasks are Precision, Recall, and F-Measure. Precision is for the extraction result,
which means how many of the samples whose extraction result is the relation R
are correct. The TP (True Positive) is the number of correct samples, and the
FP (False Positive) is the number of incorrect samples. The formula is:

Precision =
TP

TP + FP
. (16)

Recall is for the original sample, which indicates how many samples with relation
R are correctly extracted. The correct extraction from the sample set with
relation R is recorded as TP, and the wrong extraction is recorded as FN (False
Negative). Its calculation formula is:

Recall =
TP

TP + FN
. (17)

For relational extraction, the two metrics, accuracy, and recall, are sometimes
contradictory and complementary. In this way, they need to be considered com-
prehensively. The most common method is the F value, also known as Fscore.
Its calculation formula is:

Fscore =
(β2 + 1)× Pr× Re

Pr + Re
, (18)

where Pr denotes the precision and Re denotes the recall score, β is used to
balance the weight of precision and recall in the calculation of F value.
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In relation extraction tasks, β is generally taken as 1, and the two metrics are
considered equally important. Therefore, the calculation formula of F1 value is:

F1 = 2× Pr× Re

Pr + Re
(19)

The models were all evaluated using F1 as the metrics, and the experimental
results were averaged over three replicate experiments.

Rela. UMLS Relations

Symptom of disease has finding; disease may have found; has
associated finding; has manifestation; associated
condition of; defining characteristic of

May treat May treat
Contraindicates has contraindicated drug
May prevent may prevent
Causes cause of; induces; causative agent of

Total 41.3 k

Table 2. Relations correspond to the mapping UMLS semantic relation

4.2 Implementation Details

Experiments adopt the Adam [32] optimization strategies in our method training
and use Binary Cross-Entropy (BCE) [33] loss to improve our network performance.
For the method to be used on dataset, the initial parameters are set to learning,
the rate is 1e−3, batch size is 128. The number of epochs is 200. All training and
testing of the methods are implemented on PyTorch 1.7. Repeat the experiment
three times and take the average value as the results.

4.3 Comparison Experiments

In this section, we compare MGCN with a comprehensive set of relation extraction
methods. For predicting the relation between two nodes in a graph, the framework of
a neural method usually includes an entity encoder and a relation scoring function.
Therefore, different encoders are used to learn entity embeddings and to make a com-
prehensive comparison. The relation scoring function is unified with RESCAL [34].
The encoders select one word embedding method, Word2vec [35], two graph embed-
ding methods, random-walk based DeepWalk [36], edge-sampling based LINE [37],
and one distributional approach REPEL-D [38] for weakly-supervised relation ex-
traction. For graph structure-based relation extraction algorithms, the extended
LSTM methods Graph LSTM [39] and bidirectional DAG LSTM [40], attention
guided graph convolutional networks (AGGCNs) [26], two newer methods Know-
Prompt [15] and PURE [16], and co-occurrence graph-based X-MEDRELA [28]
were chosen.



426 Y. Wang, Y. Liu, J. Zhang

Method May treat Symptom Contrain. May prevent Causes Avg.

Word2vec + RESCAL 0.753 0.764 0.799 0.638 0.650 0.720
DeepWalk + RESCAL 0.701 0.772 0.793 0.623 0.705 0.718
LINE + RESCAL 0.725 0.765 0.800 0.601 0.689 0.716
REPEL-D + RESCAL 0.726 0.769 0.776 0.680 0.707 0.731
Graph LSTM 0.746 0.806 0.743 0.717 0.703 0.743
Bidir DAG LSTM 0.756 0.773 0.769 0.722 0.707 0.745
AGGCN 0.831 0.833 0.801 0.803 0.774 0.828
KnowPrompt 0.836 0.835 0.829 0.814 0.762 0.815
PURE 0.820 0.862 0.833 0.805 0.724 0.809
X-MedRELA 0.805 0.811 0.816 0.676 0.684 0.758

Ours 0.851 0.850 0.832 0.823 0.803 0.831

Table 3. Comparison of model predictive performance

Table 3 shows the prediction performance of different methods for F1 scores un-
der each relation prediction task. MGCN obtained a very competitive performance
compared to the integrated baseline approach. Specifically, our method achieves
substantial improvements in the prediction tasks of “May treat” and “Contraindi-
cates” and performs very competitively in the “Symptom of” and “May prevent”
tasks. The poor performance on the “Causes” task may be due to too little training
data. This shows that relation extraction based on associations and interactions
between entities is effective. Furthermore, compared to those baseline methods that
encode graph structures into latent vector representations, MGCN makes full use
of co-occurrence graphs, associating context to generate human-understandable ra-
tionales. Each stage of our method is interpretable, which can substantially help
medical experts.

To demonstrate the effectiveness and convergence of the methods, the F1 and
loss curves of X-Med, AGGCN and MGCN at 200 epochs were plotted. As shown
in Figure 6 a), the prediction accuracy of all three methods increases rapidly within
40 epochs, and then increases slowly until the best result is achieved at 200 epochs.
Among them, the highest F1 value achieved by X-Med is the lowest, and the best
result of MGCN is slightly better than that of AGGCN. it can be seen from Fig-
ure 6 b) that X-Med and MGCN basically finish converging at 80 epochs, while our
method converges approximately at 200 epochs. Comparing the final convergence
results, X-Med has the highest loss value at around 0.45; AGGCN also has a poor
loss value at around 0.2; while MGCN’s loss value has dropped to around 0.04, in-
dicating that the method fits the data well. For deep learning methods, 200 epochs
to complete convergence are also a reasonable range. For the performance improve-
ment, the time overhead is worth it. In terms of overall trend, MGCN outperforms
X-Med and AGGCN.
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a) F1 curve

b) Loss Curve

Figure 6. a) is the FI curve of X-Med vs. MGCN vs. AGGCN and b) is the loss curve of
X-Med vs. MGCN vs. AGGCN

4.4 Ablation Study

This section examines the contributions of two main components, namely GCN
and Knowledge-aware attention instance encoder. Experiments were conducted on
the dataset using the best performing MGCN (w/OWA) method, and the results
are shown in Table 4. It can be observed that the introduction of GCN can help
the method learn better information aggregation and produce better graph rep-
resentation, significantly improving the performance of the method. At the same
time, adding an attention instance encoder to supervise the inference process of the
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method can also further improve the performance. In addition, an ablation study
was also carried out for the feedforward layer in the associated entity stage, which
confirmed the importance of the feedforward layer in the deep learning method.
Without the feedforward layer, the F1 value would drop significantly.

Method F1

MGCN 0.831
– GCN 0.778
– Attention Instance Encoder (AIE) 0.805
– GCN, AIE 0.758
– Feed-Forward layer(FF) 0.770

Table 4. An ablation study for MGCN model

Performance against Training Data Size. To further test the method perfor-
mance and explore the effect of different scales of data on the method, a set of
experiments were designed. Five training settings (20%, 40%, 60%, 80%, and
100% of the training data) were considered in the experiments, and the results
are shown in Figure 7. We investigate the performance of MGCN, AGGCN and
X-MED on the CTF dataset under different training settings. We investigate
the performance of MGCN, AGGCN and X-MED on the CTF dataset under
different training settings. At 20% and 40% of the training settings, all three
methods perform poorly, with MGCN only having a slight advantage, because
the performance of deep learning methods relies on large-scale datasets. At 60%
of the training setting, MGCN significantly outperforms AGGCN and X-MED.
This means that MGCN has better learning ability when the training data size is
average. Under the same amount of training data, MGCN and AGGCN consis-
tently outperform X-MED, and the performance gap becomes more pronounced
as the amount of training data increases. When using 100% training data, the
F1 score of MGCN reaches 83.1, which is higher than that of AGGCN of 82.8.
These results show that under different scales of data, our method is able to
utilize training resources more efficiently and achieve better results.

4.5 Case Studies

This section provides two concrete examples to demonstrate the prediction princi-
ples of MGCN to help the reader understand the construction of the method more
intuitively.

As shown in Table 5, in order to predict that “cephalosporin” may treat “bac-
terial infection”, our method will obtain the associated entity “cefuroxime” and
“sulbactam” for “cephalosporin”, and the associated entity “viral syndrome’ for “in-
fectious disease” “low grade fever”, “infectious diseases”, and relationships between
associated entities. After that, the method will use these five hypothetical princi-
ples to predict the relationship between “cephalosporin” and “bacterial infection”,
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Figure 7. Comparison of MGCN, AGGCN and X-MED against different training data
sizes

Subject Relation Object

cefuroxime may treat viral syndrome
cefuroxime may treat low grade fever
cefuroxime may treat infectious diseases
cefuroxime may prevent low grade fever
sulbactam may treat low grade fever

cephalosporins may treat bacterial infection

Table 5. Case 1

among which “cefuroxime” may treat “infectious disease” is important to make the
final prediction of “possible treatment” theoretical basis. Under the premise of the
open-ended hypothesis, doctors may therefore discover new effects of the drug.

Subject Relation Object

astepro may treat perennial allergic rhinitis
pseudoephedrine may treat perennial allergic rhinitis
ciclesonide may treat perennial allergic rhinitis
overbite may treat perennial allergic rhinitis
diclofenac may treat perennial allergic rhinitis

azelastine may treat perennial allergic rhinitis

Table 6. Case 2

As shown in Table 6, similarly, the same condition can be treated with differ-
ent drugs. For the treatment of “perennial allergic rhinitis”, the MGCN can give
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different medicines (head entities). When one or more of these drugs are known
to be effective, doctors can try other drugs to see if they work. Once proven, new
drugs can be developed to complement existing drugs. MGCN can make correct pre-
dictions based on reasonable principles, providing a theoretical basis to help users
understand how the method predictions are performed, and it has an important
medical significance.

5 DISCUSSION AND CONCLUSION

Traditional relation extraction methods are all black-box operations, input data
sets, output prediction results, and the reasoning process of the method is difficult
to visualize. The interpretability of such methods is low and cannot meet the needs
of the medical field. For deep learning methods with black-box properties, most of
the existing interpretability research use interpretability methods to explain after
modeling, such as hidden layer analysis methods, simulation/surrogate methods,
sensitivity analysis methods, etc. Different from this kind of research, MGCN itself
is an interpretable method. The establishment of the method is based on certain
rules, and the decision-making of the method is carried out according to this rule.
MGCN performs relation prediction on a given framework, which is set based on the
logic of human thinking. For concerned entities, the relevant knowledge is recalled
in the first stage, the second stage uses the relevant knowledge to perform relational
reasoning, and the third stage gives the prediction result according to the relational
reasoning. Under this framework, we can easily understand what each part of the
method does and what knowledge is used to make relational predictions. Predicted
outcomes for the entity pairs of interest can be traced back to the identified set of
associated entities and relational assumptions, as well as the contribution of each
assumption to the outcome. In addition to the interpretability of the method itself,
each stage of the method can provide a reasoning basis for the results, and has
stage interpretability, so MGCN is a method high interpretability. In addition, the
method can achieve more accurate and efficient network method tuning and has
strong practicability.

This work realizes the relationship extraction of medical information entities
and completes the relationship prediction and confidence score of entity pairs in
three stages according to different tasks. Unlike existing techniques that rely on
multiple different machine learning or deep learning network methods to predict
medical entity relationships, MGCN also focuses on the semantic information of the
entire corpus while considering OWA. Fully consider the context and spatial struc-
ture relationship of the text database, better fit the medical text data characteristics
and task characteristics, and finally generate the global optimal prediction theorem.
Compared with similar techniques, MGCN is more rational and open in relation
prediction, and each stage is interpretable. We believe that MGCN can better assist
physicians or practitioners in new medical discoveries and structuring downstream
tasks. In the future, this research mainly has the following three exploration direc-
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tions. First, consider combining MGCN with state-of-the-art denoising methods to
further improve the performance. Secondly, the method is refined on the basis of
a small amount of data, so that the method can still achieve better results in the
case of scarce data. Finally, MGCN is improved for downstream tasks, enabling
it to extract relationships from massive multi-source heterogeneous data and build
a medical knowledge graph.
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