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Bridging the gap – the impact of ChatGPT on financial 
research
Yi Caoa and Jia Zhaib

aManagement Science and Business Economics Group, Business School, University of Edinburgh, Edinburgh, 
UK; bBusiness School, Xi’an Jiaotong-Liverpool University, Suzhou, Jiangsu, PR China

ABSTRACT
In March 2023, the release of GPT-4 and its application, Copilot, 
astounds the world and thrusts AI into the spotlight in industry, and 
academia. The incredible superiority of GPT-4 is demonstrated by 
its ability to achieve high scores on almost all mainstream academic 
and professional standard exams, Copilot’s capability to accomplish 
nearly all repetitive office work, and the rapid spread of its applica
tions across massive areas of human society within weeks of its 
launch. These changes lead to the belief on the emergence of GPT-4 
having a significant impact on academic research in the finance and 
accounting fields by establishing a consensus on the psychological 
acceptance of AI and rapidly eliminating technical barriers of using 
it. This paper presents practical examples to demonstrate GPT-4’s 
effectiveness in sentiment analysis, ESG analysis, corporate culture 
analysis, and Federal Reserve opinion analysis, and provides instruc
tive recommendations for applying it in these subject areas.
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1 Introduction

February-March 2023 could be the craziest, most breathless month in the history of AI 
development to date in human society. We try to summarize what has happened in AI 
in a month that is both short and long. On February 13, Meta released Toolformer, 
telling the world that large language models (LLM) can already start utilizing tools, so 
that instead of solving all the problems themselves, such as computation, reasoning, 
etc., LLM can simply act as a strong interactive tools that translate human require
ments into executable commands and utilize the most appropriate specialized soft
ware to complete the task. At the end of February, Meta released their LLM called 
LLaMA. After that, on 8 March, Visual ChatGPT has been released. It connects ChatGPT 
with a range of Visual Foundation models in order to use image as input and output in 
conversations. On 9 March, GigaGAN has been released that makes many people crazy 
on its capability of generating synthesized image by text inputs. On 13 March, 
Stanford Alpaca has been released as a fine-tuned LLaMA 7B model. On 14 March, 
GPT-4 has been released as the strongest LLM in this world. At the same day, Google 
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released its generative AI API and Anthropic released their Claude LLM, which are 
considered as the biggest competitor of ChatGPT. At the same day, the LLM startup 
company Adapt.ai closes their Series-B round funding with $350 million in funding. On 
15 March, Midjourney released their 5-th generation models for text to image genera
tion (they are the first model that draw human being’s hands’ details as real, which 
beat all previous text generation models). March 16 saw the craziest day in a month 
when Microsoft released a one-minute Copilot video showing how GPT enhanced 
office software can automate almost all repetitive office tasks, including making the 
presentation slides, drafting advertisement document, analysing financial data, writing 
budget report, drafting project proposal and more. This short one-minute video shows 
the world that (possibly) for the first time artificial intelligence could really replace 
human jobs, which causes widespread discussion.

While the GPT has made huge waves in the industry, there has also been a lot of sober 
commentary, such as Thorp (2023) questioning its creativity, Dwivedi et al. (2023) expres
sing concerns on its impact on education, and Lund et al. (2023) arguing a potential 
ethical problem in academia. Nonetheless, we remain optimistic that the emergence of 
GPT will not cause further problems for the future of academic research in finance and 
accounting, but is likely to be the biggest driver for a broader and deeper acceptance of AI 
and machine learning techniques in these subject areas. The emergence of GPT is likely to 
begin to build the consensus of acceptance for AI and machine learning techniques from 
a psychological perspective, and on the other hand, the emergence of GPT significantly 
lowers the technical barriers to apply the advanced machine learning techniques in 
finance and accounting researches.

This paper initiates with a discussion and analogy in Section 2 regarding the psycho
logical consensus that GPT can achieve. In Section 3, we demonstrate how to use GPT to 
conduct textual analysis through four examples of machine learning applications in 
financial research: sentiment analysis, ESG analysis, corporate culture analysis, and analy
sis of Federal Reserve minutes. The conclusion of this paper is presented in Section 4.

2 Building the psychological consensus

Machine learning methods are presently extensively utilized in various domains of finance 
and accounting research. Nevertheless, there is still a degree of controversy surrounding 
their implementation in academic contributions, as well as a lack of consensus on 
researchers’ psychological acceptance of these methods.

Considering the real academic contributions, prevalent comments are frequently made 
regarding machine learning, namely that while it may result in superior performance, such 
‘horse-racing’ is not substantial for finance research. Additionally, the lack of interpret
ability associated with machine learning models, which renders them meaningless if their 
logic cannot be elucidated, is frequently cited. Undoubtedly, unexplained high perfor
mance and the occasional naive errors that occur are issues that cannot be tolerated in 
research, particularly in risk-sensitive domains such as self-driving cars, healthcare, and 
financial risk.

Nonetheless, a crucial issue that often goes unnoticed and impedes the implementa
tion of machine learning is the psychological consensus of individuals. It is possible to 
draw an analogy between the present consensus on the acceptance of machine learning 
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and the renowned ‘copy machine study’ carried out by Ellen Langer at Harvard University 
in 1977 Langer, Blank, and Chanowitz (1978).

In the ‘copy machine study’ the researcher cuts into the line of individuals waiting for 
copies in the library with one of the following three questions to the next person in line 
(Langer, Blank, and Chanowitz 1978):

(1) (request only): ‘Excuse me, I have 5 pages. May I use the Xerox machine?’
(2) (request with a real reason): ‘Excuse me, I have 5 pages. May I use the Xerox machine, 

because I’m in a rush?’
(3) (request with a fake reason): ‘Excuse me, I have 5 pages. May I use the Xerox machine, 

because I have to make copies?’

Obviously, the third reason is nonsensical; however, surprisingly, the experimental out
comes were favorable, and after consolidating all findings, the researchers found the 
following conclusions:

(1) 60% of people let the researcher cut into the line
(2) 94% of people let the researcher cut into the line
(3) 93% of people let the researcher cut into the line

The study achieved notability for revealing one of the most influential words that 
influences human behavior: ‘because’. Langer, Blank, and Chanowitz (1978)’s research 
demonstrated that individuals are likely to adopt a particular behavior as long as they can 
rationalize it in their mind (‘I do it because. . .’), even if the justifications are not particularly 
nonsensical. This psychological phenomenon suggests that people simply require 
a reason or excuse for their actions when confronted with unfamiliar behaviors or novel 
concepts. When individuals universally accept a particular ‘reason’ for justification, an 
implicit consensus of acceptance regarding that behavior is established. It is apparent that 
such a consensus has yet to be widely established in the research areas of machine 
learning in finance. Nevertheless, the establishment of this consensus may begin with 
GPT-4, as indicated by the following three primary reasons.

The first reason for the potential establishment of a subconscious consensus of 
acceptance on machine learning is the exceptional performance of GPT-4 in various 
professional and academic tests, which is difficult for humans to perform OpenAI 
(2023). This consistent exceptional outperformance across multiple domains has 
increased people’s trust in GPT-4, as well as machine learning in general. Although 
machine learning does not possess intelligence, many people have started to believe 
otherwise due to this trust in GPT’s capabilities. For instance, GPT-4 passed the mock 
version of the Uniform Bar Examination, which is one of the most challenging 
professional exams in the United States, scoring in the top 10% of candidates 
(Table 1 and Figure 4 in OpenAI (2023)). Furthermore, it achieved top scores on 
various U.S. national university entry and post-graduate entry exams, including the 
SAT Reading & Writing (top 7%), SAT Math (top 11%), and GRE exam (top 22% on 
average). Additionally, GPT-4 excelled in university exams in English language, eco
nomics, physics, history, and other subjects, ranking around the top 20–10%. In other 
words, the competencies that GPT-4 has achieved from the ‘learning’ process have 

JOURNAL OF CHINESE ECONOMIC AND BUSINESS STUDIES 179



surpassed those of at least 80% of humans who have completed these standardised 
exams. However, the victories of AlphaGo over Go champion Ke Jie in 2016 Silver 
et al. (2016) and AlphaFold’s distant lead in protein structure prediction Jumper et al. 
(2021) are equally remarkable, they are not as relatable to ordinary people’s lives. 
Thus, people may find it challenging to embrace such achievements. In sum, in 
contrast to other machine learning accomplishments, GPT-4’s exceptional perfor
mance in numerous standardized tests has provided people with a compelling 
reason to accept this technology. As previously mentioned, individuals tend to 
require a justification or excuse to embrace new concepts or innovations. GPT-4’s 
exemplary performance in standard exams that individuals are familiar with, such as 
the Uniform Bar Examination, the SATs, the GRE, and university exams, provides the 
reasoning and justification needed for individuals to embrace this new technology. 
Even if individuals are hesitant to trust machine learning, they may have no choice 
but to accept it once confronted with GPT-4’s exceptional examination results that 
they may not be able to replicate themselves.

The second reason is the potential for a new smart-industrial revolution that cannot be 
stopped. As previously discussed, people often need a reason or excuse to accept some
thing new. The release of GPT-4 has provided such a reason through its outstanding 
performance in a variety of standardised examinations. In addition, the first large-scale 
application that demonstrated GPT-4’s capabilities was https://www.youtube.com/watch? 
v=S7xTBa93TX8Microsoft 365 Copilot, which has already caused a sensation around the 
world Spataro (2023). The one-minute introductory video gives people a glimpse of the 
revolution that machine learning may bring to the industry. Copilot, an enhanced version 
of Microsoft Office powered by GPT-4, can automatically perform repetitive and routine 
tasks in daily office work, such as email responses, presentation slide preparation, budget 
drafting, and project proposal writing. Since these tasks make up a significant portion of 
many people’s daily work, discussions have arisen about the possibility of jobs being 
replaced by machine learning models Mok and Zinkula (2023); Dwivedi et al. (2023). 
Although people may initially distrust these models, the fear of losing their jobs may be 
the catalyst for acceptance, just as the first commercial railway between Liverpool and 
Manchester was built in 1830, more than half a century after James Watt’s improvement of 
the steam engine in 1776, during which time many locomotives, such as Richard 
Trevithick’s Puffing Devil in 1801 Trevithick (1872) and George Stephenson’s Blucher in 
1814 Smiles (1859), were widely questioned. In the current era, GPT-4 can be compared to 
Stephenson’s Blucher locomotive in 1814. It was only 16 years after the improved loco
motive that the first commercial railway was constructed in 1830, heralding the most 
significant efficiency gains of the first industrial revolution. Similarly, within a time frame 
certainly shorter than 16 years from the commencement of GPT-4, it is plausible that we 
will witness another industrial revolution, wherein machine learning and artificial intelli
gence are extensively applied to daily work, resulting in a substantial leap in productivity.

The third reason is that widespread commercial applications of GPT-4 begin immedi
ately after its release. Stephenson’s Blucher was only one of the key drivers of the 
Industrial Revolution; it was the mass application of the steam engine in manufacturing 
across many industries throughout the entire society that was the fundamental factor. The 
beginning of the GPT-4’s large-scale commercial application nowadays is the equivalent 
of the steam engine in the Industrial Revolution of 1814.
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On 1 March 2023, OpenAI announced the opening of the ChatGPT API, powered by the 
large natural language model ‘GPT 3.5 Turbo’, with an open API fee model of $0.002/1000 
tokens, a 90% reduction in price from the previous generation. In addition to this, OpenAI 
has also opened up the Whisper API, a speech to text model that can transcribe or 
translate speech. It supports dozens of languages, including English, Chinese, Arabic, 
Japanese, German, Spanish and more, and costs $0.006 per minute to use the Whisper 
API. Microsoft’s search engine, Bing, combines the technology of GPT4 to combine search, 
creation and chat in a multi-faceted way to meet the individual needs of users; Microsoft’s 
enterprise services platform Dynamic 365, a SaaS service that incorporates CRM, ERP and 
other functions, has combined ChatGPT’s technology to launch Dynamics 365 Copilot, 
which provides people across businesses from sales, service and marketing to supply 
chain. Microsoft’s developer tools, Power Platform, in conjunction with ChatGPT technol
ogy, launched with Power Virtual Agents and AI Builder, which provide a low code 
approach and developer-oriented generated AI capabilities.

In addition to applications conducted by OpenAI’s parent company Microsoft, a very 
large number of startups have quickly followed by integrating GPT technology to 
enhance their products. Jasper, intuitive AI copywriter, has a number of products that 
access GPT-3 for commercial copywriting, including Jasper Starter for abstracts, product 
descriptions and blog posts using predefined templates, and Boss Mode, a writing 
assistant that enables flexible and easy business copywriting. By using Boss Mode, users 
only need to edit 20% of the content themselves. Jasper for Business is a dedicated service 
for B-side copywriting, with the ability to generate customised copy. Users can create new 
custom workflows and develop writing assistants specifically tailored to their needs; 
Jasper Art can generate images for advertising and blog posts. On 7 March 2023, Brex, 
a financial technology platform in U.S., announced the launch of an advanced AI tool 
based on OpenAI GPT-4 technology. Through the Brex Empower platform, customers can 
use natural language to describe requests in a chat interface to obtain the appropriate 
financial-related information or more complex financial analysis. Slack is a team collabora
tion tool owned by Salesforce, similar to Teams. On 7 March 2023, Slack announced the 
introduction of OpenAI’s ChatGPT, which allows users to ask ChatGPT questions directly in 
the app to get answers to their questions. HireStack is an HR company that uses GPT-3 to 
generate interview questions and their corresponding answers. Pencil Advertising, 
a creative marketing and design agency, uses GPT-3 to generate effective, creative and 
brand-appropriate advertising copy and video. It enables creative marketing around the 
product. Snapchat, Discord and Quora have all launched chatbots My AI, Clyde and Poe 
respectively, based on the ChatGPT API. Quizlet, a global learning platform, launched on 
28 February 2023 Q-Chat, an AI tutor based on ChatGPT, which asks adaptive questions 
based on relevant learning materials and generates interesting chat content to interact 
with students. A US-based fresh grocery e-commerce platform, Instacart, uses ChatGPT, 
combined with product information from over 75,000 retail partner shops on the plat
form, to help customers achieve their open shopping goals. The consumer app Shopify, 
through its integration with ChatGPT, will scan millions of items to quickly find what 
buyers are looking for and provide personalised recommendations based on the user’s 
textual description of their needs. The data analysis software Anania, integrated with 
ChatGPT, allows the user’s data to be analysed through simple, natural English conversa
tion. The AI-assisted programming platform, Tabnine, incorporates GPT-4 to predict and 

JOURNAL OF CHINESE ECONOMIC AND BUSINESS STUDIES 181



infer the user’s next line of code based on context and syntax, or the user types 
a comment and Tabnine suggests the correct code for them. Lyrics generation tool 
Jarvis, based on GPT-3, can generate lyric suggestions based on any artist, genre, title 
and lyric prompt. The decision assistant software Rationale, based on GPT-3, lists the pros 
and cons of the decision based on contextual learning algorithms, generates a SWOT 
analysis or conducts a multi-criteria analysis to help users weigh up their options. These 
examples are just the tip of the iceberg of startups using GPT to enhance their products 
that have sprung up in the month since ChatGPT was officially released. These widespread 
applications in almost every aspect of life have contributed significantly to the consensus 
on the acceptance of GPT.

Thus, the three reasons mentioned above, i.e. the excellent results in almost all the 
most popular academic and professional exams, the revolution in smart technology 
triggered by the GPT itself, and the massive smart applications based on the GPT that 
are in every aspect of life, are the key reasons for the acceptance of machine learning (and 
even AI) techniques and the formation of a consensus of the widespread acceptance.

3 Smoothing the technological barrier

For academic researchers in the fields of finance and accounting, machine learning can 
help them in many areas to solve otherwise difficult research questions. But applying 
machine learning models is often very difficult for those without a professional computer 
programming background, and GPT-4 is probably the most powerful tool to date, 
providing a way to accomplish the task with interaction in a multilingual environment 
using ordinary conversation, removing technical barriers for their in-depth research 
topics.

However, GPT-4 is not a ‘Harry Potter magic wand’ in the hands of researchers that can 
turn everything it touches into gold, allowing them to complete complex research tasks 
quickly. However, it is more like a ‘Harry Potter flying broomstick’ that can magically 
enhance the convenience, efficiency, and accuracy for researchers utilizing machine 
learning techniques. The key lies in how to master the ability to control the ‘broomstick’ 
to soar over towering mountains and rugged peaks, rather than being thrown to the 
ground by the broomstick. This is a new course for researchers to explore.

Prompts are essential to guide the outcome of the GPT-4 for a particular task. A prompt 
can be a short paragraph that provides context and instructions for the GPT-4 to generate 
results, or it can be a complex description, depending on the difficulty of the task. In this 
section, we show that appropriate prompts in GPT-4 lead to answers to several common 
research questions in finance and accounting, which often require in-depth application of 
machine learning models. These questions include sentiment analysis, ESG keyword 
analysis and sentiment, company culture, and Federal Reserve Board Press.

3.1 Sentiment analysis

In finance, sentiment values extracted from textual data is termed as alternative data in 
the last decade and has shown many meaningful applications in financial empirical and 
even quantitative trading. However, extracting sentiment values from textual information 
(e.g. news, reports, social media) is technically challenging and generally requires training 
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a neural network model using a labelled dataset (Such data sets are typically read by 
humans who then determine the sentiment value of the text and label the text as 
‘optimistic’, ‘pessimistic’, ‘neutral’, etc.) and then using the trained model to make judge
ments about the sentiment value of the textual information.

We can now easily to use GPT-4 to quantify the sentiment value of a piece of text. We 
use the following prompt:

On a scale of −1 to 1, where −1 is the most negative and 1 is the most positive, what is the 
sentiment value of the following text: _Text_Requiring_Sentiment_Analysis_

We use a few news headlines from the Markets section of Financial Times on 18 April 2023 
as an example to empirically analyse the sentiment values generated by GPT-4, as shown 
in Figure 1. From these five examples we can see that the GPT-4 provides accurate 
sentiment values, with not only scores but also the analysed content of the text, increas
ing the confidence of the scores.

(1) Sentiment of ‘HSBC urged to break up by largest shareholder and accused of “exag
gerating” risk’

(2) Sentiment of ‘EU faces last-ditch challenge from exchanges over trading reforms: 
Bourses warn consolidated tape plan could harm smaller European markets’

(3) Sentiment of ‘Pension fund CalSTRS braced for writedowns in 50bnpropertyportfolio : 
Warningfrom 306bn fund is latest sign that higher interest rates have upended US 
commercial real estate market’

(4) Sentiment of ‘Changes to UK financial regulation will not weaken it, but make it more 
effective: The government’s “Edinburgh reforms” are designed to help the sector drive 
growth’

(5) Sentiment of ‘BlackRock avoids 60/40 portfolio despite stock and bond rebound: 
Traditional mix of stocks and bonds is ill-suited to world of high inflation, says world’s 
biggest asset manager’

3.2 ESG analysis

When we analyse the ESG content contained in textual information, we usually employ 
two types of analysis, firstly the percentage of ESG keywords and secondly the sentiment 
of the text regarding ESG, i.e. the ESG sentiment.

We found that GPT-4 works very well in the generation of the required keyword list. We 
use the following prompt to generate 20 ESG keywords (we can adjust the number of 
keywords to any number we want, e.g. 50, 100 etc.) as shown in Figure 2. 

Generate a list of _Number_Of_Keywords_ keywords most relevant to ESG

The generated results are shown in Figure 2. When we adjust the number of keywords 
required, we get the list of the required length.

Afterwards, we use a sustainable report released by Alphabet in 2022 to evaluate the 
ESG keywords percentage and ESG sentiment. The report we use is https://sustainability. 
google/reports/2022 Environmental Report. We randomly copy some paragraph in the 
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Section ‘Performance highlights’ on page 7 and use the following prompt to generate the 
ESG keywords percentage:

What is the percentage of the above generated ESG keywords in the following paragraph: 
_Text_To_Analyse_

The Figure 3 shows the GPT-4 generated percentage based on the keywords that have 
been generated by GPT-4 itself. In addition, we use the following prompt to generate the 
ESG sentiment:

Figure 1. The GPT-4 generated sentiment values of news headlines published in Financial Time on 
18 April 2023. The values are between −1 to +1, where −1 denotes the most negative and +1 is the 
most positive.
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On a scale of −1 to 1, where −1 is very negative and 1 is very positive, what is the sentiment 
value regarding to the above-generated ESG keyword list for the following text: 
_Text_To_Analyse_

The generated ESG sentiment value is shown in Figure 4. From the results, it appears that 
GPT-4 knows how to analyse text and generate keyword-related sentiment values based 
on the list of ESG keywords it has just generated itself.

3.3 Corporate culture

Corporate culture has received a lot of attention in recent years in the field of 
corporate finance Li et al. (2021,a). We try to use GPT-4 to do certain analysis of 

Figure 2. The GPT-4 generated 20 most important ESG keywords.
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corporate culture. Firstly, we can use the following prompt to generate a list of 
keywords relating to our corporate culture, and we can control the number of key
words we need: 

Generate a list of the _Number_Of_Keywords_ keywords most relevant to a company’s 
innovation

Alternatively, we can also use a list of keywords of corporate culture summarised in 
existing literature, e.g. Table IA3 of Li et al. (2021). We use the following simple 
prompt to ‘teach’ GPT-4 the list (using the Panel A of the table as the example): 

We have an innovation keyword list as follows: _Keywords_List_

After feeding the keywords to GPT-4, we conduct two types of analysis on corporate 
culture, the first is the percentage of the keywords and the second is the corporate culture 
sentiment. We randomly select an earning call transcript, released by the corporate 
https://seekingalpha.com/article/4594611-midwest-energy-emissions-corp-meec- 

Figure 3. The GPT-4 generated keywords percentage based on the generated 20 most important ESG 
keywords.

Figure 4. The GPT-4 generated ESG sentiment value based on the earlier generated 20 most important 
ESG keywords.
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q4–2022-earnings-call-transcript“Midwest Energy Emissions Corp” for Q4 2022. We first 
use the following prompt for the percentage of the keywords: 

What is the percentage of the innovation keywords in the following paragraph:_Text_

We use full transcript to generate the corporate culture keyword percentage in Figure 5.
In addition, we use the following prompt to generate the corporate culture sentiment:

On a scale of −1 to 1, where −1 is very negative and 1 is very positive, what is the sentiment value 
of the company culture based on the above keywords of the following text:_Text_

Figure 6 shows the corporate culture sentiment value based on the ‘learned’ keyword list.

3.4 Federal reserve board press

The attitude of the Federal Reserve’s Federal Open Market Committee (FOMC) meeting is 
often considered to be one of the strongest drivers in financial markets change, and 
whether the Fed speaks dovishly or hawkishly is often considered to be decisive in 
guiding markets directions.

We tried to use GPT-4 to determine the dovish or hawkish attitude of the content of the 
Fed FOMC minutes. Using the following prompt, we try to generate a numerical value 

Figure 5. The GPT-4 generated keywords percentage for the earning call transcript of https:// 
seekingalpha.com/article/4594611-midwest-energy-emissions-corp-meec-q4–2022-earnings-call- 
transcript“Midwest Energy Emissions Corp” for Q4 2022 based on the “learned” corporate culture 
innovation keywords in Table IA3 in Li et al. (2021).

Figure 6. The GPT-4 generated corporate culture sentiment value of the earning call transcript of 
https://seekingalpha.com/article/4594611-midwest-energy-emissions-corp-meec-q4–2022-earnings- 
call-transcript“Midwest Energy Emissions Corp” for Q4 2022 based on the earlier “learned” corporate 
culture innovation keywords in Table IA3 in Li et al. (2021).
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between −1 and +1 representing the opinion value of FOMC, where −1 is the most dovish 
and +1 is the most hawkish:

On a scale of −1 to 1, where −1 is very dovish and 1 is very hawkish, what are the attitude values 
for the following Fed talks:_FOMC_Text_

Figure 7. The GPT-4 generated value of Dovish or hawkish views of https://www.federalreserve.gov/ 
newsevents/pressreleases/monetary20230412a.htmMinutes of the FOMC on March 21–22, 2023.
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We use the https://www.federalreserve.gov/newsevents/pressreleases/mone 
tary20230412a.htmMinutes of the FOMC on March 21–22, 2023 as an example. We 
copy part of the text on page 3–4 to test GPT-4 and receive interesting results as 
Figure 7. From the results, the GPT-4 can analyse the information in the minutes very 
accurately and give a very logical and reasonable conclusion of doves or hawks. 
However, sometimes it is not possible to generate a single value of opinion, but 
rather different values corresponding to numerous aspects, as in the upper part of 
Figure 7. In the second half of Figure 7, the GPT-4 eventually generates a single 
value for the view, which is very trustworthy in terms of the logic of the analysis. The 
capability of GPT-4 in the analysis of Fed talk is also addressed in Hansen and 
Kazinnik (2023).

The value of Dovish or hawkish views of the first two paragraphs under the section of 
‘Developments in Financial Markets and Open Market Operations’ at page 3 of https:// 
www.federalreserve.gov/newsevents/pressreleases/monetary20230412a.htmMinutes of 
the FOMC on March 21–22, 2023

The value of Dovish or hawkish views of the first three paragraphs under the section of 
‘Staff Review of the Financial Situation’ at page 3–4 of https://www.federalreserve.gov/ 
newsevents/pressreleases/monetary20230412a.htmMinutes of the FOMC on March 21– 
22, 2023

In this section, we employ four distinct scenarios to showcase the potential advantages 
of GPT-4 in the domains of finance and accounting, specifically in removing technical 
obstacles to the application of machine learning models to a certain extent. The advent of 
GPT-4 enables researchers to utilize cutting-edge natural language processing models 
through conversations on a range of prevalent topics, with almost zero requirement of 
extensive training in Python programming.

4 Conclusion

This paper discusses the implications and impact of the emergence of GPT-4 on the field 
of finance and accounting. The emergence of GPT-4 is considered to be a turning point for 
researchers in these fields to accept machine learning techniques fully. Prior to this, 
although some researchers had started to apply various machine learning models, 
many voices of skepticism were raised in mainstream finance area, which included 
concerns about the interpretability of models, black boxes, the trustworthiness of models, 
and the theoretical contribution of the high accuracy that models bring to financial 
theory. The emergence of GPT-4 is likely to lead to a slow but comprehensive acceptance 
of machine learning models for three reasons: (1) the outstanding performance of these 
models on various standardized tests, (2) their potential to replace repetitive human work, 
and (3) their widespread commercial application that is penetrating almost all areas of 
society.

This study attempts to use GPT-4 to answer four common types of questions in the 
application of machine learning models in finance and accounting, namely sentiment 
analysis, ESG content analysis, corporate culture analysis, and Fed opinion analysis. By 
employing various prompts, this research analyses news headlines from the Financial 
Times, Google’s sustainability report, the earnings call transcript of Midwest Energy 
Emissions Corp, and Fed FOMC meeting minutes. The findings demonstrate that GPT-4 
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is highly accurate and efficient in generating quantitative and logical analyses of the 
textual content.

This paper does not present additional empirical financial analyses of the results 
generated by GPT-4. Rather, it offers specific examples and recommendations for using 
GPT-4 as a potential technical aid. The authors believe that the emergence of GPT-4 has 
the potential to significantly reduce the technical barriers that finance and accounting 
researchers face when applying state-of-the-art natural language processing models. With 
minimal technical effort in GPT-4, researchers can focus on the research and analysis of 
domain-specific problems in finance and accounting. This shift would likely lead to 
a surge in research advancement within the field.
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