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# On distributions of velocity random fields in turbulent flows 
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#### Abstract

The present paper aims to derive a partial differential equation (PDE) for the single-time singlepoint probability density function (PDF) of the velocity field of a turbulent flow. The PDF PDE is a highly non-linear parabolic-transport equation, which depends on two conditional statistical numerics of important physical significance. The PDF PDE is a general form of the classical Reynolds mean flow equation [12] and is a precise formulation of the PDF transport equation [10]. The PDF PDE provides us with a new method for modelling turbulence. An explicit example is constructed. Though the example is seemingly artificial, it demonstrates the PDF method based on the new PDF PDE.
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## 1 Introduction

The research on statistical properties of turbulent flows can be traced back to the semi-empirical theories of turbulence in the 1920s and 1930s, and seminal advances in the area include Prandtl [11], von Kármán [15] and Taylor [13, 14]. The goal of statistical fluid mechanics is to provide good descriptions and computational tools for understanding the distributions of the velocity random fields of turbulent fluid flows. Unlike some other unsolved problems in theoretical physics, the equations of motion for fluid dynamics, even for turbulent flows, have been known for over a century. These equations are highly non-linear and non-local partial differential equations, and it is difficult to extract information about the evolution of fluid flows in a deterministic manner. Thus, the velocity field of a turbulent flow is better to be considered as a random field arising from either the random initial data or a random external force, or both. To understand the statistics of turbulent flows, it is desired to know, if it is possible, the evolution of some distributional characteristics of fluid flows. The distribution of a random field, such as the velocity field, is rather complicated, and determining the distribution of turbulent flows is a challenging task even when the initial distribution is known. Hopf [2] (see also [8]) has derived a functional differential equation for the law of the velocity random field, but his equation involves functional derivatives.

In the past decades, the probability density function (PDF) method, based on the transport equation, a formal adjoint equation of the Navier-Stokes equation, has been developed into a useful tool for modelling turbulent flows. This method focuses on evaluating the one-point one-time PDF $p(u ; x, t)$ of the

[^0]velocity field $U(x, t)$, or equivalently, the centred field $U(x, t)-\overline{U(x, t)}$. The exact transport equation for the PDF, which involves the mean of the pressure term as well as the conditional expectation of the pressure term, has been derived by Pope and can be found in $[9,10]$ for details. However, it is still not an easy task to apply the PDF transport equation for the purpose of modelling turbulent flows. Applications of the PDF method has been mainly restricted to the generalised Langevin model, where the time-dependent velocity $U(t)$ of a particle at position $X(t)$ is assumed to satisfy a stochastic differential equation (SDE).

The main contribution of this paper is the derivation of the PDF partial differential equation (PDE) for the law of the velocity at any location and any instance, which is much more explicit than the formal PDF transport equation. This PDE is a generalisation of Reynolds mean flow equations, which can be closed by introducing the Reynolds stress tensor field. Having 6 dimensions in space ( $u, x$ ) and 1 dimension in time $t$, our PDF PDE can be regarded as a parabolic-transport equation which has a parabolic operator $\frac{1}{2} \partial_{t}+u \cdot \nabla_{x}-v \Delta_{x}$ in $x$ and transport operator $\frac{1}{2} \partial_{t}+\nabla_{u}$. in $u$. The PDF PDE for a velocity field is a second-order partial differential equation which is, in general, not parabolic due to the appearance of a mixed derivative term $\partial_{u^{i}} \partial_{x^{k}} p$. Even when this mixed derivative does not appear in the PDF PDE (which is the case for some turbulent flows and will be explained in the next section) and the parabolic part in the PDF PDE involves variable $x$ only, the PDF PDE is still highly degenerate. This feature of the PDF PDE distinguishes itself from the prevalent parabolic PDEs and other types of PDE theories in the literature.

The PDF PDE that we have obtained relies on two conditional structure functions, which are the conditional average increment

$$
\rho^{i}(x, y, u, t)=\mathbb{E}\left[U^{i}(y, t)-U^{i}(x, t) \mid U(x, t)=u\right]
$$

and the conditional covariance

$$
\sigma^{i j}(x, y, u, t)=\mathbb{E}\left[\left(U^{i}(y, t)-\mathbb{E}\left[U^{i}(y, t)\right]\right)\left(U^{j}(y, t)-\mathbb{E}\left[U^{j}(y, t)\right]\right) \mid U(x, t)=u\right]
$$

These conditional structure functions describe the interactions of the velocity random field at different positions, and hence they are natural to appear in the PDF PDE. The fact that the distribution of velocity random fields is characterised by conditional first and second moments is an interesting feature revealed in this paper. These statistical characteristics have the capacity to determine the PDF PDE. Moreover, these local statistical characteristics can localise many concepts, such as homogeneity, isotropy, etc., introduced firstly by Taylor and Kolmogorov [5, 6, 14], allowing us to generalise such concepts to their weak versions.

We outline the main structure of this paper as follows. In section 2 , we introduce definitions related to random fields. The evolution equation for the velocity random field distribution of turbulence over time will be derived assuming that the random field is regular. The PDE will be applied to various types of flows in section 3, including both viscid and inviscid cases. We also obtain a stochastic representation formula for the solution of the PDF PDE, together with the constraint that ensures the solution is indeed a PDF for all time $t \geq 0$ and position $x \in \mathbb{R}^{3}$. These theoretical results are important when we apply PDF PDE for modelling turbulent flows. Section 4 is thus devoted to an example of modelling the PDF of turbulence, which demonstrates the change of distribution at a fixed position $x$ over time. Our paper will be closed with a few remarks in the last section.

Conventions on notations. The following set of conventions is employed throughout the paper. Firstly, Einstein's convention on summation over repeated indices through their ranges is assumed unless otherwise specified. If $A$ is a vector or a vector field (usually in the space of dimension three) dependent on some parameters, then its components are labelled with upper-script indices so that $A:=\left(A^{i}\right)=$ $\left(A^{1}, A^{2}, A^{3}\right)$. The same convention applies to coordinates too. The derivative operators $\nabla$ and $\Delta$ are
labelled with subscripts to indicate the variable to which the operator is applied, such as $\Delta_{x}:=\partial_{x^{i}} \partial_{x^{i}}$ and $\nabla_{x} \cdot A:=\partial_{x^{i}} A^{i}$. Finally, the velocity vector field will be denoted by $U=\left(U^{i}\right)$.

## 2 PDF equation of velocity fields

In this section, we aim to introduce some fundamental concepts on random fields and to derive the evolution equation for the velocity $U(x, t)$, where $x \in \mathbb{R}^{3}, t \geq 0$. Note that $U(x, t)$ takes values in $\mathbb{R}^{3}$.

### 2.1 Random fields and their statistical characteristics

Given a random field $\{U(x, t)\}_{x, t}$ on a probability space $(\Omega, \mathcal{F}, \mathbb{P}), U(x, t)$ is, by definition, an $\mathbb{R}^{3}$-valued random variable for every $x \in \mathbb{R}^{3}$ and $t \geq 0$. The law or the distribution of $U(x, t)$ for fixed $x$ and $t$ is a probability measure on the Borel $\sigma$-algebra of $\mathbb{R}^{3}$. The distribution of the random field $U$ consists of, by definition, all possible finite-dimensional marginal joint distributions of

$$
U\left(x_{1}, t_{1}\right), \cdots, U\left(x_{n}, t_{n}\right),
$$

where $x_{i} \in \mathbb{R}^{3}, t_{i} \geq 0$ and any positive integer $n$. For example, by saying that the random field $\{U(x, t)$ : $\left.x \in \mathbb{R}^{3}, t \geq 0\right\}$ is Gaussian, we refer to the fact that any finite-dimensional marginal joint distribution is a Gaussian distribution, which in particular implies that the marginal distribution of $U(x, t)$ for any $(x, t)$ has a normal distribution. We remark that the converse argument is not true in general.

The most important statistical numerics for understanding a random field is the correlation function of two random variables, which plays the dominant role in the study of turbulence [1, 8]. In this paper, we however emphasize the use of a few statistical characteristics based on the conditional distribution. Let us introduce these statistical numerics, which we believe are of the most importance.

Definition 2.1. Given a time-dependent random field $\{U(x, t)\}_{x, t}$ on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, for $x, y, u \in \mathbb{R}^{3}$ and $t \geq 0$, and $i \in\{1,2,3\}$,

1) the conditional average increment function $\rho^{i}(x, y, u, t)$ is defined as

$$
\begin{equation*}
\rho^{i}(x, y, u, t)=\mathbb{E}\left[U^{i}(y, t)-U^{i}(x, t) \mid U(x, t)=u\right] \tag{2.1}
\end{equation*}
$$

2) the conditional covariance function $\sigma(x, y, u, t)$ is defined to be the covariance of $U(y, t)-U(x, t)$ given $U(x, t)=u$,

$$
\begin{equation*}
\sigma^{i j}(x, y, u, t)=\operatorname{cov}\left[\left(U^{i}(y, t), U^{j}(y, t)\right) \mid U(x, t)=u\right] . \tag{2.2}
\end{equation*}
$$

From the definition, it is clear that for every $i$, the conditional mean function is of the form

$$
\begin{equation*}
b^{i}(x, y, u, t):=\mathbb{E}\left[U^{i}(y, t) \mid U(x, t)=u\right]=\rho^{i}(x, y, u, t)+u^{i} \tag{2.3}
\end{equation*}
$$

and $\rho(x, x, u, t)=0$ for all $u, x$ and $t$. The conditional covariance function $\sigma^{i j}(x, y, u, t)$ can be treated as the conditional Reynold stress. These statistical characteristics have explicit representations in terms of the two-point joint distribution. For our purpose, it is convenient to assume that the distribution of $U(x, t)$ for every $(x, t)$ has a probability density function (PDF) with respect to Lebesgue measure on $\mathbb{R}^{3}$, denoted by $p(u ; x, t)$, in the sense that for fixed $x$ and $t$,

$$
\mathbb{E}\left[\mathbb{1}_{\{U(x, t) \in E\}}\right]=\int_{E} p(u ; x, t) \mathrm{d} u \quad \text { for any Borel set } E \in \mathscr{B}\left(\mathbb{R}^{3}\right) .
$$

Similarly, the joint distribution of $U(x, t)$ and $U(y, t)$ at two distinct points $x \neq y$ has a joint PDF, denoted by $p_{2}\left(u_{1}, u_{2} ; x, y, t\right)$. It follows that the conditional law of $U(y, t)$ given that $U(x, t)=u$ possesses the following conditional PDF

$$
p_{2 \mid 1}(v ; u, x, y, t):=\mathbb{P}(U(y, t)=v \mid U(x, t)=u)=\frac{p_{2}(u, v ; x, y, t)}{p(u ; x, t)}
$$

with $p_{2 \mid 1}(v ; u, x, y, t)=0$ if $p(u ; x, t)=0$. In terms of the conditional law, the joint PDF of $U(x, t)$ and $U(y, t)$ may be split into a product

$$
\begin{aligned}
p_{2}\left(u_{1}, u_{2} ; x, y, t\right) & =p\left(u_{1} ; x, t\right) p_{2 \mid 1}\left(u_{2} ; u_{1}, x, y, t\right) \\
& =p\left(u_{2} ; y, t\right) p_{2 \mid 1}\left(u_{1} ; u_{2}, y, x, t\right) .
\end{aligned}
$$

As a result, we are allowed to represent the conditional average increment function (2.1) and covariance function (2.2) as an integral relevant to the conditional density, namely

$$
\begin{equation*}
\rho^{i}(x, y, u, t)=\int_{\mathbb{R}^{3}}\left(v^{i}-u^{i}\right) p_{2 \mid 1}(v ; u, x, y, t) \mathrm{d} v \tag{2.4}
\end{equation*}
$$

and

$$
\sigma^{i j}(x, y, u, t)=\int_{\mathbb{R}^{3}}\left(v^{i}-b^{i}\right)\left(v^{j}-b^{j}\right) p_{2 \mid 1}(v ; u, x, y, t) \mathrm{d} v .
$$

The use of the conditioning techniques is, in fact, the main reason for advocating the foundation of statistical fluid mechanics based on the probability theory rather than on an average procedure, which was first explicitly proposed by Kolmogorov [5, 6]. The concept of homogeneity and isotropy can be defined for random fields indexed by a space variable $x \in \mathbb{R}^{3}$, which has been introduced into the study of turbulence by G. I. Taylor. The concept of local homogeneous and local isotropic flows was introduced by Kolmogorov for formulating the K41 theory (and its improved version K61 theory). According to Kolmogorov [5, 6], a random field $\{U(x, t)\}_{x, t}$ is locally homogeneous if for any $x, y \in \mathbb{R}^{3}$, the conditional distribution of $U(y, t)-U(x, s)$ given $U(x, s)=u$ depends on $y-x$ and $u$, and further it is locally isotropic if the conditional distribution depends only on $|y-x|$ and $u$. By using the conditional average and the conditional covariance functions, it is possible to generalise these terminologies to their weak versions. We are now in a position to state technical assumptions on the random field.

Definition 2.2. The random field $\{U(x, t)\}_{x, t}$ on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is

1) regular if the conditional average increment function $\rho$ has derivatives up to second order and $\rho(x, y, u, t)$ has a Taylor expansion (for every fixed $x, u$ and $t$ ) about $y$ :

$$
\begin{equation*}
\rho(x, y, u, t)=B_{k}(x, u, t)\left(y^{k}-x^{k}\right)+\frac{1}{2} A_{j k}(x, u, t)\left(y^{j}-x^{j}\right)\left(y^{k}-x^{k}\right)+o\left(|y-x|^{2}\right) \tag{2.5}
\end{equation*}
$$

as $|y-x| \rightarrow 0$, where

$$
\begin{equation*}
B_{k}(x, u, t)=\left.\frac{\partial}{\partial y^{k}} \rho(x, y, u, t)\right|_{y=x} \text { and } A_{j k}(x, u, t)=\left.\frac{\partial^{2}}{\partial y^{j} \partial y^{k}} \rho(x, y, u, t)\right|_{y=x} \tag{2.6}
\end{equation*}
$$

and $B$ and $A$ are differentiable in $x^{i}, u^{i}, t$, for all $i \in\{1,2,3\}$;
2) weakly homogeneous if given $u \in \mathbb{R}^{3}, t \geq 0, \rho^{i}(x, y, u, t)=o(|y-x|)$ as $|y-x| \rightarrow 0$ for all $i, y, x$;
3) weakly isotropic if both $\rho(x, y, u, t)$ and $\sigma(x, y, u, t)$ depend only on $|y-x|, u$ and $t$, and $A_{k k}^{i}$ only depends on $u$ and $t$.

The functions $B_{k}^{i}$ and $A_{j k}^{i}$ in the Taylor expansion of the conditional average increment $\rho^{i}(x, y, u, t)$ also have the form

$$
\left\{\begin{array}{l}
B_{k}^{i}(x, u, t)=\mathbb{E}\left[\left.\frac{\partial}{\partial x^{k}} U^{i}(x, t) \right\rvert\, U(x, t)=u\right] \\
A_{j k}^{i}(x, u, t)=\mathbb{E}\left[\left.\frac{\partial^{2}}{\partial x^{j} \partial x^{k}} U^{i}(x, t) \right\rvert\, U(x, t)=u\right]
\end{array}\right.
$$

for $i, j, k \in\{1,2,3\}$. Moreover, if the $\{U(x, t)\}_{x, t}$ is weakly homogeneous, we have the equivalent characterisation

$$
B_{k}^{i}(x, u, t)=\lim _{\varepsilon \rightarrow 0} \frac{\rho^{i}\left(x, x+\varepsilon e^{(k)}, u, t\right)}{\varepsilon}=0
$$

for all $i, k \in\{1,2,3\}$, where $e^{(k)}$ is the unit vector at the $k$-th direction.
Unlike Kolmogorov's definition of isotropic flows and homogeneous flows, our concept of weak isotropy has no direct relationship to weak homogeneity. Nevertheless, a regular locally homogeneous turbulent flow in the sense of Kolmogorov satisfies the condition that $A_{k k}^{i}$ depends only on $u$, since the conditional average increment of such a flow must obey $\rho^{i}(x, y, u, t)=g^{i}(y-x, u)$ for some function $g^{i}$ and

$$
A_{j k}^{i}(x, u, t)=\frac{\partial^{2} g^{i}}{\partial y^{j} \partial y^{k}}(0, u) .
$$

Moreover, if we further assume the flow is locally isotropic, the conditional average increment function satisfies $\rho^{i}(x, y, u, t)=g^{i}(|y-x|, u)$ and

$$
B_{k}^{i}(x, u, t)=\lim _{\varepsilon \rightarrow 0^{+}} \frac{\rho^{i}\left(x, x+\varepsilon e^{(k)}, u, t\right)}{\varepsilon}=\lim _{\varepsilon \rightarrow 0^{+}} \frac{-\rho^{i}\left(x, x-\varepsilon e^{(k)}, u, t\right)}{\varepsilon}
$$

is well-defined if and only if $B_{k}^{i}=0$. Therefore, this turbulent flow is both weakly homogeneous and weakly isotropic in our sense.

Apart from extending Kolmogorov's definitions of homogeneity and isotropy, the significance of introducing these terminologies is they will eliminate the mixed terms in the PDF PDE, which will be thoroughly explained in section 3.

### 2.2 The evolution equation for the velocity distribution

In this subsection, we derive the main theoretical result, which provides the theoretical foundation for modelling PDFs of turbulent flows based on two statistical characteristics. We consider an incompressible turbulent flow, inviscid or viscous, with kinetic viscosity constant $v$, which is positive for viscous fluid, or $v$ reads as zero for inviscid fluid. The turbulent flow is described by its velocity $U=\left(U^{1}, U^{2}, U^{3}\right)$, the pressure $P$, which are random fields, and the three-dimensional Navier-Stokes equations

$$
\begin{align*}
\frac{\partial U^{i}}{\partial t}+U^{j} \frac{\partial U^{i}}{\partial x^{j}} & =v \Delta_{x} U^{i}-\frac{\partial P}{\partial x^{i}}  \tag{2.7}\\
U(x, 0) & =U_{0}(x)
\end{align*}
$$

where $i=1,2,3$, and $v \geq 0$ is the viscosity constant, together with the constraint

$$
\begin{equation*}
\frac{\partial U^{j}}{\partial x^{j}}=0 \tag{2.8}
\end{equation*}
$$

The initial condition $U_{0}$ is also treated as a random field on $\mathbb{R}^{3}$ and each sample path $\omega \in \Omega$ corresponds to a deterministic function $U(x, t ; \omega)$, which serves as a solution to equation (2.7) with initial data $U_{0}(x ; \omega)$.

We will discuss an ideal case, for the purpose of understanding the local properties of turbulent flows, where the region occupied by the fluid is the entire space $\mathbb{R}^{3}$. Moreover, without further qualifications, the dynamical variables such as $U(x, t)$ and $P(x, t)$ decay to zero sufficiently fast as $|x|$ tends to infinity. In addition, to avoid technical difficulties, but not in any way implying that these issues are not important, we will assume that the dynamical variables $U(x, t)$ and $P(x, t)$ are sufficiently smooth functions of $(x, t)$.

Due to the divergence-free condition (2.8), the pressure term satisfies the following Poisson equation

$$
\Delta_{x} P=-\frac{\partial^{2}\left(U^{i} U^{j}\right)}{\partial x^{j} \partial x^{i}}
$$

Therefore, according to the Green formula, we have the integral representation

$$
\begin{equation*}
P(x, t)=\int_{\mathbb{R}^{3}} \frac{1}{4 \pi|y-x|} \frac{\partial^{2}\left(U^{i} U^{j}\right)}{\partial y^{j} \partial y^{i}} \mathrm{~d} y, \tag{2.9}
\end{equation*}
$$

which implies, in particular, that the distribution of $P$ is completely determined by the distribution of the velocity random field.

We assume that $\{U(x, t)\}_{x, t}$ is a regular random field. Since $U(x, t)$ is divergence-free as in equation (2.8), we have for all $i, k$,

$$
\frac{\partial}{\partial y^{i}} \rho^{i}(x, y, u, t)=0, \quad B_{i}^{i}=0, \quad A_{i k}^{i}=A_{k i}^{i}=0
$$

as well as the following integral condition for PDF of $U(x, t)$ :

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}} \int_{\mathbb{R}^{3}} u^{i} p(u ; x, t) \mathrm{d} u=0 \tag{2.10}
\end{equation*}
$$

which will appear as a natural constraint for the PDF PDE we will derive.
Recall that the Reynolds equation (see [12]) is obtained by taking the average in (2.7). More explicitly,

$$
\begin{aligned}
\frac{\partial \mathbb{E}\left[U^{i}\right]}{\partial t}+\mathbb{E}\left[U^{j} \frac{\partial U^{i}}{\partial x^{j}}\right] & =v \Delta_{x} \mathbb{E}\left[U^{i}\right]-\frac{\partial \mathbb{E}[P]}{\partial x^{i}} \\
\frac{\partial \mathbb{E}\left[U^{i}\right]}{\partial x^{i}} & =0
\end{aligned}
$$

The conventional treatment for the non-linear term on the left-hand side is to write

$$
\mathbb{E}\left[U^{j} \frac{\partial U^{i}}{\partial x^{j}}\right]=\mathbb{E}\left[U^{j}\right] \frac{\partial \mathbb{E}\left[U^{i}\right]}{\partial x^{j}}+\frac{\partial}{\partial x^{i}} r^{i j},
$$

where

$$
r^{i j}=\mathbb{E}\left[\left(U^{i}-\mathbb{E}\left[U^{i}\right]\right)\left(U^{j}-\mathbb{E}\left[U^{j}\right]\right)\right]
$$

is the Reynolds stress. The PDF equation can be obtained by carrying out this computation for the average $\mathbb{E}[F(U)]$ where $F: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is set as a smooth function with a compact support instead of choosing $F(x)=x$ for each velocity component in the case of Reynold stress. We are now in a position to establish the most important work in this paper:

Theorem 2.3. Let $\{U(x, t)\}_{(x, t) \in \mathbb{R}^{3} \times \mathbb{R}_{+}}$be a regular random field defined on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and take values in $\mathbb{R}^{3}$. Suppose $\{U(x, t)\}_{x, t}$ satisfies the Navier-Stokes equations (2.7) and
the continuity equation (2.8), then the PDF $p(u ; x, t)$ of the velocity $U(x, t)$ satisfies the evolution equation:

$$
\begin{align*}
\frac{\partial p}{\partial t}+u^{i} \frac{\partial p}{\partial x^{i}} & =v \Delta_{x} p+\frac{\partial}{\partial u^{i}}\left(v \frac{\partial\left(p B_{k}^{i}\right)}{\partial x^{k}}-v p A^{i}+p Q^{i}\right)  \tag{2.11}\\
p(u ; x, 0) & =p_{0}(u ; x)
\end{align*}
$$

where $p_{0}(u ; x)$ is the PDF of the $U_{0}(x)$ in the random field $\left\{U_{0}(x)\right\}_{x}$ and

$$
\begin{gather*}
Q^{i}(x, u, t)=\int_{\mathbb{R}^{3}} \frac{y^{i}-x^{i}}{4 \pi|y-x|^{3}} \frac{\partial^{2}\left(\sigma^{j k}+b^{j} b^{k}\right)}{\partial y^{k} \partial y^{j}} \mathrm{~d} y  \tag{2.12}\\
B_{k}^{i}=\left.\frac{\partial \rho^{i}(x, y, u, t)}{\partial y^{k}}\right|_{y=x}, \text { and } A^{i}(x, u, t)=\left.\Delta_{y} \rho^{i}(x, y, u, t)\right|_{y=x}=A_{k k}^{i}(x, u, t) . \tag{2.13}
\end{gather*}
$$

Here,

$$
\begin{gathered}
\rho^{i}(x, y, u, t)=\mathbb{E}\left[U^{i}(y, t)-U^{i}(x, t) \mid U(x, t)=u\right], \\
\sigma^{i j}(x, y, u, t)=\operatorname{cov}\left[\left(U^{i}(y, t), U^{j}(y, t)\right) \mid U(x, t)=u\right],
\end{gathered}
$$

and

$$
b^{i}(x, y, u, t)=\mathbb{E}\left[U^{i}(y, t) \mid U(x, t)=u\right] .
$$

Proof. Let $F \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$ be a test function, which is a smooth function taking values in $\mathbb{R}$ with a compact support. For simplicity, we denote $F_{i}(u):=\partial_{u^{i}} F(u) \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$. Applying $\partial_{t}$ to the average $\mathbb{E}[F(u)]$ followed by exchanging the integral and the derivative operator, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[F(U(x, t))]=\int F(u) \frac{\partial}{\partial t} p(u ; x, t) \mathrm{d} u .
$$

On the other hand, we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[F(U(x, t))]=\mathbb{E}\left[\frac{\partial}{\partial t} F(U(x, t))\right] . \tag{2.14}
\end{equation*}
$$

Utilising the Navier-Stokes equations (2.7), we get

$$
\left(\frac{\partial}{\partial t}-v \Delta_{x}\right) F(U)=-\frac{\partial\left(U^{i} F(U)\right)}{\partial x^{i}}-v \frac{\partial F_{i}(U)}{\partial x^{k}} \frac{\partial U^{i}}{\partial x^{k}}-F_{i}(U) \frac{\partial P}{\partial x^{i}}
$$

Substituting this into (2.14), we obtain that

$$
\mathbb{E}\left[\frac{\partial}{\partial t} F(U)\right]=v \Delta_{x} \mathbb{E}[F(U)]-\frac{\partial}{\partial x^{i}} \mathbb{E}\left[U^{i} F(U)\right]+J_{1}+J_{2},
$$

where the first two terms are equivalent to

$$
v \Delta_{x} \mathbb{E}[F(U)]=\int_{\mathbb{R}^{3}} F(u) v \Delta_{x} p(u ; x, t) \mathrm{d} u,
$$

and

$$
-\frac{\partial}{\partial x^{i}} \mathbb{E}\left[U^{i} F(U)\right]=\int_{\mathbb{R}^{3}} F(u)\left(-u^{i} \frac{\partial}{\partial x^{i}} p(u ; x, t)\right) \mathrm{d} u .
$$

Subsequently, the remaining $J_{1}, J_{2}$ are of the form

$$
J_{1}=-v \mathbb{E}\left[\frac{\partial F_{i}(U)}{\partial x^{k}} \frac{\partial U^{i}}{\partial x^{k}}\right], \quad J_{2}=-\mathbb{E}\left[F_{i}(U) \frac{\partial P}{\partial x^{i}}\right] .
$$

The evaluation of $J_{1}$ and $J_{2}$ requires invoking the joint distribution at two points together with taking limits. Here we depart from the approach by expressing this term via the PDF, which allows us to perform similar computations for a general case. Assuming that we are able to take the average under the limit, i.e. the dominated convergence theorem can be applied, we are able to write the space derivatives $\frac{\partial F_{i}(U)}{\partial x^{k}} \frac{\partial U^{i}}{\partial x^{k}}$ in $J_{1}$ in terms of the following limits

$$
\lim _{h \rightarrow 0} \frac{1}{h^{2}}\left(F_{i}\left(U\left(x+h e^{(k)}, t\right)\right)-F_{i}(U(x, t))\right)\left(U^{i}\left(x+h e^{(k)}, t\right)-U^{i}(x, t)\right)
$$

where $e^{(1)}=(1,0,0)$ and so on. Taking expectation first, we obtain that

$$
\begin{aligned}
J_{1} & =-v \lim _{h \rightarrow 0} \frac{1}{h^{2}} \int_{\mathbb{R}^{3}}\left(F_{i}\left(u_{2}\right)-F_{i}\left(u_{1}\right)\right)\left(u_{2}^{i}-u_{1}^{i}\right) p_{2}\left(u_{1}, u_{2} ; x, x+h e^{(k)}, t\right) \mathrm{d} u_{1} \mathrm{~d} u_{2} \\
& =v \int_{\mathbb{R}^{3}} F_{i}(u) \lim _{h \rightarrow 0} \frac{I^{i, k}(h)}{h^{2}} \mathrm{~d} u,
\end{aligned}
$$

where

$$
I^{i, k}(h):=\int_{\mathbb{R}^{3}}\left(u_{1}^{i}-u^{i}\right) p_{2}\left(u_{1}, u ; x, x+h e^{(k)}, t\right) \mathrm{d} u_{1}+\int_{\mathbb{R}^{3}}\left(u_{1}^{i}-u^{i}\right) p_{2}\left(u, u_{1} ; x, x+h e^{(k)}, t\right) \mathrm{d} u_{1} .
$$

Using the conditional probability notation that we introduced, we may write this as

$$
\begin{aligned}
I^{i, k}(h):= & p\left(u ; x+h e^{(k)}, t\right) \int_{\mathbb{R}^{3}}\left(u_{1}^{i}-u^{i}\right) p_{2 \mid 1}\left(u_{1} ; u, x+h e^{(k)}, x, t\right) \mathrm{d} u_{1} \\
& +p(u ; x, t) \int_{\mathbb{R}^{3}}\left(u_{1}^{i}-u^{i}\right) p_{2 \mid 1}\left(u_{1} ; u, x, x+h e^{(k)}, t\right) \mathrm{d} u_{1} \\
= & p\left(u ; x+h e^{(k)}, t\right)\left(\rho^{i}\left(x+h e^{(k)}, x, u, t\right)+\rho^{i}\left(x, x+h e^{(k)}, u, t\right)\right) \\
& -\left(p\left(u ; x+h e^{(k)}, t\right)-p(u ; x, t)\right) \rho^{i}\left(x, x+h e^{(k)}, u, t\right) .
\end{aligned}
$$

The last equality is a result of applying (2.4), which converts integrals into conditional average increments $\rho^{i}$. As a consequence of the regularity condition on the random field, we make use of (2.5) to deduce

$$
\begin{aligned}
& \rho^{i}\left(x+h e^{(k)}, x, u, t\right)+\rho^{i}\left(x, x+h e^{(k)}, u, t\right) \\
= & \left(B_{k}^{i}(x, u, t) h+\frac{1}{2} A_{k k}^{i}(x, u, t) h^{2}+o\left(h^{2}\right)\right) \\
& +\left(-B_{k}^{i}\left(x+h e^{(k)}, u, t\right) h+\frac{1}{2} A_{k k}^{i}\left(x+h e^{(k)}, u, t\right) h^{2}+o\left(h^{2}\right)\right) \\
= & \left(B_{k}^{i}(x, u, t)-B_{k}^{i}\left(x+h e^{(k)}, u, t\right)\right) h \\
& +\frac{1}{2}\left(A_{k k}^{i}(x, u, t)+A_{k k}^{i}\left(x+h e^{(k)}, u, t\right)\right) h^{2}+o\left(h^{2}\right),
\end{aligned}
$$

and therefore

$$
\lim _{h \rightarrow 0} \frac{1}{h^{2}} I^{i, k}(h)=-p \frac{\partial}{\partial x^{k}} B_{k}^{i}+p A^{i}-\frac{\partial p}{\partial x^{k}} B_{k}^{i}
$$

$$
=-\frac{\partial}{\partial x^{k}}\left(p B_{k}^{i}\right)+p A^{i} .
$$

We perform integration by parts to derive

$$
J_{1}=\int_{\mathbb{R}^{3}} F(u)\left[-\frac{\partial}{\partial u^{i}}\left(v\left[-\frac{\partial}{\partial x^{k}}\left(p B_{k}^{i}\right)+p A^{i}\right]\right)\right] \mathrm{d} u .
$$

Next, we handle $J_{2}$. Applying the representation (2.9), we arrive at

$$
\frac{\partial P}{\partial x^{i}}=\int_{\mathbb{R}^{3}} \frac{y^{i}-x^{i}}{4 \pi|y-x|^{3}} \frac{\partial^{2}\left(U^{j} U^{k}\right)}{\partial y^{k} \partial y^{j}} \mathrm{~d} y
$$

which implies

$$
J_{2}=-\mathbb{E}\left[F_{i}(U) \int_{\mathbb{R}^{3}} \frac{y^{i}-x^{i}}{4 \pi|y-x|^{3}} \frac{\partial^{2}\left(U^{j} U^{k}\right)}{\partial y^{k} \partial y^{j}} \mathrm{~d} y\right] .
$$

Writing the derivative in terms of

$$
\begin{aligned}
\frac{\partial^{2}\left(U^{j} U^{k}\right)}{\partial y^{k} \partial y^{j}}=\lim _{h \rightarrow 0} \frac{1}{h^{2}} & \left(U^{j}\left(y+h\left(e^{(k)}+e^{(j)}\right), t\right) U^{k}\left(y+h\left(e^{(k)}+e^{(j)}\right), t\right)\right. \\
& -U^{j}\left(y+h e^{(k)}, t\right) U^{k}\left(y+h e^{(k)}, t\right)-U^{j}\left(y+h e^{(j)}, t\right) U^{k}\left(y+h e^{(j)}, t\right) \\
& \left.+U^{j}(y, t) U^{k}(y, t)\right)
\end{aligned}
$$

then using the joint PDF, integrating and taking the limit as $h \rightarrow 0$ lead us to

$$
J_{2}=-\int_{\mathbb{R}^{3}} F_{i}(u)\left(\int_{\mathbb{R}^{3}} \frac{y^{i}-x^{i}}{4 \pi|y-x|^{3}} \frac{\partial^{2}}{\partial y^{k} \partial y^{j}} J_{2}^{j k} \mathrm{~d} y\right) \mathrm{d} u
$$

where the integral $J_{2}^{j k}$ has the following integral form

$$
\begin{aligned}
J_{2}^{j k}: & =\int_{\mathbb{R}^{3}} u_{1}^{j} u_{1}^{k} p_{2}\left(u, u_{1} ; x, y, t\right) \mathrm{d} u_{1} \\
& =p(u ; x, t) \int_{\mathbb{R}^{3}} u_{1}^{j} u_{1}^{k} p_{2 \mid 1}\left(u_{1} ; u, x, y, t\right) \mathrm{d} u_{1} \\
& =p(u ; x, t)\left(\sigma^{j k}+b^{j} b^{k}\right)(x, y, u, t),
\end{aligned}
$$

through using equations $(2.1,2.2)$. Therefore, substituting this into the equation for $J_{2}$ yields

$$
\begin{aligned}
J_{2} & =-\int_{\mathbb{R}^{3}} F_{i}(u) p(u ; x, t) \int_{\mathbb{R}^{3}} \frac{y^{i}-x^{i}}{4 \pi|y-x|^{3}} \frac{\partial^{2}\left(\sigma^{j k}+b^{j} b^{k}\right)}{\partial y^{k} \partial y^{j}} \mathrm{~d} y \mathrm{~d} u \\
& =\int_{\mathbb{R}^{3}} F(u) \frac{\partial}{\partial u^{i}}\left[p(u ; x, t) Q^{i}(x, u, t)\right] \mathrm{d} u
\end{aligned}
$$

Putting all terms together, we deduce that

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} F(u)[- & \frac{\partial}{\partial u^{i}}\left(v \frac{\partial\left(p B_{k}^{i}\right)}{\partial x^{k}}(x, u, t)-v p(u ; x, t) A^{i}(x, u, t)+p(u ; x, t) Q^{i}(x, u, t)\right) \\
& \left.+\left(\partial_{t}+u \cdot \nabla_{x}-v \Delta_{x}\right) p(u ; x, t)\right] \mathrm{d} u=0
\end{aligned}
$$

for all such $F \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$. Therefore, we must have (2.11).

We finish this section by adding several comments. The PDF PDE (2.11) may be written as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+u^{i} \frac{\partial}{\partial x^{i}}-v \Delta_{x}\right) p=\frac{\partial}{\partial u^{i}}\left(v B_{k}^{i} \frac{\partial p}{\partial x^{k}}+p C^{i}\right) \tag{2.15}
\end{equation*}
$$

where for simplicity, we introduce the following vector field

$$
\begin{equation*}
C^{i}=v \frac{\partial B_{k}^{i}}{\partial x^{k}}-v A^{i}+Q^{i} \tag{2.16}
\end{equation*}
$$

for $i=1,2,3$. The equation (2.15) is a mixed type of parabolic and transport PDEs. The parabolic operator

$$
\frac{\partial}{\partial t}+u^{i} \frac{\partial}{\partial x^{i}}-v \Delta_{x}
$$

in variables $(x, t)$ is independent of fluid flows, which is a significant feature.
Compared with the traditional PDF transport equation (cf. [10]), the PDF PDE (2.11) is more explicit, and is expressed in terms of conditional statistics of the underlying turbulent flow. Both PDF equations involve conditional statistics, so they are not closed. The traditional PDF transport equation contains the conditional expectations of the viscosity term and the fluctuating pressure, while the PDF PDE (2.11) requires the conditional mean and the conditional covariance in the same spirit of Reynolds' mean flow equation. This feature makes the modelling of turbulent flows based on the PDF PDE more flexible. For example, one may close the PDF PDE by importing data on conditional statistics from some Gaussian random fields to derive turbulence models, a research line we will explore in separate papers.

Although the PDF PDE (2.15) appears linear in the PDF $p(u ; x, t)$, it is much more complicated than it looks. In particular, the coefficients $A, B$ and $Q$ are functionals of the conditional average and covariance functions, which are, in general, not determined by the PDF $p(u ; x, t)$ alone. Therefore the PDF PDE (2.15) is not a closed partial differential equation. The significance of the PDF PDE lies in the fact that if the statistical numerics $\rho$ and $\sigma$ are considered as given, which will be the case for modelling turbulent flows, then the PDF PDE is a partial differential equation of second-order, though the mixed type of parabolic and transport in general.

Nevertheless, the PDE (2.11) is a challenging obstacle even if $A, B, Q$ are all considered as given. The function $B$ can be understood as the mean velocity gradient at $(x, t)$ conditioned on the velocity vector at $(x, t)$, which brings the mixed derivatives $\partial_{u^{i}} \partial_{x^{k}} p$, while the corresponding diffusion matrix $\left(D_{i j}\right)_{1 \leq i, j \leq 6}$ collecting the second-order terms is of the form

$$
D_{i j}= \begin{cases}0 & 1 \leq i, j \leq 3 \\ v B_{j-3}^{i} & 1 \leq i \leq 3,4 \leq j \leq 6 \\ v B_{i-3}^{j} & 1 \leq j \leq 3,4 \leq i \leq 6 \\ v \mathbb{1}_{\{i=j\}} & 4 \leq i, j \leq 6\end{cases}
$$

if we consider $(u, x)$ as a whole. The matrix $\left(D_{i j}\right)_{i, j}$ can be asymmetric, and it is not necessarily nonnegative definite even if it is symmetric. It poses a challenging mathematical problem developing a theory of this kind of mixed-type partial differential equations to facilitate the modelling of turbulent flows based on the PDF PDE.

## 3 Application to turbulent flows

As we have seen, our PDE (2.11) does not fit into any existing categories of PDE theories. However, functionals $A, B, Q$ will be derived if the conditional statistics can be obtained or estimated through
practical experiments. Therefore, tracking the PDF of the turbulent flow is equivalent to measuring or modelling the conditional mean and conditional variance, followed by solving the PDF PDE (2.11) using some numerical methods. This brings a new approach to the modelling of turbulent flows.

In this part, we establish some mathematical tools for the purpose of modelling turbulence based on the PDF PDE.

For convenience, let us introduce the following technical assumptions on a function $f$.
Assumption [A1]. For a function $f(x, u, t)$ which is uniformly continuous in $t$, there exist constants $K_{1}, K_{2} \geq 0$ such that

$$
\begin{aligned}
|f(x, u, t)-f(y, w, t)| & \leq K_{1}(|x-y|+|u-w|), \\
|f(x, u, t)| & \leq K_{2}(1+|u|),
\end{aligned}
$$

for all $x, y, u, w \in \mathbb{R}^{3}$ and $t \geq 0$.
Assumption [A2]. The function $f(u ; x)$ is continuous and has up to polynomial growth in $(u, x)$.

### 3.1 Weakly homogeneous and weakly isotropic flows

When the viscous incompressible flow is weakly homogeneous, the mixed-derivative term disappears and the PDF PDE is simplified to

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+u^{i} \frac{\partial}{\partial x^{i}}-v \Delta_{x}\right) p & =\frac{\partial}{\partial u^{i}}\left(p C^{i}\right),  \tag{3.1}\\
p(u ; x, 0) & =p_{0}(u ; x)
\end{align*}
$$

where $C=Q-v A, A$ and $Q$ are given by equations (2.12) and (2.13) respectively. By the definition of $B$, a weakly homogeneous flow has the property that the velocity gradient conditioned on the velocity vector at the same location is a centred random vector. The weak homogeneity allows us to state the representation formula, which provides a useful tool when we model weakly homogeneous turbulent flows.

Theorem 3.1. Given the explicit form of $C$, we suppose that $C$ satisfies assumption [A1] and $p_{0}(u ; x)$ satisfies assumption [A2] respectively.

1) If $p(u ; x, t)$ is a solution to equation (3.1) which belongs to $\mathcal{C}^{1,2,1}\left(\mathbb{R}^{3} \times \mathbb{R}^{3} \times[0, T]\right)$ with some fixed $T>0$, then $p$ is unique and possesses the following representation form

$$
\begin{equation*}
p(u ; x, t)=\mathbb{E}\left[p_{0}(Y(t) ; X(t)) q(t)\right], \tag{3.2}
\end{equation*}
$$

where for any given $t \in[0, T]$ and $(x, u) \in \mathbb{R}^{3} \times \mathbb{R}^{3},(X, Y, q)$ is the unique strong solution to the system of SDEs

$$
\begin{aligned}
\mathrm{d} X^{i}(s)=-Y^{i}(s) \mathrm{d} s+\sqrt{2 v} \mathrm{~d} M^{i}(s), & X(0)=x, \\
\mathrm{~d} Y^{i}(s)=C^{i}(X(s), Y(s), t-s) \mathrm{d} s, & Y(0)=u
\end{aligned}
$$

and

$$
\mathrm{d} q(s)=q(s) \frac{\partial C^{k}}{\partial u^{k}}(X(s), Y(s), t-s) \mathrm{d} s, \quad q(0)=1
$$

for $i=1,2,3$ and $s \in[0, t]$, associated with $M=\left(M^{1}, M^{2}, M^{3}\right)$ being the Brownian motion in $\mathbb{R}^{3}$ with $M(0)=0$ defined on some probability space.
2) The $p$ defined by equation (3.2) is the unique vanishing viscosity limit solution, i.e. the solution obtained via the method of vanishing viscosity, to the PDF PDE (3.1).

Proof. If $C$ is Lipschitz, the previous system of SDEs for $(X, Y)$ has a unique solution $(X, Y)$ and $q$ is given via the exponential function. Notice $(X, Y, q)$ depends on $(x, u)$ as well. Let $\theta(s)=(Y(s) ; X(s), t-$ $s), \eta(s)=(X(s), Y(s), t-s)$ and denote $Z(s)=p(\theta(s)) q(s)$. According to Itô's formula,

$$
\begin{aligned}
\mathrm{d} Z(s)= & q(s) \frac{\partial p}{\partial u^{i}}(\theta(s)) \mathrm{d} Y^{i}(s)+q(s) \frac{\partial p}{\partial x^{i}}(\theta(s)) \mathrm{d} X^{i}(s)+q(s) v \Delta_{x} p(\theta(s)) \mathrm{d} s \\
& -q(s) \frac{\partial p}{\partial s}(\theta(s)) \mathrm{d} s+p(\theta(s)) \mathrm{d} q(s) \\
= & q(s)\left(\frac{\partial\left(p C^{i}\right)}{\partial u^{i}}(\eta(s))-p(\theta(s)) \frac{\partial C^{i}}{\partial u^{i}}(\eta(s))-\frac{\partial p}{\partial x^{i}}(\theta(s)) Y^{i}(s)+v\left(\Delta_{x} p\right)(\theta(s))-\frac{\partial p}{\partial s}(\theta(s))\right) \mathrm{d} s \\
& +\sqrt{2 v} q(s) \frac{\partial p}{\partial x^{i}}(\theta(s)) \mathrm{d} M^{i}(s) \\
= & \sqrt{2 v} q(s) \frac{\partial p}{\partial x^{i}}(\theta(s)) \mathrm{d} M^{i}(s),
\end{aligned}
$$

and it follows that $(Z(s))_{s \in[0, t]}$ is a local martingale

$$
Z(s)=Z(0)+\sqrt{2 v} \int_{0}^{s} q(r) \frac{\partial p}{\partial x^{i}}(\theta(r)) \mathrm{d} M^{i}(r)
$$

which associates with an increasing sequence of stopping times $\left\{\tau_{n}\right\}_{n \geq 0}$, given by

$$
\tau_{n}=\min \{t, \inf \{s \geq 0:|(Y(s), X(s))-(u, x)| \geq n\}\}
$$

After taking expectation and utilising the continuity of $p$, we apply the dominated convergence theorem to obtain

$$
p(u ; x, t)=Z(0)=\lim _{n \rightarrow \infty} \mathbb{E}\left[Z\left(\tau_{n}\right)\right]=\mathbb{E}[Z(t)]
$$

which coincides with the representation formula.
Regarding the second part 2), we introduce functions $C_{\varepsilon}^{i}(x, u, t)$ and $p_{0, \varepsilon}(u ; x)$, which are smooth functions (e.g. obtained from convolution with mollifiers) and converge to $C, p_{0}$ uniformly on compact sets. We further define the system of non-degenerate SDEs on the time interval $[0, t]$ :

$$
\begin{aligned}
\mathrm{d} X_{\varepsilon}^{i}(s) & =-Y_{\varepsilon}^{i}(s) \mathrm{d} s+\sqrt{2 v} \mathrm{~d} M^{i}(s), & X_{\varepsilon}(0)=x \\
\mathrm{~d} Y_{\varepsilon}^{i}(s) & =C_{\varepsilon}^{i}\left(X_{\varepsilon}^{i}(s), Y_{\varepsilon}^{i}(s), t-s\right) \mathrm{d} s+\sqrt{\varepsilon} \mathrm{d} M^{i}(s), & Y_{\varepsilon}(0)=u
\end{aligned}
$$

and bounded process $\left(q_{\varepsilon}(s)\right)_{s \in[0, t]}$ :

$$
\mathrm{d} q_{\varepsilon}(s)=q_{\varepsilon}(s) \frac{\partial C_{\varepsilon}^{k}}{\partial u^{k}}(X(s), Y(s), t-s) \mathrm{d} s, \quad q_{\varepsilon}(0)=1
$$

Consider the following parabolic PDE

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}+u^{i} \frac{\partial}{\partial x^{i}}-v \Delta_{x}-\varepsilon \Delta_{u}\right) p_{\varepsilon} & =\frac{\partial}{\partial u^{i}}\left(p_{\varepsilon} C_{\varepsilon}^{i}\right) \\
p_{\varepsilon}(u ; x, 0) & =p_{0, \varepsilon}(u ; x)
\end{aligned}
$$

It admits a unique classical smooth solution $p_{\varepsilon}$ by classical PDE theory. Moreover, the solution possesses the representation

$$
p_{\varepsilon}(u ; x, t)=\mathbb{E}\left[p_{0, \varepsilon}\left(Y_{\varepsilon}(t) ; X_{\varepsilon}(t)\right) q_{\varepsilon}(t)\right]
$$

if we make use of 1). Applying Burkholder-Davis-Gundy and Grönwall inequalities (or following routine arguments in [4]), we have

$$
\mathbb{E}\left[\sup _{0 \leq s \leq t}\left|\left(Y_{\mathcal{E}}(s), X_{\mathcal{E}}(s)\right)-(Y(s), X(s))\right|^{2}\right] \rightarrow 0
$$

as $\varepsilon \rightarrow 0$. Therefore, at least through a subsequence, $\left(Y_{\varepsilon}(s), X_{\varepsilon}(s)\right) \rightarrow(Y(s), X(s))$ almost surely, leading to

$$
p_{\varepsilon}(u ; x, t)=\mathbb{E}\left[p_{0, \varepsilon}\left(Y_{\varepsilon}(t) ; X_{\varepsilon}(t)\right) q_{\varepsilon}(t)\right] \rightarrow \mathbb{E}\left[p_{0}(Y(t) ; X(t)) q(t)\right]=p(u ; x, t)
$$

uniformly on compact sets. Therefore equation (3.2) is a viscosity solution by Proposition 5.8 in [16], whereas the uniqueness follows from [3].

The PDF PDE (3.1) boils down to a degenerate parabolic PDE after the weak homogeneity has been applied. The stochastic representation (3.2) therefore offers a route to numerically solving the PDE. The PDE (3.1) has 6 dimensions in space and 1 dimension in time, which is a challenging task for classical finite difference methods due to the size of grid in space. Instead, we can simulate the solution based on the Monte-Carlo method directly.

Remark 3.2. Moreover, the stochastic representation formula can be extended to non-weakly homogeneous turbulent flows. Indeed,

$$
p(u ; x, t)=\mathbb{E}\left[p_{0}(Y(t) ; X(t)) q(t)\right]
$$

is a solution to (2.11) subject to the system of SDEs

$$
\begin{array}{cl}
\mathrm{d} Y^{i}(s)=C^{i}(X(s), Y(s), t-s) \mathrm{d} s, & Y(0)=u \\
\mathrm{~d} X^{i}(s)=-Y^{i}(s) \mathrm{d} s+\sqrt{2 v} \mathrm{~d} M^{i}(s), & X(0)=x
\end{array}
$$

with $C^{i}=v \frac{\partial B_{k}^{i}}{\partial x^{k}}-v A^{i}+Q^{i}$ for all $i \in\{1,2,3\}$ if we impose the following condition on $p$ :

$$
\partial_{u^{i}}\left(B^{i}(x, u, t) \cdot \nabla_{x} p(u ; x, t)\right)=0 .
$$

We are now in a position to verify the solution of our PDF PDE (3.1) is indeed a PDF. That is, it must carry two properties, including positivity and the mass preservation property. It turns out that under some technical assumptions, the mass preservation property is equivalent to the divergence-free condition.

Lemma 3.3. Let $C$ be a given function which satisfies assumption [A1], while $p_{0}(u ; x)$ satisfies assumption [A2]. Let $p(u ; x, t)$ be the solution to equation (3.1), we have the following statements:

1) If $p_{0} \geq 0$ then $p(u ; x, t) \geq 0$.
2) If we further assume there exists $m \geq 1$ such that $\lim _{|u| \rightarrow \infty} p_{0}(u ; x)|u|^{m}=0$ uniformly in $x$ as $|u| \rightarrow \infty$, then $\lim _{|u| \rightarrow \infty} p(u ; x, t)|u|^{m}=0$ uniformly in $x$. Moreover, if $m>q+3$ for some $q \geq 1$, then $\int_{\mathbb{R}^{3}}|u|^{q} p(u ; x, t) \mathrm{d} u<\infty$.
3) Suppose $p_{0}$ also satisfies the conditions in 2) and $\int_{\mathbb{R}^{3}} p_{0}(u ; x) \mathrm{d} u=1$, we have $\int_{\mathbb{R}^{3}} p(u ; x, t) \mathrm{d} u=1$ for all $x, t$ if and only if

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}} \int_{\mathbb{R}^{3}} u^{i} p(u ; x, t) \mathrm{d} u=0 \tag{3.3}
\end{equation*}
$$

Proof. 1) follows directly from the stochastic representation formula (3.2). To deal with 2), let $Y(s ; u)$ and $X(s ; u)$ denote the solutions to the SDEs in Theorem 3.1, while we put $u$ in the representation on $X, Y$ to emphasize their dependence on the initial data $u$. As a result of the Lipschitz condition, we deduce that $|C(X(s ; u), Y(s ; u), t-s) \cdot Y(s ; u)| \leq \frac{1}{2} K\left(1+|Y(s ; u)|^{2}\right)$ for some $K>0$. Introducing scalar processes $Z(s ; u):=|Y(s ; u)|^{2}, \alpha(s ; u)$ and $\beta(s ; u)$ :

$$
\begin{aligned}
\mathrm{d} Z(s ; u) & =2 C(Y(s ; u), X(s ; u), t-s) \cdot Y(s ; u) \mathrm{d} s \\
\mathrm{~d} \alpha(s ; u) & =-K(1+\alpha(s ; u)) \mathrm{d} s \\
\mathrm{~d} \beta(s ; u) & =K(1+\beta(s ; u)) \mathrm{d} s,
\end{aligned}
$$

with $\alpha(0 ; u)=\beta(0 ; u)=|Y(0 ; u)|^{2}=|u|^{2} . Z(s ; u)$ must satisfy the inequality $\alpha(s ; u) \leq Z(s ; u) \leq \beta(s ; u)$, since we are able to make use of the comparison theorem (see for example, [7]) and

$$
-K(1+Z(s ; u)) \leq 2 C(X(s ; u), Y(s ; u), t-s) \cdot Y(s ; u) \leq K(1+Z(s ; u))
$$

for all $Z(s ; u) \geq 0$. Therefore

$$
Z(s ; u) \in\left[\exp (-K s)\left(|u|^{2}+1\right)-1, \exp (K s)\left(|u|^{2}+1\right)-1\right] .
$$

Applying Lebesgue's dominated convergence theorem, we get

$$
\lim _{|u| \rightarrow \infty}|p(u ; x, t) \| u|^{m} \leq \exp (K t) \mathbb{E}\left[\limsup _{|u| \rightarrow \infty}\left|p_{0}(Y(t ; u) ; X(t ; u)) \| u\right|^{m}\right]=0
$$

Recall that $p_{0}(u ; x)$ has at most polynomial growth in $(u, x)$, i.e. $p_{0}(u ; x) \leq L\left(|u|^{l}+|x|^{l}\right)$ for some $l, L \geq 1$. Denoting $B(0, R)$ as the ball centred at the origin with radius $R>0$, the moment bound can be obtained by

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}|u|^{q} p(u ; x, t) \mathrm{d} u \leq & \int_{B(0, R)}|u|^{q} \exp (K t) L \mathbb{E}\left[|Y(s ; u)|^{l}+|X(s ; u)|^{l}\right] \mathrm{d} u \\
& +\int_{\mathbb{R}^{3} \backslash B(0, R)}|u|^{m} p(u ; x, t) \frac{1}{|u|^{m-q}} \mathrm{~d} u \\
< & \infty
\end{aligned}
$$

where $R$ is chosen large enough such that $|u|^{m} p(u ; x, t) \leq K^{\prime}$ for all $|u|>R$ and some constant $K^{\prime}>0$.
In order to check 3), we consider $f(x, t):=\int_{\mathbb{R}^{3}} p(u ; x, t) \mathrm{d} u$. Integrating the PDF PDE with respect to the variable $u$, we obtain that

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}-v \Delta_{x}\right) f(x, t) & =-\frac{\partial}{\partial x^{i}} \int_{\mathbb{R}^{3}} u^{i} p(u ; x, t) \mathrm{d} u+\int_{\mathbb{R}^{3}} \nabla_{u} \cdot(p C) \mathrm{d} u \\
f(x, 0) & =1
\end{aligned}
$$

Therefore, $|p C| \rightarrow 0$ and the conclusion follows immediately.

Remark 3.4. There exists a (viscosity) solution to equation (3.1) when we assume $C$ is Lipschitz in ( $x, u$ ) and uniformly continuous in $t$, but the fact that $C^{i}$ is bounded in $x$ for all $i \in\{1,2,3\}$ is crucial to part 2) of Lemma 3.3. Assuming $C^{i}(y, x, t)=2 a^{i} y^{i}+b^{i} x^{i}+c^{i}(t)$ for some $a^{i}, b^{i} \in \mathbb{R},\left(a^{i}\right)^{2}>b^{i}$ and bounded function $c^{i}$, where no Einstein's convention is applied, the solution to the system of $\operatorname{SDEs}\left(Y^{i}, X^{i}\right)^{T}$ is given by

$$
\left[\begin{array}{c}
Y^{i}(s) \\
X^{i}(s)
\end{array}\right]=\exp \left(L^{i} s\right)\left[\begin{array}{c}
u^{i} \\
x^{i}
\end{array}\right]+\int_{0}^{s} \exp \left(L^{i}(s-r)\right)\left[\begin{array}{c}
c^{i}(r) \\
0
\end{array}\right] \mathrm{d} r+\int_{0}^{s} \exp \left(M^{i}(s-r)\right)\left[\begin{array}{c}
0 \\
\sqrt{2 v}
\end{array}\right] \mathrm{d} M_{r}^{i}
$$

with $L^{i}:=\left[\begin{array}{cc}2 a^{i} & b^{i} \\ -1 & 0\end{array}\right]$. The corresponding eigenvalues of $L^{i}$ are $\lambda_{1, i}=a^{i}+\sqrt{\left(a^{i}\right)^{2}-b^{i}}$ and $\lambda_{2, i}=$ $a^{i}-\sqrt{\left(a^{i}\right)^{2}-b^{i}}$, which implies

$$
\exp \left(L^{i} t\right)=\frac{1}{\lambda_{2, i}-\lambda_{1, i}}\left[\begin{array}{cc}
-\lambda_{1, i} \exp \left(\lambda_{1, i} t\right)+\lambda_{2, i} \exp \left(\lambda_{2, i} t\right) & b^{i}\left(-\exp \left(\lambda_{1, i} t\right)+\exp \left(\lambda_{2, i} t\right)\right) \\
\exp \left(\lambda_{1, i} t\right)-\exp \left(\lambda_{2, i} t\right) & \lambda_{2, i} \exp \left(\lambda_{1, i} t\right)-\lambda_{1, i} \exp \left(\lambda_{2, i} t\right)
\end{array}\right]
$$

and $Y^{i}(s)$ is independent of $u^{i}$ provided $s=\frac{\ln \left(\lambda_{2, i} / \lambda_{1, i}\right)}{\lambda_{1, i}-\lambda_{2, i}}>0$. In particular, $a^{i}<0$ and $b^{i}>0$ with $\left(a^{i}\right)^{2}>b^{i}$ lead to $s>0$, and therefore

$$
p(u ; x, t)=\mathbb{E}\left[p_{0}(Y(t) ; X(t)) q(t)\right]
$$

not necessarily vanishes at $|u| \rightarrow \infty$ for all $(x, t)$ if we only assume $p_{0}(u ; x) \rightarrow 0$ as $|u| \rightarrow \infty$ i.e. $\int_{\mathbb{R}^{3}} p(u ; x, t) \mathrm{d} u=\infty$ for some $t>0$.

We introduce a sufficient condition for the mass-preservation property when $C^{i}$ satisfies the constraints in the following Lemma.

Lemma 3.5. Suppose $C$, $p_{0}$ satisfy condition 2) in Lemma 3.3 with $m \geq 2$ and define $\{U(x, t)\}_{x, t}$ to be the corresponding random field such that $U(x, t)$ has the PDF $p(u ; x, t)$ for all $(x, t)$. If equation (3.3) is satisfied, we have for all $(x, t) \in \mathbb{R}^{3} \times \mathbb{R}_{+}$,

$$
\nabla_{x} \cdot \mathbb{E}[C(x, U(x, t), t)]=-\partial_{x^{i}} \partial_{x^{j}} \mathbb{E}\left[U^{i}(x, t) U^{j}(x, t)\right]
$$

Proof. We apply $u \cdot \nabla_{x}$ on both sides of the PDE (3.1) followed by integrating with respect to $u$, resulting

$$
\int_{\mathbb{R}^{3}}\left(u \cdot \nabla_{x}\right)\left(\partial_{t}-v \Delta_{x}\right) p(u ; x, t) \mathrm{d} u=\left(\partial_{t}-v \Delta_{x}\right) \nabla_{x} \cdot \int_{\mathbb{R}^{3}} u p(u ; x, t) \mathrm{d} u=0
$$

as well as

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}\left(u \cdot \nabla_{x}\right) u \cdot \nabla_{x} p(u ; x, t) \mathrm{d} u & =\int_{\mathbb{R}^{3}} u^{i} u^{j} \partial_{x^{i}} \partial_{x^{j}} p(u ; x, t) \mathrm{d} u \\
& =\partial_{x^{i}} \partial_{x^{j}} \mathbb{E}\left[U^{i}(x, t) U^{j}(x, t)\right] .
\end{aligned}
$$

Eventually, the right-hand side can be written in terms of

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}\left(u \cdot \nabla_{x}\right) \nabla_{u} \cdot(p(u ; x, t) C(x, u, t)) \mathrm{d} u= & \int_{\mathbb{R}^{3}} \partial_{x^{i}} \nabla_{u} \cdot\left(u^{i} p(u ; x, t) C(x, u, t)\right) \mathrm{d} u \\
& -\int_{\mathbb{R}^{3}} \nabla_{u} \cdot(p(u ; x, t) C(x, u, t)) \mathrm{d} u \\
= & -\nabla_{x} \cdot \mathbb{E}[C(x, U(x, t), t)]
\end{aligned}
$$

provided $\left|p(u ; x, t) C(x, u, t) u^{i}\right| \rightarrow 0$ as $|u| \rightarrow \infty$. This has been guaranteed by the growth condition on $C^{i}$.

If we further assume the incompressible viscous turbulent fluid flow is both weakly homogeneous and weakly isotropic, the PDF PDE is a parabolic-transport equation

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+u^{i} \frac{\partial}{\partial x^{i}}-v \Delta_{x}\right) p & =\frac{\partial}{\partial u^{i}}\left(p C^{i}\right),  \tag{3.4}\\
p(u ; x, 0) & =p_{0}(u ; x),
\end{align*}
$$

where $C$ is essentially

$$
\begin{aligned}
C^{i}(x, u, t) & =-v A^{i}(u, t)+Q^{i}(x, u, t) \\
& =-v A^{i}(u, t)+\int_{\mathbb{R}^{3}} \frac{y^{i}}{4 \pi|y|} \frac{\partial^{2}\left(\sigma^{j k}+b^{j} b^{k}\right)}{\partial y^{k} \partial y^{j}}(y, u, t) \mathrm{d} y
\end{aligned}
$$

depending only on $u$ and $t$ but not on $x$.
Corollary 3.6. Let $C^{i}(u, t)$ be Lipschitz continuous in $u$ and uniformly continuous in $t$, for all $i \in$ $\{1,2,3\}$. For $t>0$ and $(x, u) \in \mathbb{R}^{3} \times \mathbb{R}^{3},(X, Y, q)$ denotes the unique solution to the system of equations for all $i \in\{1,2,3\}$ and $s \in[0, t]$ :

$$
\begin{aligned}
\mathrm{d} X^{i}(s) & =-Y^{i}(s) \mathrm{d} s+\sqrt{2 v} \mathrm{~d} M_{s}^{i}, & X(0)=x \\
\mathrm{~d} Y^{i}(s) & =C^{i}(Y(s), t-s) \mathrm{d} s, & Y(0)=u
\end{aligned}
$$

and

$$
\mathrm{d} q(s)=-q(s) \frac{\partial C^{k}}{\partial u^{k}}(Y(s), t-s) \mathrm{d} s, \quad q(0)=1
$$

where $M^{i}$ 's are standard Brownian motions as before. Suppose $p(u ; x, t)$ is a $\mathcal{C}^{1,1,1}\left(\mathbb{R}^{3} \times \mathbb{R}^{3} \times[0, T]\right)$ solution to (3.4), then

$$
p(u ; x, t)=q(t) \int_{\mathbb{R}^{3}} H(x, t, z ; u) p_{0}(Y(t) ; z) \mathrm{d} z
$$

where

$$
H(x, t, y ; u)=\frac{1}{(4 \pi v t)^{3 / 2}} \exp \left(-\frac{\left|y-x+\int_{0}^{t} Y(s) \mathrm{d} s\right|^{2}}{4 v t}\right)
$$

Therefore if $p_{0}(u ; x) \geq 0$ for every $x$, then so is $p(u ; x, t)$ for any $(x, t)$. If $p_{0}(u ; x)$ is a PDF for all $x$, then $p(u ; x, t)$ is again a PDF for all $(x, t)$ if only if the following constraint holds:

$$
\frac{\partial}{\partial x^{i}} \int_{\mathbb{R}^{3}} u^{i} p(u ; x, t) \mathrm{d} u=0 .
$$

Proof. By definition, $Y$ and $q$ are deterministic processes, while $X$ is a 3-dimensional Gaussian process such that for all $E \in \mathscr{B}\left(\mathbb{R}^{3}\right)$ and $s \in[0, t]$,

$$
\mathbb{P}\left(X_{s} \in E\right)=\int_{E} H(x, s, z ; u) \mathrm{d} z
$$

As a result of Theorem 3.1,

$$
p(u ; x, t)=q(t) \mathbb{E}[p(Y(t) ; X(t), 0)]=q(t) \int_{\mathbb{R}^{3}} H(x, t, z ; u) p_{0}(Y(t) ; z) \mathrm{d} z .
$$

The remaining part is a consequence of Lemma 3.3.

### 3.2 Inviscid flows

The modelling of inviscid incompressible flows is significantly simplified compared to modelling viscid flow, since the PDF PDE can be solved without imposing weak homogeneity or weak isotropy conditions. As $v=0$, the velocity $U(x, t)$ fulfils the Euler equations, while the PDF PDE becomes the following transport equation

$$
\begin{align*}
\frac{\partial p}{\partial t}+u^{i} \frac{\partial p}{\partial x^{i}} & =\frac{\partial}{\partial u^{i}}\left(p Q^{i}\right)  \tag{3.5}\\
p(u ; x, 0) & =p_{0}(u ; x)
\end{align*}
$$

Theorem 3.7. Suppose that $Q^{i}(x, u, t)$ satisfies assumption [A1], $p_{0}(u ; x)$ satisfies assumption [A2] and $p \in \mathcal{C}^{1,1,1}\left(\mathbb{R}^{3} \times \mathbb{R}^{3} \times[0, T]\right)$ for some fixed $T>0$ is a solution to the transport PDE (3.5), we have

$$
\begin{equation*}
p(u ; x, t)=p_{0}(Y(t) ; X(t)) q(t) \tag{3.6}
\end{equation*}
$$

for every $t>0, x$ and $u$, where $(X, Y, q)$ is the unique solution to the following system of ODEs:

$$
\begin{align*}
\mathrm{d} X^{i}(s) & =-Y^{i}(s) \mathrm{d} s, & X(0) & =x \\
\mathrm{~d} Y^{i}(s) & =Q^{i}(X(s), Y(s), t-s) \mathrm{d} s, & Y(0) & =u  \tag{3.7}\\
\mathrm{~d} q(s) & =q(s)\left(\nabla_{u} \cdot Q\right)(X(s), Y(s), t-s) \mathrm{ds}, & & q(0)=1
\end{align*}
$$

for $i=1,2,3$. Moreover, if $p(u ; x, 0) \geq 0$ for every $x$, then so is $p(u ; x, t)$ for any $(x, t)$. If $p(u ; x, 0)$ is a PDF for all $x$ and $p_{0}(u ; x)|u|^{m} \rightarrow 0$ uniformly in $x$ for some $m \geq 1$, then $p(u ; x, t)$ is again a PDF for all $(x, t)$ if and only if the following constraint is satisfied:

$$
\frac{\partial}{\partial x^{i}} \int_{\mathbb{R}^{3}} u^{i} p(u ; x, t) \mathrm{d} u=0
$$

Proof. The system of ODEs (3.7) has a unique solution pair ( $X, Y$ ) and

$$
q(s)=\exp \left(\int_{0}^{s} \frac{\partial Q^{i}}{\partial u^{i}}(X(r), Y(r), t-r) \mathrm{d} r\right)
$$

which is a bounded process by the Lipschitz assumption. Let $\theta(s)=(Y(s) ; X(s), t-s), \eta(s)=(X(s), Y(s), t-$ $s$ ) and define

$$
h(s)=p(\theta(s)) q(s)
$$

then $h(0)=p(u ; x, t)$ and $h(t)=p(Y(t) ; X(t), 0) q(t)$. Moreover for $s \in[0, t]$, we have

$$
\begin{aligned}
h^{\prime}(s) & =q(s)\left(\frac{\partial p}{\partial u^{i}}(\theta(s)) \frac{\partial Y^{i}}{\partial s}+\frac{\partial p}{\partial x^{i}}(\theta(s)) \frac{\partial X^{i}}{\partial s}-\frac{\partial p}{\partial s}(\theta(s))\right)+p(\theta(s)) \frac{\partial q}{\partial s} \\
& =q(s)\left(\frac{\partial p}{\partial u^{i}}(\theta(s)) Q^{i}(\eta(s))+\frac{\partial p}{\partial x^{i}}(\theta(s)) Y^{i}(s)-\frac{\partial p}{\partial s}(\theta(s))+p(\theta(s)) \frac{\partial Q^{i}}{\partial u^{i}}(\eta(s))\right) \\
& =0
\end{aligned}
$$

hence $h$ is constant on $[0, t]$ and we make use of $p(u ; x, t)=h(t)$ to deduce (3.6). Regarding the positivity and mass preservation properties, the proof is almost the same as the proof of Lemma 3.3, except (3.7) is not stochastic: if $p_{0} \geq 0$, then $p(u ; x, t) \geq 0$ directly, and

$$
\lim _{|u| \rightarrow \infty}|p(u ; x, t)||u|^{m} \leq \sup _{s \in[0, t]}|q(s)| \lim _{|u| \rightarrow \infty}\left|p_{0}(Y(t ; u) ; X(t ; u))\right||u|^{m}=0
$$

Let $f(x, t)=\int_{\mathbb{R}^{3}} p(u ; x, t) \mathrm{d} u$. If $p_{0}$ is a probability density, then $f(x, 0)=1$ for all $x$. By integrating the equation (3.5) with respect to $u$, we obtain

$$
\frac{\partial}{\partial t} f(x, t)-\frac{\partial}{\partial x^{i}} \int_{\mathbb{R}^{3}} u^{i} p(u ; x, t) \mathrm{d} u=0
$$

which leads us to the conclusion.

## 4 Modelling the PDF: a concrete example

On the one hand, from the modelling point of view, only those solutions to the PDF PDE which satisfy the natural mass conservation condition (3.3) can be used as models of distributions of turbulent velocity fields. On the other hand, from the viewpoint of PDEs, the mass conservation property of solutions to the PDF PDE imposes a strong constraint on its solutions. As a matter of fact, most solutions of PDF PDE with given $A, B, Q$ do not satisfy this constraint. In general, solutions to the PDF PDE do not have an explicit expression, although our stochastic representations established in the previous sections may be helpful in dealing with the mass conservation. Consequently, it brings the next level of difficulty to verify the constraint (3.3). It turns out that the natural condition that $\int_{\mathbb{R}^{3}} p(u ; x, t) \mathrm{d} u=1$ for a solution $p(u ; x, t)$ to the PDF PDE, which is equivalent to the mass conservation, is a very strict constraint for whatever the coefficients $A, B$ and $Q$ which may be modelled or measured. At least our experience demonstrates that the PDF solutions to the PDF PDE are rare, and indicates that the PDF solution $p(u ; x, t)$ is not so sensitive for the choices of $A, B$ and $Q$, although we are unable to prove this claim in the present paper. Therefore the PDF PDE together with the mass conservation constraint is very rigid, and hence is good for modelling the PDF of turbulent flows. The authors hope to see further exploration in this direction in the future.

In this section, we study an explicit example of the PDF PDE, where the mixed-derivative term vanishes in the PDE i.e. the turbulent flow is weakly homogeneous. The example seems artificial, but as we have explained above, we believe that this example has relevance to real turbulent flows.

### 4.1 Space homogeneous density with perturbation

For simplicity, the viscosity parameter in this example is set to be $v=1$. As the solution to the PDE (3.1) is solely determined by the initial data $p_{0}(u ; x)$ as well as the function $C(x, u, t)$, we consider the simplest scenario $C=0$.

Meanwhile, instead of setting up a common distribution such as Gaussian or exponential distribution for the initial data, we introduce the following non-negative function: for every $x \in \mathbb{R}^{3}$, let

$$
\begin{equation*}
p_{0}(u ; x)=\alpha(u)+\beta(u) \gamma(x), \tag{4.1}
\end{equation*}
$$

where $\alpha(u)$ is a PDF given by

$$
\alpha(u)=\frac{1}{(\sqrt{2 \pi})^{3} \sqrt{\operatorname{det} \sigma}} \exp \left(-\frac{1}{2} u^{T} \sigma^{-1} u\right)
$$

with $\sigma_{i j}=\left(\frac{3}{2}\right)^{i-2} \mathbb{1}_{\{i=j\}}, 1 \leq i, j \leq 3$, corresponding to the PDF of a centred Gaussian vector with independent components. Here, $\beta$ satisfies $\int_{\mathbb{R}^{3}} \beta(u) \mathrm{d} u=0$, and is chosen to be the product of reciprocals

$$
\beta(u)= \begin{cases}\prod_{i} \frac{1}{u^{i}}, & \left(u^{1}, u^{2}, u^{3}\right) \in I \\ 0, & \text { otherwise }\end{cases}
$$



Figure 4.1: $x=(0,0,0), t=\frac{1}{2}$
and truncated if $u$ left region $I$, where $I$ is defined as

$$
I:=\left(\left[\frac{1}{4}, 1\right] \cup\left[-1,-\frac{1}{4}\right]\right) \times\left(\left[\frac{1}{4}, 2\right] \cup\left[-2,-\frac{1}{4}\right]\right) \times\left(\left[\frac{2}{7}, 3\right] \cup\left[-3,-\frac{2}{7}\right]\right) .
$$

We further set the last function $\gamma$ as
$\gamma(x)=\frac{1}{36} \frac{1}{(\sqrt{2 \pi})^{3}}\left\{\left[\frac{30\left(x^{1}-1\right)}{30+3\left(x^{2}\right)^{2}+2\left(x^{3}\right)^{2}} \exp \left(-\frac{\left(x^{1}\right)^{2}}{3}+\frac{1}{3} \sin \left(\sum_{i} x^{i}\right)\right)+\frac{\cos \left(x^{2}+x^{3}\right)}{|x|^{2}+1}\right]+2 \exp \left(-\frac{|x|^{2}}{200}\right)\right\}$,
which vanishes at $|x| \rightarrow \infty$. We select these functions so that the positivity and mass preserving properties are fulfilled, and the initial velocity is a random field whose marginal density at $x$ is given by (4.1).

By the stochastic representation formula, the PDF of the random field at $(x, t)$ has the form

$$
\begin{equation*}
p(u ; x, t)=\alpha(u)+\beta(u) \mathbb{E}\left[\gamma\left(x-u t+\sqrt{2 v} M_{t}\right)\right] . \tag{4.2}
\end{equation*}
$$

We focus on the PDF of the random field $\{U(x, t)\}_{x, t}$ at $x=(0,0,0)$ and plot the graph of $u$ against $p(u ; x, t)$ at $u^{3}=0.3$ for different time $t$. At $t=\frac{1}{2}, p(u ; x, t)$ is discontinuous on the boundary of $I$ as in Figure 4.1. If we compare the density of $p\left(u ; x, \frac{1}{2}\right)$ and $p(u ; x, 0)$ by evaluating $p\left(u ; x, \frac{1}{2}\right)-p(u ; x, 0)$, we can see the change of density in the region $I$. Meanwhile, the discontinuity becomes less apparent on the plot when we increase the time to $t=40$. From figure 4.2, the PDF of $U(x, t)$ is close to the density of a Gaussian random variable with density function $\alpha$, even if the discontinuity still exists. This is due to $\gamma$ vanishes at infinity and $\mathbb{E}\left[\gamma\left(X_{t}\right)\right] \rightarrow 0$ as $t \rightarrow \infty$. However, the impact of $\beta$ does not disappear from the velocity field. There is a strong discontinuity near $\left(\frac{1}{4}, \frac{1}{4}, \frac{2}{7}\right)$ on $p(u ; x, t)$ when $x=(12,12,12)$ and $t=40$. The PDF at $x=(12,12,12)$ is asymmetric and has a different evolution than the density at the origin, which demonstrates that the impact $\beta$ shifts from the origin to somewhere far away as time changes.

### 4.2 Motivation for the construction

The mass-preservation property of the PDE (3.1) corresponds to the divergence-free condition (3.3), which is difficult to verify explicitly even when we have the stochastic representation. Apart from describing the motivation for choosing $\alpha, \beta$ and $\gamma$, we will demonstrate that our solution to the PDF PDE (4.2) satisfies the divergence-free constraint.


Figure 4.2: $x=(0,0,0), t=40$

Assuming $C=0$ does not imply that the turbulence flow associated to solution $p(u ; x, t)$ is weakly isotropic. For example, we force the conditional average increment to satisfy

$$
\rho^{i}(x, y, u, t)=O\left(|y-x|^{3}\right)
$$

when $|y-x| \rightarrow 0$ and to vanish sufficiently fast when $|y| \rightarrow \infty$, which naturally leads to $A_{j k}^{i}=0$. In addition, we let

$$
\rho^{i}(x, y+x, u, t)=\rho^{i}(x,-y+x, u, t)
$$

for all $i$ to help simplify our computation. If the conditional variance is of the form $\sigma^{j k}(x, y, u, t)=$ $c+\prod_{i} f_{i, j, k}\left(y_{i}-x_{i}, t\right) \lambda(x, u, t)$, we conclude that

$$
\begin{aligned}
Q^{i}(x, u, t)= & \sum_{j, k} \int \frac{1}{4 \pi|y-x|^{3}} \frac{\partial}{\partial y^{i}} \frac{\partial^{2}\left(\sigma^{k l}+b^{k} b^{l}\right)}{\partial y^{k} \partial y^{l}} \mathrm{~d} y \\
& =\sum_{j, k} \int \frac{1}{4 \pi|y|^{3}} \frac{\partial^{3}}{\partial y^{i} \partial y^{j} \partial y^{k}} \\
& \left(\prod_{i} f_{i, j, k}\left(y_{i}\right) \lambda(x, u, t)+\left(\rho^{j}(x, y+x, u, t)+u^{j}\right)\left(\rho^{k}(x, y+x, u, t)+u^{k}\right)\right) \mathrm{d} y \\
= & 0,
\end{aligned}
$$

provided that $f_{i, j, k}$ is an even function with $f_{i, j, k}(z, t) \rightarrow 0$ sufficiently fast as $z \rightarrow 0$ and $z \rightarrow \infty$ for all $t$. In particular, $f_{i, j, k}(z, t)=\frac{1}{8} z^{4} \exp \left(-\frac{z^{2}(1+t)}{2}\right)$ fits the criterion that we required. A pair of conditional statistics $\rho, \sigma$ obeying the above constraints is a reasonable choice leading to $C=0$.

Regarding the initial data $p_{0}(u ; x)$ of the form (4.1), there is no strong restriction on $\alpha$, hence $\alpha$ is allowed to be replaced by another PDF, which not necessarily corresponds to a Gaussian vector. The crucial ingredients in $p_{0}(u ; x)$ are $\beta$ and $\gamma$, which ensure the solution $p(u ; x, t)$ satisfy the mass conservation property. As a consequence of the fact that $C=0$, the right-hand side of equation (3.4) vanishes, ending up an equation which depends solely on the derivatives of $p$ with respect to $(t, x)$. Moreover, the relevant SDEs in the stochastic representation (3.2) have the explicit form $Y_{t}=u$ and


Figure 4.3: $x=(12,12,12), t=40$
$X_{t}=x-u t+\sqrt{2 v} M_{t}$, while the divergence-free constraint reads that

$$
\nabla_{x} \cdot \int_{\mathbb{R}^{3}} u p(u ; x, t) \mathrm{d} u=\mathbb{E}\left[\int_{\mathbb{R}^{3}} u \cdot \nabla_{x} p\left(u, x+\sqrt{2 v} M_{t}-u t, 0\right) \mathrm{d} u\right]=0
$$

for all $x \in \mathbb{R}^{3}, t>0$. In particular, if

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} u \cdot \nabla_{x} p(u, x-u t, 0) \mathrm{d} u=0 \tag{4.3}
\end{equation*}
$$

is ensured for all $(x, t), \int_{\mathbb{R}^{3}} p(u ; x, t) \mathrm{d} u=1$ is guaranteed.
When $t>0$, the left-hand side of the equation (4.3) has the following form

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} u \cdot \nabla_{x} p(u ; x-u t, 0) \mathrm{d} u & =\int_{\mathbb{R}^{3}} u \cdot \nabla_{x} \gamma(x-u t) \beta(u) \mathrm{d} u \\
& =-\frac{1}{t} \int_{\mathbb{R}^{3}} u \cdot \nabla_{u}(\gamma(x-u t)) \beta(u) \mathrm{d} u \\
& =-\frac{1}{t} \int_{\mathbb{R}^{3}} \nabla_{u} \cdot(u \gamma(x-u t) \beta(u))-\nabla_{u} \cdot(u \beta(u)) \gamma(x-u t) \mathrm{d} u .
\end{aligned}
$$

If $\gamma$ and $\beta$ decay sufficiently fast as $|u| \rightarrow \infty$ for all $x$, the first term in the integrand has zero contribution after integration with respect to $u$. Apart from our consideration on the mathematical side, our choice of $\gamma$ guarantees the impact of $\beta$ vanish as $|x| \rightarrow \infty$, but the speed of decay is slow enough such that the impact of $\beta$ is still observable when $t$ is rather large. Last but not least, it must satisfy the following constraint

$$
\|\gamma(x)\|_{\infty} \leq \sup _{u \in \mathbb{R}^{3}}\left|\frac{\beta(u)}{\alpha(u)}\right| .
$$

We remark that under the current form of $\beta, \gamma$ decays as $|x| \rightarrow 0$ is not a necessity.
The remaining problem turns into finding our right $\beta$ such that $\int_{\mathbb{R}^{3}} \nabla_{u} \cdot(u \beta(u)) \gamma(x-u t) \mathrm{d} u=0$ for all $t>0$ and $\int_{\mathbb{R}^{3}} u \beta(u) \mathrm{d} u \cdot \nabla_{x} \gamma(x)=0$, which ensure the initial data must also satisfy the divergence-free condition (3.3). Our choice of $\beta$ is motivated by the fact that equation (4.3) is satisfied, provided we impose the constraint $\nabla_{u} \cdot(u \beta(u))=0$ on $\beta . \beta$ is truncated to this form, in order to guarantee the integrability as well as the positivity of $p_{0}(u ; x)$. Moreover, we can ensure $\int_{\mathbb{R}^{3}} \beta(u) \mathrm{d} u=0, \int_{\mathbb{R}^{3}} u^{i} \beta(u) \mathrm{d} u=0$
and $\partial_{u^{i}}\left(u^{i} \beta(u)\right)=\partial_{u^{i}}\left(\left(u^{j} u^{k}\right)^{-1}\right)=0$ for all $i=1,2,3$ and $i, j, k$ being distinct. Nevertheless, the purpose of symmetry of the interval $I$ and $\beta$ is to simplify our example, therefore $\beta$ can be asymmetrical.

The PDF (4.2) at $(x, t)$ is discontinuous in the variable $u$, but it is still a strong solution to the PDE, because the $\partial_{u^{i}} p$ disappears in the PDE (3.4) in this circumstance.

## 5 Concluding remarks

This paper derives a new PDE which describes the evolution of one-time one-point PDF of the velocity random field of a turbulent flow. The PDF PDE, which is highly non-linear and is determined by two conditional statistics of a turbulent flow, should be a useful tool in modelling distributions of turbulence velocity fields.

The modelling of viscous turbulence in various environments by solving the PDF PDE (2.15) numerically with measured data or based on a priori determination of $A, B$ and $Q$ should be beneficial in understanding turbulent flows. To implement good models of PDFs for turbulent flows, we need to numerically calculate solutions of the PDF PDE, with fed data which determines the functions $A, B$ and $Q$. The solution has to satisfy the natural constraint, that the mass must be preserved throughout the evolution of the PDF. The conservation of the total mass of the solution is an important topic itself and is worthy of further study. Finally, we would like to point out that the coefficients $A, B$ and $Q$ defined in equation (2.13), which determine the statistics of the turbulence at one-time one-point, must have significant physical meaning in turbulence. These coefficients, which are considered as turbulent flow parameters, should play their roles in further research.
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