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Introduction: A classic example of sound–shape correspondences is the 
mapping of the vowel /i/ with angular patterns and the vowel /u/ with rounded 
patterns. Such crossmodal correspondences have been reliably reported when 
tested in explicit matching tasks. Nevertheless, it remains unclear whether such 
sound–shape correspondences automatically occur and bidirectionally modulate 
people’s perception. We address this question by adopting the explicit matching 
task and two implicit tasks.

Methods: In Experiment 1, we  examined the sound–shape correspondences 
using the implicit association test (IAT), in which the sounds and shapes were 
both task-relevant, followed by an explicit matching task. In Experiments  
2 and 3, we adopted the speeded classification task; when the target was a sound 
(or shape), a task-irrelevant shape (or sound) that was congruent or incongruent to 
the target was simultaneously presented. In addition, the participants performed 
the explicit matching task either before or after the speeded classification task.

Results and Discussion: The congruency effect was more pronounced in the IAT 
than in the speeded classification task; in addition, a bin analysis of RTs revealed 
that the congruency effect took time to develop. These findings suggest that the 
sound–shape correspondences were not completely automatic. The magnitude 
and onset of visual and auditory congruency effects were comparable, suggesting 
that the crossmodal modulations were symmetrical. Taken together, the sound–
shape correspondences appeared not to be  completely automatic, but their 
modulation was bidirectionally symmetrical once it occurred.
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1. Introduction

Multisensory signals originating from the same object or event are often correlated rather 
than arbitrary in some properties, and such crossmodal correspondences provide critical cues 
for human brains to integrate these signals (e.g., Spence, 2011; Chen and Spence, 2017). For 
example, a bird’s chirping is high-pitched and often associated with its small body, pointy beak, 
and high elevation on the tree; in contrast, a cow’s mooing is low-pitched and often associated 
with its huge and rounded body and low position on the ground (See Figure 1A; Marks, 1987; 
Tsur, 2006; Lowe and Haws, 2017). In addition to simple features, crossmodal correspondences 
between complex stimuli have also been well documented, such that the meaningless speech 
sounds “kiki” and “bouba” are often matched with angular and rounded shapes, respectively, 
rather than the reverse (see Figure 1B; Ramachandran and Hubbard, 2001; see Köhler, 1929, 
1947; Holland and Wertheimer, 1964 for early studies). In the current study, we aimed to 
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investigate whether crossmodal correspondences, specifically the 
sound–shape correspondences, can occur automatically and 
symmetrically in influencing the auditory and visual information 
processing (see Spence and Deroy, 2013, on this issue).

Over the years, researchers have commonly used explicit tasks to 
explore new crossmodal correspondences. Köhler (1929), for example, 
explicitly asked participants to match the nonwords “takete” and 
“baluma” to two line drawings—one with sharp angles and the other 
with smooth curves. In another study, Sapir (1929) asked participants 
whether the vowel /a/ symbolized the concept of “large” compared to 
the vowel /i/. In such explicit matching tasks, the participants often 
only made a single judgment. When a consensual match among this 
group of participants was reached, the tested correspondences could 
be confirmed (e.g., Rogers and Ross, 1975; Bremner et  al., 2013). 
Other explicit methods can directly quantify the strength of 
crossmodal correspondences, such as presenting participants a target 
stimulus (e.g., sweet liquid) and asking them to rate or adjust a feature 
along a bipolar dimension in another sensory modality (e.g., a sound’s 
pitch) that best matches the target (e.g., Stevens and Marks, 1965; 
Crisinel and Spence, 2010; Ngo et al., 2013).

These explicit tasks provide straightforward methods and fruitful 
outcomes in understanding crossmodal correspondences (e.g., see 
Spence and Sathian, 2020, for a review). However, the explicit methods 
have at least three limitations. First, the explicit tasks rely on the 
participants’ introspective ability (see Parise and Spence, 2012; 
Westbury et al., 2018). Even though Chen et al. (2019) demonstrated 
that most of their participants who were healthy adults have good 

introspection when tested with sound–shape correspondences, 
caution is advised when one explores crossmodal correspondences in 
people of other ages (such as young children) or special groups (such 
as those with autistic spectrum disorders, see Spence, 2022, for a 
review). Second, given that participants are generally being forced to 
respond in the explicit tasks, the observed associations may be  a 
product of the decisional/response rather than perceptual/cognitive 
processing. Third, explicit tasks depend on conscious judgments; 
therefore, the responses are susceptible to individual tendencies, 
preferences, and intentions. In sum, the responses or judgments in the 
explicit tasks are prone to be generated from decisional, voluntary, and 
controlled processing.

To investigate whether crossmodal correspondences occur at the 
perceptual/cognitive level rather than the decisional/response level, 
researchers have adopted more sophisticated psychophysical 
paradigms. One of these tasks is the implicit association test (IAT), 
which has often been used to measure the strength of associations 
between two pairs of items or concepts (e.g., the associations between 
flower–pleasant and insect–unpleasant, Greenwald et al., 1998). In the 
IAT, a single stimulus is presented in each trial and participants have 
to categorize the stimulus rapidly and accurately by pressing one of 
two predesignated response keys (often using their left and right 
hands). Within an experimental block of trials, the mappings between 
the stimuli and response keys were either congruent (e.g., “flower” and 
“pleasant” correspond to the same response key) or incongruent (e.g., 
“flower” and “unpleasant” correspond to the same response key). It is 
then assumed that if participants intrinsically associated the items as 

FIGURE 1

Examples of crossmodal correspondences. The contrasting features (in the white rectangles, such as the sound of high vs. low pitch) are connected by 
a colored bar either in the auditory modality (in blue) or in the visual modality (in red). The features aligned in the left and right columns correspond to 
each other (e.g., high pitch and high spatial position). (A) Illustrates the correspondences associated with pitch, and (B) illustrates the correspondence 
associated with speech sound. T2 and T4 represent lexical tone 2 (consisting of a rising pitch contour) and lexical tone 4 (consisting of a falling pitch 
contour) in Mandarin (see Figure 2 for details).
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expected, the response time (RT) would be  shorter and/or the 
accuracy would be higher in the congruent than in the incongruent 
condition (called the congruency effect). Furthermore, the magnitude 
of the congruency effect can be a quantitative index of the strength of 
associations. Taken together, in the IAT, participants judged each item 
on its merits rather than the associations between items. Therefore, in 
the IAT, crossmodal correspondences are implicitly encoded in the 
stimulus–response mappings rather than serving as explicit task goals.

Parise and Spence (2012) utilized the IAT to investigate the core 
level of processing on five different pairs of crossmodal 
correspondences. They reported reliable and similar magnitudes of 
congruency effect regardless of the stimuli’s complexity (e.g., pitch–
size correspondences rely on simpler stimuli than sound–shape 
correspondences). By conducting bin analysis of RTs (i.e., the RTs 
were ordered from the fastest to slowest and then evenly divided into 
five time bins; see Data Analysis section), Parise and Spence 
demonstrated that the congruency effect appeared in the initial time 
bin. Therefore, the rapid onset of the congruency effect suggested that 
crossmodal correspondences can even occur at the early stage of 
information processing. Parise and Spence further analyzed the 
congruency effects in the trials containing a visual or auditory target 
and demonstrated that their magnitudes were similar, suggesting that 
the influence in terms of crossmodal correspondences from one to the 
other modality was bidirectional and symmetrical.

The IAT provides an indirect measure to inspect the role of 
crossmodal correspondences at the perceptual/cognitive level of 
information processing. However, the congruency effect observed in 
the IAT could not unequivocally indicate an implicit and automatic 
association. For example, because the congruent and incongruent 
conditions were tested in different blocks, participants may be aware 
of the relationships between the stimuli; therefore, the congruency 
effect reflects implicit and explicit associations or attitudes (see 
Schimmack, 2021; though see Kurdi et al., 2021). It is also plausible 
that given the repeated presentations of the stimuli and the well-
practiced stimulus–response mappings, certain associations may 
be  learned during the course of the experiment (Hussey and De 
Houwer, 2018). Therefore, to test whether crossmodal correspondences 
can occur automatically, adopting other psychophysical paradigms 
is necessary.

Another implicit task that has been used in the research on 
crossmodal correspondences is the speeded classification task (e.g., 
Marks, 1987; Melara and O'Brien, 1987; Martino and Marks, 1999; 
Gallace and Spence, 2006; Evans and Treisman, 2010). In this 
paradigm, participants quickly respond to the target presented in one 
modality while ignoring the distractor in the other modality, which is 
task-irrelevant and lacks an assigned response. The target and 
distractor are either crossmodally correspondent (i.e., congruent) or 
not (i.e., incongruent), and the two conditions are intermixed 
randomly within a block. If the RT is shorter and/or accuracy is higher 
in the congruent than in the incongruent condition, a typical 
congruency effect is observed, which suggests that the distractor is 
processed and facilitates or interferes with the target processing.

Gallace and Spence (2006), for example, asked participants to 
judge whether the target disc is larger or smaller than the preceding 
standard disc as rapidly and accurately as possible, and a task-
irrelevant tone either in a higher pitch (4,500 Hz) or lower pitch 
(300 Hz), or else no tone, was simultaneously presented with the target 
disc. The participants’ RT was shorter when the target was paired with 

a congruent tone (e.g., a smaller disc and the higher-pitched tone) 
than when paired with an incongruent tone (e.g., a smaller disc and 
the lower-pitched tone), demonstrating that pitch–size 
correspondences had occurred. Evans and Treisman (2010) similarly 
utilized the speeded classification tasks to investigate the crossmodal 
correspondences’ bidirectional influences. In each trial, the researchers 
presented a tone (either a lower or higher pitch) and a visual disc 
(either large or small) and asked the participants to discriminate the 
pitch as either high or low while ignoring the visual disc (i.e., the 
auditory task) or to discriminate the disc as either large or small while 
ignoring the pitch (i.e., the visual task). Evans and Treisman found 
that the congruency effect was significant in the auditory and visual 
tasks; therefore, the modulation in terms of crossmodal 
correspondences was bidirectional.

In previous studies, we tested the sound–shape correspondences 
(e.g., the mapping of “kiki” and “bouba” to angular and rounded 
patterns) using explicit matching tasks (Chen et al., 2016, 2019, 2021; 
Chang et al., 2021; Shen et al., 2022). Researchers have also tried to use 
implicit tasks to investigate the level of processing at which sound–
shape correspondences occur. For example, a reliable congruency 
effect has been reported in the IAT (Parise and Spence, 2012; Shang 
and Styles, 2023). In addition, the presentation of a congruent as 
compared to an incongruent sound enhanced the visibility of a 
masked visual pattern (as indicated by the lower contrast threshold, 
Hung et  al., 2017). These results suggest that the sound–shape 
correspondences occurred at the perceptual/cognitive level rather 
than the decisional/response level. In the present study, we aimed to 
investigate the automaticity and symmetry of the sound–shape 
correspondences using two implicit tasks, the IAT and speeded 
classification tasks, and the explicit matching tasks.

According to early research comparing automatic and controlled 
processing, the former is suggested to be  involuntary, capacity-
unlimited, and pre-attentive (Schneider and Shiffrin, 1977). Moors 
and De Houwer (2006) proposed similar criteria for automatic 
processing—unintentional, efficient, and unconscious, and added the 
fourth criterion of speed; that is, an automatic process should occur 
quickly and influence the early stage of information processing. These 
four criteria are conceptually distinct, allowing them to be investigated 
individually. In addition, some of the criteria change in degrees rather 
than qualitatively. According to these propositions, the transition from 
automatic to controlled processing should occur gradually because 
there is no single dichotomous criterion (Moors and De Houwer, 
2006). Following this gradual approach of automatic processing, 
we  compared the congruency effect in the IAT and speeded 
classification tasks in terms of the aforementioned criteria.

In Experiments 1, 2, and 3, each participant performed the IAT, 
sound classification, or shape classification as the main task, 
respectively, either preceding or following the explicit matching tasks. 
Considering that RT was the main dependent variable in these implicit 
tasks, the presentation duration of visual and auditory stimuli should 
be equalized. Therefore, we utilized the vowels as the auditory stimuli: 
the vowels /i/ and /u/ are reliably matched to angular and rounded 
patterns, respectively (Sapir, 1929; Newman, 1933; Taylor and Taylor, 
1962; Remez, 2003; Berlin, 2006; Maurer et al., 2006; Kovic et al., 2010; 
Lockwood and Dingemanse, 2015; Peiffer-Smadja and Cohen, 2019). 
The automaticity of the sound–shape correspondences was examined 
using the following tests in the implicit tasks: (1) According to the 
involuntariness (or unintentionality) criterion, the congruency effect 
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TABLE 1 Demographic information in three experiments.

Experiment
Main 
task

Explicit 
matching 
task 
(before/
after main 
task)

Mean 
age 
(SD)

Gender 
(M/F)

1

Implicit 

association 

test (IAT)

After 20.4 (1.62) (12/12)

2A Sound 

classification

Before 21.4 (1.86) (10/14)

2B After 20.4 (1.57) (12/12)

3A Shape 

classification

Before 21.5 (2.55) (12/12)

3B After 20.9 (2.06) (13/11)

should be similar in magnitude in the IAT and speeded classification 
tasks even though both modalities are task-relevant in the IAT 
whereas only the target modality was task-relevant in the speeded 
classification tasks. (2) According to the pre-attentiveness (or 
unconsciousness) criterion, the congruency effect should be significant 
irrespective of the order of the explicit matching and implicit tasks. 
This is because performing the explicit matching tasks would bring 
the concept of sound–shape correspondences to participants’ 
consciousness; however, an automatic process should occur 
irrespective of participants’ awareness of the correspondences.  
(3) According to the speed criterion, the congruency effect should 
emerge when the RT is short (e.g., in the first time bin in the bin 
analysis of RTs, see Parise and Spence, 2012). The symmetry of the 
sound–shape correspondences was examined using the following tests 
in the implicit tasks: (1) the magnitude of auditory and visual 
congruency effect should be similar, and (2) the auditory and visual 
congruency effect should emerge in similar time bins. These 
comparisons would provide detailed examinations of the automaticity 
and symmetry issues.

2. General methods

2.1. Participants

One hundred and twenty participants (24 participants in each 
experiment) took part in this study. Table 1 provides the participants’ 
demographic information. All of the participants had normal or 
corrected-to-normal vision and normal hearing by self-report. They 
were naïve to the purpose of the study and gave their informed 
consent before the experiment. All of the participants were students 
at National Cheng Kung University in Taiwan and native Mandarin 
Chinese speakers. They received monetary compensation for their 
participation. The study was conducted in accordance with the ethical 
standards of the Declaration of Helsinki and approved by the National 
Cheng Kung University research ethics committee for human 
behavioral sciences (NCKU HREC-E-110-460-2).

To demonstrate the congruency effect of RT in the IAT and 
speeded classification tasks, we computed the d-score, a standardized 
difference between the RTs in the congruent and incongruent 
conditions. A d-score greater than zero indicates that a typical 
congruency effect was significant. An analysis using G*Power (version 
3.1.9.4; Faul et  al., 2007) for the one-sample t-test (one-tailed) 
suggested that when we  test 24 participants with α = 0.05 and a 
power = 0.80, the effect size of the t-test would reach 0.52 (a medium 
effect). The sample (24 participants) was also larger than those in 
previous studies testing crossmodal correspondences using the IAT 
(N = 10, Parise and Spence, 2012) and speeded classification tasks 
(N = 10 or 15, Gallace and Spence, 2006). We were therefore confident 
that the number of participants provided adequate effect size to reach 
statistical significance.

2.2. Apparatus and stimuli

The experimental program was controlled by a computer 
compatible with the Psychophysics Toolbox (Brainard, 1997) in the 
MATLAB (The Mathworks, Matick, MA, USA) environment. The 
visual stimuli were presented on a liquid crystal display monitor 

(ASUS XG250) with a resolution of 1,920 × 1,080 pixels, running at 
85 Hz. The viewing distance was 100 cm. The auditory stimuli were 
delivered by closed-ear headphones (Beyer dynamic DT770 Pro). The 
volume was set to 68 dB. The experiments were conducted in a 
soundproof, dim room.

The auditory stimuli were two pairs of tonal vowels to increase the 
variety of auditory stimuli. The first pair was the high front vowel /i/ 
and the high back vowel /u/, and both were articulated in Tone 1 (i.e., 
/i1/ and /u1/). The second pair consisted of the same vowels, and /i/ 
was articulated in Tone 4, and /u/ was articulated in Tone 2 (i.e., /i4/ 
and /u2/). Each pair of tonal vowels was presumably matched to 
angular and rounded patterns, respectively (see Figure 1B; Chang 
et al., 2021). These tonal vowels were produced by a female native 
speaker who teaches Mandarin Chinese pronunciation at the Chinese 
Language Center at National Cheng Kung University. These tonal 
vowels were recorded in a soundproof recording room using a Yeti 
microphone (Blue, CA, USA) and QuickTime Player (ver. 10.5, Apple 
Inc., CA, USA) at a 44.1-kHz sampling rate with 16-bit encoding. The 
audio files were then edited and trimmed using Audacity (ver. 2.3) so 
that each sound clip’s duration was 300 ms. To increase the variety of 
the acoustic properties while preserving the phonetic features, the 
Voicemod program was used to transform the female voice into a 
voice with higher or lower frequencies, resulting in 12 sounds. The 
volumes of these 12 sounds were equalized to have the same root 
mean square contrast. The temporal contours of the fundamental 
frequencies (F0s) of the 12 sounds (/i1/, /u1/, /i4/, and /u2/) as a 
function of time (ms) are plotted in Figure 2A. Figure 2B shows the 
mean and standard deviation across the time of the F0, the first 
formant (F1), the second formant (F2), and the third formant (F3) of 
the 12 sounds.

Three pairs of angular and rounded visual patterns were adopted 
from previous studies (Köhler, 1929; Ramachandran and Hubbard, 
2001; Bremner et al., 2013). The size of each pattern was 9.3° × 9.3° in 
visual angle, and each pattern was presented in one of four 
orientations. The two response keys were labeled using color stickers 
to ensure that the letters’ shapes would not influence the participants’ 
performance.

2.3. Explicit matching tasks

All of the participants conducted the explicit matching tasks either 
before or after the main experiment. There were two types of matching 
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tasks. In the sound matching task, in each trial, a tonal vowel and a 
pair of angular and rounded patterns were presented on the monitor 
side by side, randomly on the left and right. The participants had to 
determine which of the two patterns better matched the tonal vowel. 
The visual patterns disappeared after the participants responded, and 
the next trial started after 1,000 ms. There were 36 trials (4 tonal 
vowels * 3 voices * 3 pairs of visual patterns) presented in a 
randomized order.

In the shape matching task, in each trial, we presented a visual 
pattern in the center of the monitor and then a pair of sounds (/i1/ 
and /u1/, or /i4/ and /u2/ in a low, medium, or high frequency) in a 
random order. The participants had to determine which of the two 
sounds better matched the visual pattern. The visual pattern 
disappeared after the participants responded, and the next trial 
started after 1,000 ms. There were 36 trials (6 visual shapes * 2 pairs 
of tonal vowels * 3 voices), and their presentation order was 
randomized. We presented the two matching tasks in a randomized 
order across participants. The procedure took approximately 10 min 
to complete.

3. Experiment 1: implicit association 
test

In Experiment 1, the participants performed the IAT. In every 
trial, they had to discriminate the sounds as either vowel /i/ or /u/ or 

the visual patterns as either angular or rounded rapidly and accurately 
by pressing predesignated keys.

3.1. Design and procedure

The IAT consisted of two sessions, one to test the sound pair /i1/ 
and /u1/ and the other to test the sound pair /i4/ and /u2/. 
We  conducted these two sessions in an evenly distributed order 
between the participants. Each session consisted of five blocks: three 
for training (blocks 1, 2, and 4) and two for the main experiment 
(blocks 3 and 5). In block 1, the participants practiced to rapidly 
categorize visual patterns by pressing predesignated keys (e.g., angular 
shape: left key, rounded shape: right key). In block 2, they practiced to 
rapidly discriminate the auditory stimuli by pressing the same 
predesignated keys (e.g., /i1/: left key, /u1/: right key). In block 3, 
we measured the RTs of congruent audiovisual mappings (e.g., angular 
shape and /i1/: left key, rounded shape and /u1/: right key). In block 
4, participants practiced with the visual patterns again, but we swapped 
the stimulus–response mappings from block 1 (e.g., rounded shape: 
left key, angular shape: right key). Finally, we used block 5 to measure 
the RTs of incongruent audiovisual mappings (e.g., rounded shape and 
/i1/: left key, angular shape and /u1/: right key). Throughout the 
experiment, the vowel /i/ always corresponded to the left key and the 
vowel /u/ always corresponded to the right key regardless of lexical 
tone. We balanced the presentation order of blocks 1 and 3 and blocks 

FIGURE 2

Acoustic properties of auditory stimuli used in the current study. (A) The temporal contours of the fundamental frequencies (F0s) of two vowels (/i/ and 
/u/) that were articulated in lexical tone 1 (/i1/ and /u1/ in the upper panels) or in lexical tones 4 and 2 (/i4/ and /u2/ in the lower panels). The bright, 
intermediate, and dark colors represent voices in the low, medium, and high frequencies, respectively. (B) The mean and standard deviation across 
time of the F0, the first formant (F1), the second formant (F2), and the third formant (F3). The acoustic properties were measured using Praat (Boersma, 
2001). The frequencies of formants are associated with the articulation method: F1 increases with lower tongue position and greater jaw opening, and 
F2 is related to vowel frontness (e.g., the front vowel /i/ has a higher F2 than the back vowel /u/; Ladefoged and Disner, 2012).
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4 and 5 between participants to control for the potential effect of 
practicing the IAT.

In the visual and auditory training blocks, we  presented six 
patterns or six sounds (2 tonal vowels * 3 voices) 6 times, resulting in 
36 trials. In the congruent and incongruent blocks, we presented each 
pattern and sound 12 times, resulting in 144 trials. To ensure that the 
terminology did not prime participants regarding crossmodal 
association, we showed them two categories of patterns instead of 
using verbal description when delivering the experimental instruction. 
At the beginning of each block, the response key (left or right) for each 
category of patterns and/or sounds was assigned.

In each trial, one stimulus–either a pattern or sound–was 
presented on the screen or through the headphones. Each stimulus 
was presented for 300 ms. When the auditory stimulus was presented, 
a fixation cross was presented on the screen. The participants had to 
categorize the presented stimulus as quickly and correctly as possible 
by pressing the corresponding key. The participants were instructed 
to press the left and right keys (A and L keys on the keyboard) using 
their left and right index finger, respectively. In the training blocks, an 
X was presented in the center of the screen when the response was 
incorrect; however, there was no feedback in the congruent and 
incongruent blocks. There was no time limit for participants to 
respond. The IAT task took around 60 min to complete.

3.2. Data analysis

We analyzed the data in the congruent and incongruent blocks. 
For each participant, we defined the trials with RT less than 100 ms or 
greater than mean plus three standard deviations (SDs) as outliers and 
excluded them from further analyses. In each experiment, however, 
there was no trial with RT shorter than 100 ms, so the excluded trials 
were all attributed to long responses (i.e., longer than mean + 3SDs). 
We report the accuracy, RT, and their associated analyses including 
lexical tones as a within-participant factor in Supplementary materials. 
In the main text, we  combined the two sessions of vowels with 
different lexical tones.

To quantify the magnitude of the congruency effects in terms of 
cross-modal correspondences, we computed the d-score by taking the 
RT difference (subtract the mean RT in the congruent condition from 
the mean RT in the incongruent condition) and then dividing it by the 
pooled standard deviation. Therefore, the larger the RT difference or 
the smaller the RT variability, the larger the d-score. Given the prior 
assumption that the RT should be longer in the incongruent than in 
the congruent condition, we  conducted a one-sample t-test 
(one-tailed) to determine whether the d-score was significantly greater 
than zero, indicating a significant congruency effect. We computed the 
d-score for each stimulus modality (visual or auditory), which 
we  would then use to compare the congruency effect across 
experiments. We compared the visual and auditory d-scores using a 
paired t-test to investigate the symmetry of sound–
shape correspondences.

To investigate the stage of information processing at which 
sound–shape correspondences occurred, we ran a bin analysis of 
RTs (see De Jong et al., 1994; Vallesi et al., 2005; Parise and Spence, 
2012) by separating the RT data in each modality and congruency 
condition into five time bins, from fastest to slowest, for each 
participant. We then used the RTs in each time bin to compute the 

d-score in each time bin. We initially compared these d-scores to 
zero using one-sample t-tests; however, because the d-scores in the 
five time bins were related rather than independent, we  set the 
criterion of statistical significance at p < 0.01 to avoid inflating α. To 
compare the congruency effect between modalities across time bins, 
we submitted the d-scores to a two-way repeated-measure ANOVA 
on the within-participant factors of modality (visual and audition) 
and bin (1 to 5). We used a Greenhouse–Geisser correction when 
the sphericity assumption was violated. Post hoc comparisons for 
time bins were pairwise t-tests with Bonferroni corrections. The 
data in Experiments 2 and 3 underwent the same analysis 
procedure, but we  obtained only auditory d-scores and visual 
d-scores, respectively.

3.3. Results

The overall accuracy was 96.61 ± 0.43% (mean ± SE). We removed 
the 3.39% incorrect trials and 2.30% trials as RT outliers from the 
computations of d-scores. The auditory and visual d-scores in the IAT 
demonstrated reliable congruency effects (Figures 3A,B, respectively): 
auditory d-score = 0.16 (SE = 0.05, t(23) = 2.99, p = 0.003, Cohen’s 
d = 0.61) and visual d-score = 0.21 (SE = 0.08, t(23) = 2.52, p = 0.01, 
Cohen’s d = 0.51). Furthermore, the visual and auditory d-scores were 
similar (t(23) = 0.80, p = 0.43, Cohen’s d = 0.16), suggesting a similar 
magnitude of congruency effect between vision and audition.

When we computed the d-scores individually in each time bin, the 
results demonstrated that the auditory d-scores were greater than zero 
in the third, fourth, and fifth bins (all t(23) > 2.59, ps ≤ 0.008, Cohen’s 
d > 0.52) but not in the first two bins (both t(23) < 2.05, ps ≥ 0.025, 
Cohen’s d < 0.42); the visual d-scores were greater than zero in the 
second and third bins (both t(23) > 2.61, ps ≤ 0.008, Cohen’s d > 0.53) 
but not in the first, fourth, and fifth bins (all t(23) < 2.34, ps ≥ 0.014, 
Cohen’s d < 0.48). We submitted these d-scores to a two-way ANOVA 
on the factors of modality and bin. The main effect of bin was 
significant (F(2.07, 47.63) = 5.06, p = 0.01, ηp

2 = 0.18). The post hoc tests 
showed that the d-score was significantly lower in the first bin than in 
the second and third bins (both t(23) > 3.12, ps ≤ 0.048, Cohen’s 
d > 0.63). However, the main effect of modality (F(1, 23) = 1.08, 
p = 0.31, ηp

2 = 0.05) and the interaction between modality and bin 
(F(1.79, 41.07) = 1.05, p = 0.38, ηp

2 = 0.04) were not significant. Taken 
together, the d-score was not significant in the first bin, and it was 
significantly smaller than in the central bins, and therefore did not 
support an early onset of the congruency effect. The effect of modality 
did not reach a significant level, suggesting a symmetrical modulation 
of crossmodal correspondences (Evans and Treisman, 2010; Parise 
and Spence, 2012).

4. Experiments 2A and 2B: sound 
classification task

In Experiments 2A and 2B, the participants had to discriminate 
the sounds as either the vowel /i/ or /u/ rapidly and accurately 
irrespective of the lexical tones; meanwhile, a task-irrelevant visual 
pattern was presented as a distractor. In Experiment 2A, the 
participants performed the explicit matching tasks before the sound 
classification task (called the Matchbef condition hereafter); in 
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FIGURE 3

Overall d-scores (grey bars) and the d-scores in each time bin (white bars) in three experiments. The left panels are auditory d-scores and the right 
panels are visual d-scores. (A,B) present auditory and visual d-scores in the IAT in Experiment 1. (C,E) present auditory d-scores in the sound 
classification task when the participants performed the explicit matching tasks either before (Matchbef) or after (Matchaft) the main task in Experiments 
2A and 2B. (D,F) present the visual d-scores in the shape classification task when the participants performed the explicit matching tasks before 
(Matchbef) or after (Matchaft) the main task in Experiments 3A and 3B. The error bars represent one standard error of the mean. The asterisks indicate 
statistical difference from zero (* denotes p < 0.05 and ** denotes p < 0.01 before Bonferroni corrections; note that the significant criterion for the 
d-scores in each time bin was set at p < 0.01).
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Experiment 2B, the participants performed the explicit matching tasks 
after the sound classification task (called Matchaft condition hereafter).

4.1. Design and procedure

The sound classification task comprised two sessions, one to test 
the /i1/ and /u1/ pair and the other to test the /i4/ and /u2/ pair. 
We  evenly distributed the order of these two sessions 
between participants.

In each trial, the sound was presented for 300 ms; meanwhile, 
either a congruent visual shape (e.g., an angular shape for /i1/) or an 
incongruent visual shape (e.g., a rounded shape for /i1/) was 
presented. Participants had to categorize the sound as /i/ or /u/ 
(irrespective of the lexical tones) as rapidly and correctly as possible 
by pressing predesignated keys (A and L keys on the keyboard, 
counterbalanced between participants) using the left and right index 
finger, respectively. There was no time limit for participants to 
respond. After the response, an inter-trial interval (ITI) ranging from 
500 ± 50 ms was presented and followed by the next trial. No clue was 
provided at the beginning of each trial, so the participants had to 
concentrate on the task continuously. Each session consisted of 400 
trials, and the participants had a short break after every 100 trials. The 
participants practiced a few trials and ensured that they understood 
the task before the main experiment. The experiment took around 
40 min to complete.

4.2. Results

In Experiment 2A (the Matchbef condition, Figure 3C), the overall 
accuracy was 97.68 ± 0.34%. There were 2.32% incorrect trials and 
2.13% of trials as RT outliers removed from the computation of 
d-scores. The auditory d-score was 0.05 (SE = 0.02), which was 
significantly greater than zero (t(23) = 3.12, p = 0.002, Cohen’s d = 0.64), 
demonstrating a significant congruency effect induced by visual 
distractors. When we separately computed the d-scores in the five 
time bins, the d-score was significantly greater than zero in the third 
and fourth bins (both t(23) > 2.88, ps ≤ 0.004, Cohen’s d > 0.58) but not 
in the first, second, or fifth bins (all t(23) ≤ 2.45, ps ≥ 0.011, Cohen’s 
d < 0.50). We submitted the auditory d-scores in the five time bins to 
a one-way ANOVA on the factor of bin. The main effect was significant 
(F(2.29, 52.68) = 5.80, p = 0.004, ηp

2 = 0.20). The post hoc tests showed 
that the d-score was significantly smaller in the first and fifth bins than 
in the fourth bin (both t(23) > 3.44, p ≤ 0.022, Cohen’s d > 0.70).

In Experiment 2B (the Matchaft condition, Figure 3E), the overall 
accuracy was 97.43 ± 0.35%. There were 2.57% incorrect trials and 
1.89% of trials as RT outliers removed from the computation of 
d-scores. The overall d-score was −0.0003 (SE = 0.01), which was not 
significantly different from zero (t(23) = −0.02, p = 0.49, Cohen’s 
d = 0.004). Consistently, none of the d-scores in the five time bins were 
significantly different from zero (all t(23) ≤ 1.14, ps > 0.13, Cohen’s 
d < 0.23).

To investigate the influences of the order of the explicit matching 
tasks either before or after the sound classification task, we compared 
the d-scores in Experiments 2A and 2B. The auditory d-score was 
significantly larger in the Matchbef than in the Matchaft condition 
(two-tailed, t(46) = 2.25, p = 0.03, Cohen’s d = 0.65), suggesting that 

performing the explicit matching tasks before sound classification task 
rather than the reversed order induced a larger congruency effect.

5. Experiments 3A and 3B: shape 
classification task

In Experiments 3A and 3B, the participants had to discriminate a 
visual pattern rapidly and accurately as belonging to the angular or 
rounded category; meanwhile, a task-irrelevant sound was presented 
as a distractor. In Experiment 3A, the participants performed the 
explicit matching tasks just before the shape classification task (i.e., the 
Matchbef condition); in Experiment 3B, the participants performed the 
explicit matching tasks after the shape classification task (i.e., the 
Matchaft condition).

5.1. Design and procedure

The shape classification task comprised two sessions. In one 
session, either the tonal vowel /i1/ or /u1/ was presented as distractor; 
in the other session, either the tonal vowel /i4/ or /u2/ was presented 
as distractor. The order of these two sessions was evenly distributed 
between participants.

In each trial, the shape, either an angular or rounded pattern, was 
presented in the center of the monitor for 300 ms; meanwhile, either 
a congruent or incongruent sound (see above) was presented. The 
participants were required to categorize the shape as an angular or 
rounded pattern as rapidly and correctly as possible by pressing 
predesignated keys (A and L keys on the keyboard, evenly distributed 
between participants) using the left and right index finger, respectively. 
Other details were the same as in the sound classification task.

5.2. Results

In Experiment 3A (the Matchbef condition, Figure 3D), the overall 
accuracy was 96.10 ± 0.58%. There were 3.90% incorrect trials and 
1.94% of trials as RT outliers removed from the computation of 
d-scores. The visual d-score was 0.05 (SE = 0.02), which was 
significantly greater than zero (t(23) = 2.60, p = 0.008, Cohen’s d = 0.53). 
Follow-up bin analysis demonstrated that the visual d-scores in the 
second, third, and fourth bins were significantly greater than zero (all 
t(23) > 2.64, ps < 0.007, Cohen’s d > 0.53) but not in the first and fifth 
bins (both t(23) ≤ 2.33, ps > 0.014, Cohen’s d < 0.48). The visual d-scores 
in the five time bins were submitted to a one-way ANOVA on the 
factor of bin. The main effect was significant (F(2.58, 59.41) = 4.64, 
p = 0.008, ηp

2 = 0.17). The post hoc tests showed that the d-score was 
significantly smaller in the first than in the second bin (t(23) = 3.18, 
p = 0.04, Cohen’s d = 0.64).

In Experiment 3B (the Matchaft condition, Figure 3F), the overall 
accuracy was 95.63 ± 0.56%. There were 4.37% incorrect trials and 
1.72% of trials as RT outliers removed from the computation of 
d-scores. The visual d-score was 0.04 (SE = 0.02), which was 
significantly greater than zero (t(23) = 2.15, p = 0.02, Cohen’s d = 0.44). 
However, the visual d-scores in the five time bins did not show a 
significant difference from zero (all t(23) ≤ 2.00, ps > 0.029, Cohen’s 
d < 0.41). The visual d-scores did not show a significant difference 
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between the Matchbef and Matchaft conditions (two-tailed, t(46) = 0.52, 
p = 0.61, Cohen’s d = 0.15).

6. Comparisons of experiments 1, 2, 
and 3

6.1. The magnitude of auditory and visual 
congruency effect

To compare the magnitude of congruency effect in the sound 
and shape classification tasks, we  submitted the d-scores in 
Experiments 2 and 3 to a two-way ANOVA on the between-
participant factors of modality (auditory or visual) and order 
(Matchbef or Matchaft). The results showed that the d-score was 
similar in the Matchbef and Matchaft conditions (0.05 vs. 0.02, F(1, 
92) = 3.46, p = 0.066, ηp

2 = 0.04). The main effect of modality was not 
significant (auditory: 0.02, visual: 0.04, F(1, 92) = 1.24, p = 0.27, 
ηp

2 = 0.01), nor was the interaction between modality and order (F(1, 
92) = 1.15, p = 0.29, ηp

2 = 0.01). Therefore, the magnitude of 
congruency effect was similar irrespective of the order of explicit and 
implicit tasks, and it was similar in the two modalities, consistent 
with the results in IAT (see Results in Experiment 1).

6.2. Modulation of the congruency effect 
by task relevance

In Experiment 1, the visual and auditory modalities were task-
relevant in the IAT; in Experiments 2 and 3, only the auditory or visual 
modality was task-relevant in the sound and shape classification tasks, 
respectively. By comparing the d-scores obtained from the IAT to 
those of the speeded classification tasks, we could determine whether 
the magnitude of the congruency effect depended on the task 
relevance of sensory modalities. To be fair, we only compared the 
experiments in which the explicit matching tasks were performed after 
the main experiment (i.e., Experiments 1, 2B, and 3B). The auditory 
d-score was higher in the IAT than in the sound classification task 
(two-tailed, t(46) = 2.89, p = 0.006, Cohen’s d = 0.83). Similarly, the 
visual d-score was higher in the IAT than in the shape classification 
task (two-tailed, t(46) = 2.06, p = 0.045, Cohen’s d = 0.59). Therefore, the 
congruency effect was more pronounced when both modalities rather 
than only one were task-relevant.

6.3. The results of the explicit matching 
tasks

The matching tendency in the explicit matching tasks, as 
represented by the proportions that participants matched each tonal 
vowel to rounded patterns or the proportion that they matched each 
visual pattern to the vowel /u/, are reported in Figure 4. To examine 
any consensual matching in each condition, the proportion of 
matching was compared to 50% using a one-sample t-test 
(two-tailed).

In the sound matching task (upper panels in Figure  4), the 
participants tended to match the vowel /i/ to angular patterns and the 
vowel /u/ sound to rounded patterns for most of the tonal vowels 

(t(23) ≥ 2.07, ps ≤ 0.05, Cohen’s d > 0.42) except the /i1/ in Experiments 
2A (t(23) = 1.67, p = 0.26, Cohen’s d = 0.34) and 3A (t(23) = 0.25, 
p = 0.80, Cohen’s d = 0.05); here both were the condition where the 
explicit matching tasks had been performed before the main 
experiment. Even though the participants’ matching between /i1/ and 
angular pattern was ambiguous, the contrast to the matching between 
/u1/ and rounded pattern remained significant (Experiment 2A: 
t(23) = 7.33, p < 0.001, Cohen’s d = 1.50; Experiment 3A: t(23) = 4.58, 
p < 0.001, Cohen’s d = 0.93). The result that the vowel /i1/ was reliably 
matched to angular patterns only in the Matchaft condition 
(Experiments 1, 2B, and 3B) may suggest that the repeated 
presentation of the tonal vowels and visual patterns in the preceding 
main task would improve the reliability of the sound-shape 
correspondences when the participants responded in the explicit 
matching tasks.

In the shape matching task (lower panels in Figure 4), the results 
showed that the participants reliably match rounded patterns to /u/ 
while matching angular patterns to /i/ (all t(23) ≥ 6.13, ps ≤ 0.001, 
Cohen’s d > 1.25). Compared to the sound matching task, the 
judgments in the shape matching seemed more reliable and insensitive 
to the prior exposure of these stimuli.

7. Discussion

In the present study, we examined the automaticity and symmetry 
of a classic example of crossmodal correspondences, that is, the 
sound–shape correspondences between vowels /i/ and /u/, and 
angular and rounded patterns, respectively. We utilized two implicit 
tasks, the IAT and speeded classification tasks, and the commonly 
used explicit matching tasks to explore this issue. In the IAT, in which 
the participants had to categorize a sound or pattern rapidly and 
accurately, the significant congruency effect was demonstrated in the 
auditory and visual modalities. In the sound classification task, 
we only observed the significant congruency effect induced by visual 
distractors when the explicit matching tasks were performed before 
rather than after the sound classification task; in contrast, in the shape 
classification task, we  observed the significant congruency effect 
induced by auditory distractors when the explicit matching tasks were 
performed either before or after the shape classification task. Further 
bin analysis of RTs demonstrated that we  did not observe the 
congruency effect in the first bin but observed it in the later bins. 
Finally, when we compared the IAT and speeded classification tasks, 
the congruency effect was more pronounced in the IAT, suggesting 
that the task relevance of modalities is critical for the encoding of 
sound–shape correspondences. Combined, these results of 
congruency effects suggest that the sound–shape correspondences 
tested here did not occur automatically.

The congruency effect of sound–shape correspondences did not 
demonstrate unequivocal evidence of automaticity. The auditory and 
visual congruency effects were significant in most experiments (except 
in Experiment 2B), but the congruency effect was never significant in 
the first time bin. This result contrasts with the observation of Parise 
and Spence (2012), who demonstrated the congruency effect in the 
first time bin and suggested that sound–shape associations were 
encoded automatically according to the speed criterion. In addition, 
the congruency effect was more pronounced when the auditory and 
visual modalities were task-relevant in the IAT than when only one 
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modality was task-relevant in the speeded classification tasks. This 
result suggests that encoding the sound–shape correspondences 
during information processing depended on whether visual and 
auditory modalities were related to the goal at hand to a certain extent, 
thereby violating the involuntariness (unintentionality) criterion. 
These two pieces of evidence therefore do not support the automatic 
processing of sound–shape correspondences. Note that the auditory 
congruency effect was only significant when the explicit matching 
tasks were performed before (Experiment 2A) rather than after 
(Experiment 2B) the sound classification task; however, we did not 
observe this order difference in the visual congruency effect 
(Experiments 3A and 3B). Critically, a further comparison by 
combining Experiments 2 and 3 did not demonstrate a reliable order 
difference, either. Therefore, despite the participants’ explicit matching 
of the sound-shape correspondences may facilitate the informativeness 
of the distractor to target in terms of their congruency, it does not 
appear to be  decisive in the automaticity of the sound-
shape correspondences.

Evidence of the symmetrical modulations of sound–shape 
correspondences in either modality was apparent. When we compared 
the magnitudes of the auditory and visual congruency effects, 
we found no significant difference in the IAT or speeded classification 
tasks. In addition, the results of bin analysis of RTs in the IAT 
demonstrated a similar pattern of visual and auditory congruency 
effect across time bins. Taken together, the modulations of sound–
shape correspondences were symmetrical in terms of the magnitude 

and onset of the congruency effects, consistent with Evans and 
Treisman (2010) and Parise and Spence (2012).

We quantified the congruency effect of sound–shape 
correspondences by calculating d-scores in the IAT and speeded 
classification tasks. Even though the magnitude of the congruency 
effect is presumed to reflect the strength of associations between the 
sounds and shapes tested in the current study, the underlying 
mechanism in the two paradigms is substantially different. In the IAT, 
the participants responded to stimuli in the auditory and visual 
modalities and tried to associate the sound and shape that were 
mapped to the same response to speed up the responses and reduce 
errors. This task-demanded association should be easier to establish 
in the congruent block, in which the corresponding sounds and 
shapes were mapped to the same response, than in the incongruent 
block, in which the contrasting sounds and shapes were mapped to 
the same response. Therefore, factors that help establish new 
associations, such as learning and practicing, may influence the 
magnitude of the congruency effect in the IAT (Greenwald et al., 
1998; Hussey and De Houwer, 2018). In the speeded classification 
task, in contrast, the participants had to respond selectively to the 
modality in which the target was presented while ignoring (or 
inhibiting) the other modality in which the distractor was presented; 
that is, the participants tried to dissociate the simultaneously 
presented sound and shape. If they failed to inhibit the distractor but 
processed it to a certain level, it may have facilitated (or interfered 
with) the processing of the target when they correspond (or contrast). 

FIGURE 4

The results of explicit matching tasks in three experiments. The sound matching performance is presented in the upper panels and the shape matching 
performance in the lower panels. The white bars represent the tonal vowels /i1/ or /i4/ in the sound matching task or angular patterns in the shape 
matching task; the grey bars represent the tonal vowel /u1/ or /u2/ in the sound matching task or rounded patterns in the shape matching task. The 
error bars represent one standard error of the mean (* denotes p < 0.05, ** denotes p < 0.01 of the result of a one-sample t-test compared to 50%).
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Therefore, the participant’s execution of selective attention or the 
stimulus’s complexity (determining the perceptual load of processing) 
may influence the congruency effect in the speeded classification 
tasks (Parise and Spence, 2012; Molloy et al., 2015). Given that the 
task relevance of sensory modalities and intention to relate the 
stimuli (associate vs. dissociate) differed in the IAT and speeded 
classification tasks, utilizing either experimental paradigm alone is 
perhaps insufficient to examine the automaticity of the 
crossmodal correspondences.

It should be  noted that we  do not intend to generalize our 
conclusion to all types of crossmodal correspondences. In fact, based 
on our previous studies, we  postulate that the sound–shape 
correspondences occur at the “mid-level” processing, a higher level 
than the crossmodal correspondences of simple features (such as the 
pitch–size correspondences in Figure 1A). For example, in the visual 
modality, the process of perceptual grouping from elements to a global 
contour is essential in the sound–shape correspondences (Chen et al., 
2021). In addition, not only the acoustic features (Knoeferle et al., 
2017) but also the phonemes that are perceptually invariant (Shen 
et al., 2022) seem to drive the sound–shape correspondences. It has 
been suggested that crossmodal correspondences can occur at 
multiple levels of information processing (Spence, 2011), and it is 
plausible that higher-level correspondences may be more susceptible 
to cognitive factors and therefore more controllable than lower-
level correspondences.

In conclusion, we utilized two implicit tasks—IAT and speeded 
classification tasks—to examine the automaticity and symmetry of 
sound-shape correspondences in modulating people’s speeded 
behavioral performance. Given that the congruency effects occurred 
with later responses and they were susceptible to the task relevance of 
sensory modalities, we suggest that the associations between sounds 
and shapes were not encoded automatically. In addition, the 
magnitude and onset of the visual and auditory congruency effects 
were comparable, suggesting a symmetrical modulation of sound-
shape correspondence between sensory modalities once it occurred. 
The current study demonstrates a methodological solution when one 
aims to examine the automaticity and symmetry of cross-modal 
correspondences carefully (see Spence and Deroy, 2013, for a review 
and discussion).

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Ethics statement

The studies involving human participants were reviewed and 
approved by National Cheng Kung University research ethics 
committee for human behavioral sciences (NCKU HREC-E-110-460-
2). The patients/participants provided their written informed consent 
to participate in this study.

Author contributions

P-CH and Y-CC: conception and design of study, interpretation of 
data, and writing the article. P-CH: acquisition and analysis of data. All 
authors contributed to the article and approved the submitted version.

Funding

This work was supported by the Ministry of Science and 
Technology in Taiwan (MOST 108-2410-H-006-041-MY2 to P-CH 
and MOST 110-2423-H-715-001-MY3 to Y-CC), and MacKay 
Medical College (MMC-RD-110-1B-P024 to Y-CC).

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated organizations, 
or those of the publisher, the editors and the reviewers. Any product 
that may be evaluated in this article, or claim that may be made by its 
manufacturer, is not guaranteed or endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1172946/
full#supplementary-material

References
Berlin, B. (2006). The first congress of Ethnozoological nomenclature. J. R. Anthropol. 

Inst. 12, S23–S44. doi: 10.1111/j.1467-9655.2006.00271.x

Boersma, P. (2001). Praat, a system for doing phonetics by computer. Glot Int. 5, 
341–345.

Brainard, D. H. (1997). The psychophysics toolbox. Spat. Vis. 10, 433–436. doi: 
10.1163/156856897X00357

Bremner, A. J., Caparos, S., Davidoff, J., de Fockert, J., Linnell, K. J., and Spence, C. 
(2013). "Bouba" and "Kiki" in Namibia? A remote culture make similar shape-sound 
matches, but different shape-taste matches to westerners. Cognition 126, 165–172. doi: 
10.1016/j.cognition.2012.09.007

Chang, Y. H., Zhao, M., Chen, Y.-C., and Huang, P. C. (2021). The effects of mandarin 
Chinese lexical tones in sound-shape and sound-size correspondences. Multisens. Res. 
35, 243–257. doi: 10.1163/22134808-bja10068

Chen, Y.-C., Huang, P. C., and Spence, C. (2021). Global shape perception contributes 
to crossmodal correspondences. J. Exp. Psychol. Hum. Percept. Perform. 47, 357–371. 
doi: 10.1037/xhp0000811

Chen, Y.-C., Huang, P. C., Woods, A., and Spence, C. (2016). When "Bouba" equals 
"Kiki": cultural commonalities and cultural differences in sound-shape correspondences. 
Sci. Rep. 6:26681. doi: 10.1038/srep26681

Chen, Y.-C., Huang, P. C., Woods, A., and Spence, C. (2019). I know that “Kiki” is 
angular: the metacognition underlying sound–shape correspondences. Psychon. Bull. 
Rev. 26, 261–268. doi: 10.3758/s13423-018-1516-8

Chen, Y.-C., and Spence, C. (2017). Assessing the role of the ‘Unity assumption’ on 
multisensory integration: a review. Front. Psychol. 8:445. doi: 10.3389/fpsyg.2017.00445

Crisinel, A. S., and Spence, C. (2010). As bitter as a trombone:  
synesthetic correspondences in nonsynesthetes between tastes/flavors  

https://doi.org/10.3389/fpsyg.2023.1172946
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1172946/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1172946/full#supplementary-material
https://doi.org/10.1111/j.1467-9655.2006.00271.x
https://doi.org/10.1163/156856897X00357
https://doi.org/10.1016/j.cognition.2012.09.007
https://doi.org/10.1163/22134808-bja10068
https://doi.org/10.1037/xhp0000811
https://doi.org/10.1038/srep26681
https://doi.org/10.3758/s13423-018-1516-8
https://doi.org/10.3389/fpsyg.2017.00445


Chen and Huang 10.3389/fpsyg.2023.1172946

Frontiers in Psychology 12 frontiersin.org

and musical notes. Atten. Percept. Psychophys. 72, 1994–2002. doi: 10.3758/app. 
72.7.1994

De Jong, R., Liang, C. C., and Lauber, E. (1994). Conditional and unconditional 
automaticity: a dual-process model of effects of spatial stimulus-response 
correspondence. J. Exp. Psychol. Hum. Percept. Perform. 20, 731–750. doi: 
10.1037/0096-1523.20.4.731

Evans, K. K., and Treisman, A. (2010). Natural cross-modal mappings between visual 
and auditory features. J. Vis. 10, 6.1–6.12. doi: 10.1167/10.1.6

Faul, F., Erdfelder, E., Lang, A. G., and Buchner, A. (2007). G*power 3: a flexible 
statistical power analysis program for the social, behavioral, and biomedical sciences. 
Behav. Res. Methods 39, 175–191. doi: 10.3758/bf03193146

Gallace, A., and Spence, C. (2006). Multisensory synesthetic interactions in the 
speeded classification of visual size. Percept. Psychophys. 68, 1191–1203. doi: 10.3758/
bf03193720

Greenwald, A. G., McGhee, D. E., and Schwartz, J. L. (1998). Measuring individual 
differences in implicit cognition: the implicit association test. J. Pers. Soc. Psychol. 74, 
1464–1480. doi: 10.1037/0022-3514.74.6.1464

Holland, M. K., and Wertheimer, M. (1964). Some physiognomic aspects of naming, 
or, maluma and takete revisited. Percept. Mot. Skills 19, 111–117. doi: 10.2466/
pms.1964.19.1.111

Hung, S. M., Styles, S. J., and Hsieh, P. J. (2017). Can a word sound like a shape before 
you have seen it? Sound-shape mapping prior to conscious awareness. Psychol. Sci. 28, 
263–275. doi: 10.1177/0956797616677313

Hussey, I., and De Houwer, J. (2018). Implicit association test as an analogical learning 
task. Exp. Psychol. 65, 272–285. doi: 10.1027/1618-3169/a000416

Knoeferle, K., Li, J., Maggioni, E., and Spence, C. (2017). What drives sound 
symbolism? Different acoustic cues underlie sound-size and sound-shape mappings. Sci. 
Rep. 7:5562. doi: 10.1038/s41598-017-05965-y

Köhler, W. (1929). Gestalt psychology. New York: H. Liveright.

Köhler, W. (1947). Gestalt psychology, an introduction to new concepts in modern 
psychology, 2nd edition. New York: H. Liveright.

Kovic, V., Plunkett, K., and Westermann, G. (2010). The shape of words in the brain. 
Cognition 114, 19–28. doi: 10.1016/j.cognition.2009.08.016

Kurdi, B., Ratliff, K. A., and Cunningham, W. A. (2021). Can the implicit association 
test serve as a valid measure of automatic cognition? A response to Schimmack (2021). 
Perspect. Psychol. Sci. 16, 422–434. doi: 10.1177/1745691620904080

Ladefoged, P., and Disner, S. F. (2012). Vowels and consonants. Hoboken, NJ: John 
Wiley & Sons.

Lockwood, G., and Dingemanse, M. (2015). Iconicity in the lab: a review of behavioral, 
developmental, and neuroimaging research into sound-symbolism. Front. Psychol. 
6:1246. doi: 10.3389/fpsyg.2015.01246

Lowe, M. L., and Haws, K. L. (2017). Sounds big: the effects of acoustic pitch on 
product perceptions. J. Mark. Res. 54, 331–346. doi: 10.1509/jmr.14.0300

Marks, L. E. (1987). On cross-modal similarity: auditory-visual interactions in 
speeded discrimination. J. Exp. Psychol. Hum. Percept. Perform. 13, 384–394. doi: 
10.1037//0096-1523.13.3.384

Martino, G., and Marks, L. E. (1999). Perceptual and linguistic interactions in speeded 
classification: tests of the semantic coding hypothesis. Perception 28, 903–923. doi: 
10.1068/p2866

Maurer, D., Pathman, T., and Mondloch, C. J. (2006). The shape of boubas: sound-
shape correspondences in toddlers and adults. Dev. Sci. 9, 316–322. doi: 
10.1111/j.1467-7687.2006.00495.x

Melara, R. D., and O'Brien, T. P. (1987). Interaction between synesthetically 
corresponding dimensions. J. Exp. Psychol. Gen. 116, 323–336. doi: 
10.1037/0096-3445.116.4.323

Molloy, K., Griffiths, T. D., Chait, M., and Lavie, N. (2015). Inattentional  
deafness: visual load leads to time-specific suppression of auditory  

evoked responses. J. Neurosci. 35, 16046–16054. doi: 10.1523/jneurosci.2931-15. 
2015

Moors, A., and De Houwer, J. (2006). Automaticity: a theoretical and conceptual 
analysis. Psychol. Bull. 132, 297–326. doi: 10.1037/0033-2909.132.2.297

Newman, S. S. (1933). Further experiments in phonetic symbolism. Am. J. Psychol. 45, 
53–75. doi: 10.2307/1414186

Ngo, M. K., Velasco, C., Salgado, A., Boehm, E., O’Neill, D., and Spence, C. (2013). 
Assessing crossmodal correspondences in exotic fruit juices: the case of shape and sound 
symbolism. Food Qual. Prefer. 28, 361–369. doi: 10.1016/j.foodqual.2012. 
10.004

Parise, C. V., and Spence, C. (2012). Audiovisual crossmodal correspondences and 
sound symbolism: a study using the implicit association test. Exp. Brain Res. 220, 
319–333. doi: 10.1007/s00221-012-3140-6

Peiffer-Smadja, N., and Cohen, L. (2019). The cerebral bases of the bouba-kiki effect. 
NeuroImage 186, 679–689. doi: 10.1016/j.neuroimage.2018.11.033

Ramachandran, V. S., and Hubbard, E. M. (2001). Synaesthesia--a window into 
perception, thought and language. J. Conscious. Stud. 8, 3–34.

Remez, R. E. (2003). Establishing and maintaining perceptual coherence: unimodal 
and multimodal evidence. J. Phon. 31, 293–304. doi: 10.1016/S0095-4470(03)00042-1

Rogers, S. K., and Ross, A. S. (1975). A cross-cultural test of the Maluma-Takete 
phenomenon. Perception 4, 105–106. doi: 10.1068/p040105

Sapir, E. (1929). A study in phonetic symbolism. J. Exp. Psychol. 12, 225–239. doi: 
10.1037/h0070931

Schimmack, U. (2021). The implicit association test: a method in search of a construct. 
Perspect. Psychol. Sci. 16, 396–414. doi: 10.1177/1745691619863798

Schneider, W., and Shiffrin, R. M. (1977). Controlled and automatic human 
information processing: I. detection, search, and attention. Psychol. Rev. 84, 1–66. doi: 
10.1037/0033-295X.84.1.1

Shang, N., and Styles, S. J. (2023). Implicit association test (IAT) studies investigating 
pitch-shape audiovisual cross-modal associations across language groups. Cogn. Sci. 
47:e13221. doi: 10.1111/cogs.13221

Shen, Y. C., Chen, Y.-C., and Huang, P. C. (2022). Seeing sounds: the role of vowels 
and consonants in Crossmodal correspondences. Iperception 13:20416695221084724. 
doi: 10.1177/20416695221084724

Spence, C. (2011). Crossmodal correspondences: a tutorial review. Atten. Percept. 
Psychophys. 73, 971–995. doi: 10.3758/s13414-010-0073-7

Spence, C. (2022). Exploring group differences in the Crossmodal correspondences. 
Multisens. Res. 35, 495–536. doi: 10.1163/22134808-bja10079

Spence, C., and Deroy, O. (2013). How automatic are crossmodal correspondences? 
Conscious. Cogn. 22, 245–260. doi: 10.1016/j.concog.2012.12.006

Spence, C., and Sathian, K. (2020). “Chapter 11  - audiovisual crossmodal 
correspondences: behavioral consequences and neural underpinnings” in Multisensory 
perception. eds. K. Sathian and V. S. Ramachandran (Cambridge, MA: Academic Press), 
239–258.

Stevens, J. C., and Marks, L. E. (1965). Cross-modality matching of brightness and 
loudness. Proc. Natl. Acad. Sci. U. S. A. 54, 407–411. doi: 10.1073/pnas.54.2.407

Taylor, I. K., and Taylor, M. M. (1962). Phonetic symbolism in four unrelated 
languages. Can. J. Psychol. 16, 344–356. doi: 10.1037/h0083261

Tsur, R. (2006). Size–sound symbolism revisited. J. Pragmat. 38, 905–924. doi: 
10.1016/j.pragma.2005.12.002

Vallesi, A., Mapelli, D., Schiff, S., Amodio, P., and Umiltà, C. (2005). Horizontal and 
vertical Simon effect: different underlying mechanisms? Cognition 96, B33–B43. doi: 
10.1016/j.cognition.2004.11.009

Westbury, C., Hollis, G., Sidhu, D. M., and Pexman, P. M. (2018). Weighing up the 
evidence for sound symbolism: distributional properties predict cue strength. J. Mem. 
Lang. 99, 122–150. doi: 10.1016/j.jml.2017.09.006

https://doi.org/10.3389/fpsyg.2023.1172946
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.3758/app.72.7.1994
https://doi.org/10.3758/app.72.7.1994
https://doi.org/10.1037/0096-1523.20.4.731
https://doi.org/10.1167/10.1.6
https://doi.org/10.3758/bf03193146
https://doi.org/10.3758/bf03193720
https://doi.org/10.3758/bf03193720
https://doi.org/10.1037/0022-3514.74.6.1464
https://doi.org/10.2466/pms.1964.19.1.111
https://doi.org/10.2466/pms.1964.19.1.111
https://doi.org/10.1177/0956797616677313
https://doi.org/10.1027/1618-3169/a000416
https://doi.org/10.1038/s41598-017-05965-y
https://doi.org/10.1016/j.cognition.2009.08.016
https://doi.org/10.1177/1745691620904080
https://doi.org/10.3389/fpsyg.2015.01246
https://doi.org/10.1509/jmr.14.0300
https://doi.org/10.1037//0096-1523.13.3.384
https://doi.org/10.1068/p2866
https://doi.org/10.1111/j.1467-7687.2006.00495.x
https://doi.org/10.1037/0096-3445.116.4.323
https://doi.org/10.1523/jneurosci.2931-15.2015
https://doi.org/10.1523/jneurosci.2931-15.2015
https://doi.org/10.1037/0033-2909.132.2.297
https://doi.org/10.2307/1414186
https://doi.org/10.1016/j.foodqual.2012.10.004
https://doi.org/10.1016/j.foodqual.2012.10.004
https://doi.org/10.1007/s00221-012-3140-6
https://doi.org/10.1016/j.neuroimage.2018.11.033
https://doi.org/10.1016/S0095-4470(03)00042-1
https://doi.org/10.1068/p040105
https://doi.org/10.1037/h0070931
https://doi.org/10.1177/1745691619863798
https://doi.org/10.1037/0033-295X.84.1.1
https://doi.org/10.1111/cogs.13221
https://doi.org/10.1177/20416695221084724
https://doi.org/10.3758/s13414-010-0073-7
https://doi.org/10.1163/22134808-bja10079
https://doi.org/10.1016/j.concog.2012.12.006
https://doi.org/10.1073/pnas.54.2.407
https://doi.org/10.1037/h0083261
https://doi.org/10.1016/j.pragma.2005.12.002
https://doi.org/10.1016/j.cognition.2004.11.009
https://doi.org/10.1016/j.jml.2017.09.006

	Examining the automaticity and symmetry of sound–shape correspondences
	1. Introduction
	2. General methods
	2.1. Participants
	2.2. Apparatus and stimuli
	2.3. Explicit matching tasks

	3. Experiment 1: implicit association test
	3.1. Design and procedure
	3.2. Data analysis
	3.3. Results

	4. Experiments 2A and 2B: sound classification task
	4.1. Design and procedure
	4.2. Results

	5. Experiments 3A and 3B: shape classification task
	5.1. Design and procedure
	5.2. Results

	6. Comparisons of experiments 1, 2, and 3
	6.1. The magnitude of auditory and visual congruency effect
	6.2. Modulation of the congruency effect by task relevance
	6.3. The results of the explicit matching tasks

	7. Discussion
	Data availability statement
	Ethics statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	Supplementary material

	References

