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Christoffel functions and orthogonal

polynomials for Erdös weights on (–∞,∞)
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Dedicated to the Memory of Aldo Ghizzetti

Riassunto: Si stabiliscono delle stime relative ai polinomi ortonormali e alle fun-
zioni di Christoffel con pesi su IR della forma W 2 = e−2Q, dove Q è una funzioni pari e
con crescita all’∞ superiore a quella polinomiale (pesi cosiddetti di Erdös). Esempi ti-
pici sono Q(x) := expk(|x|α), α > 1, dove expk = exp(exp(. . . exp(·))) denota la k-ima
iterata esponenziale. Inoltre si ottengono delle stime uniformi relative alla distanza tra
gli zeri e alle funzioni di Christoffel. Questi risultati completano quelli precedentemente
noti relativi al caso in cui Q ha una crescita di tipo polinomiale all’∞ (pesi cosiddetti
di Freud) e al caso di pesi esponenziali in (−1, 1).

Abstract: We establish bounds on orthonormal polynomials and Christoffel func-
tions associated with weights on IR of the form W 2 = e−2Q, where Q : IR → IR is even,
and is of faster than polynomial growth at ∞ (so-called Erdös weights). Typical ex-

amples are Q(x) := expk

(
|x|α

)
, α > 1, where expk = exp

(
exp

(
. . . exp(·)

))
denotes

the kth iterated exponential. Further, we obtain uniform estimates on the spacing of
all the zeros and on the Christoffel functions. These results complement earlier ones
for the case where Q is of polynomial growth at ∞ (so-called Freud weights) and for
exponential weights on (−1, 1).

Key Words and Phrases: Erdös weights – Orthogonal polynomials – Christoffel
functions
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1 – Introduction and results

Let W := e−Q, where Q : IR → IR is even, continuous, and Q(x)/ log |x| →
∞ as x → ∞. Then all the power moments

∞∫

−∞

tjW 2(t)dt , j = 0, 1, 2, . . . ,

exist, and we can define corresponding orthonormal polynomials

(1.1) pn(W 2, x) = γnxn + . . . , γn = γn(W 2) > 0 ,

satisfying

(1.2)

∞∫

−∞

pn(W 2, x)pm(W 2, x)W 2(x)dx = δmn .

We denote the zeros of pn(x) = pn(W 2, x) by

−∞ < xn,n < xn−1,n < . . . < x2,n < x1,n < ∞ .

In application of these orthogonal polynomials to various approxima-

tion processes, (such as orthonormal expansions or Lagrange interpola-

tion), bounds on pn(W 2, x) in sup-norm or Lp-norm senses on the whole

real line play a crucial role (see, for example, [3], [5], [6], [7], [12], [16],

[20], [22], [23], [24]). In this paper, we shall obtain such bounds for the

case where Q is of smooth and faster than polynomial growth at ∞, for

example

(1.3) Wk,α(x) := e−Qk,α(x) : Qk,α(x) := expk

(|x|α)
, k ≥ 1 , α > 1 ,

where expk := exp
(

exp
(
exp(· · · ))

)
denotes the kth iterated exponential.

Since Q of faster than polynomial growth was first considered by

Erdös, such weights are often called Erdös weights, in contrast to the

case where Q is of polynomial growth at ∞, the so-called Freud weights.

A.M.S. Classification: 41A17 – 42C05 – 41A10
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Bounds for orthogonal polynomials for Freud weights such as exp
(−|x|α)

,

α > 1, were obtained in [7]; and for exponential weights on (−1, 1), such

as exp
( − (1 − x2)−α

)
, or exp

( − expk(1 − x2)−α
)
, α > 0, k ≥ 1, in

[9]. The methods we use here broadly follow those in [7], [9], though

are more similar in spirit to those for exponential weights on (−1, 1).

Essentially, they seem to be more difficult than for the Freud case, though

we can build on the ideas in [10]. There asymptotics for orthonormal

polynomials were established, in a “large” subinterval of (xn,n, x1,n), but

here we emphasise uniform bounds on pn(W 2, x) on the whole real line.

Following is our class of weights:

Definition 1.1. Let W := e−Q, where Q : IR → IR is even,

continuous, and Q′′ exists in (0,∞), Q′′ ≥ 0 and Q′ > 0 in (0,∞), and

the function

(1.4) T (x) := 1 + x
Q′′(x)

Q′(x)
, x ∈ (0,∞) ,

is increasing in (0,∞), with

(1.5) lim
x→∞

T (x) = ∞ ; T (0+) := lim
x→0+

T (x) > 1 .

Moreover, we assume that for some C1, C2, C3 > 0,

(1.6) C1 ≤ T (x)
Q(x)

xQ′(x)
≤ C2 , x ≥ C3 .

Then we write W ∈ E.

Of course, the E stands for Erdös. It is the first limit in (1.5) that

guarantees that Q is of faster than polynomial growth at ∞. The function

T (x) plays a crucial role in describing behaviour of growth of Q for Erdös

weights on IR, and also for weights on (−1, 1) [9], [10], [11], [13]. As

examples, we note that if W = Wk,α, then

(1.7) T (x) = Tk,α(x) = α


1 + xα

k∑

$=1

$−1∏

j=1

expj(x
α)


 ,
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(the empty product is taken as 1), and

(1.8) T (x) = αxα




k−1∏

j=1

expj(x
α)


 (

1 + o(1)
)
, x → ∞ .

On the other hand,

xQ′(x)

Q(x)
= αxα




k−1∏

j=1

expj(x
α)


 ,

so we have (1.6) in the stronger form

(1.9) T (x)
Q(x)

xQ′(x)
→ 1 , x → ∞ .

So Wk,α ∈ E provided Q′′ ≥ 0 in (0,∞) and T (0+) > 1, which

is true only if α > 1. For α < 1, Qk,α is not convex near 0 and for

α = 1, T (0+) = α = 1. For such α, we can consider instead W (x) :=

exp
(−Qk,α/2(A+x2)

)
= Wk,α/2(A+x2), where A is chosen large enough

to guarantee convexity of Q near 0 and T (0+) > 1. This W belongs to

E and grows like Wk,α at ∞.

Another example is W = e−Q, where

(1.10) Q(x) := exp
([

log(A + x2)
]β

)
, β > 1 , A > 0 ,

for which

(1.11) T (x) =
2x2

A + x2

[
β − 1

log(A + x2)
+ β

{
log(A + x2)

}β−1
]

+
2A

A + x2
,

so that

(1.12) T (x) = 2β
[
log(A + x2)

]β−1(
1 + o(1)

)
, x → ∞ ,

while
xQ′(x)

Q(x)
=

2βx2

A + x2

[
log(A + x2)

]β−1
,
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so again (1.6) holds in the stronger form (1.9). To ensure convexity of Q

near 0, we must choose A = A(β) large enough.

To state our results, we need the Mhaskar-Rahmanov-Saff num-

ber au, the positive root of the equation

(1.13) u =
2

π

1∫

0

autQ′(aut)
dt√

1 − t2
, u > 0 .

Amongst its uses is the identity [17], [18],

(1.14) ‖PW‖L∞(IR) = ‖PW‖L∞[−an,an] , P ∈ Pn .

Note that for Q = Qk,α, an = an (Qk,α) satisfies

(1.15) an =

[
logk−1

(
log n − 1

2

k+1∑

j=2

logj n + O(1)

)]1/α

,

where logj = log
(

log
( · · · log()

))
denotes the jth iterated logarithm.

This can be deduced from (1.13) by Laplace’s method. Moreover, for

this weight, note that from (1.8) and (1.15) follows

(1.16) T (an) ∼
k∏

j=1

logj n .

Here and in the sequel,

cn ∼ dn

means that there exist positive constants C1, C2 such that

C1 ≤ cn

dn

≤ C2

for the relevant range of n. Similar notation is used for functions and

sequences of functions.

In the sequel, note that C, C1, C2, . . . denote positive constants

independent of n, x and polynomials of degree ≤ n. The same symbol

does not necessarily represent the same constant from line to line. The

polynomials of degree ≤ n are denoted by Pn.
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As in [7], [8], [9], the bounds on orthogonal polynomials depend on

first finding the bounds for the Christoffel functions

(1.17) λn(W 2, x) := inf
P∈Pn





∫ ∞

−∞
(PW )2(t)dt

P 2(x)





=
1

n−1∑

j=0

pj(W
2, x)2

.

The description of our estimate involves the special sequence

(1.18) δn :=
(
nT (an)

)−2/3
, n ≥ 1 ,

and for a fixed L ≥ 0, the special sequence of functions

(1.19) Ψn(x) := max

{√
1 − |x|

an

+ 2Lδn ,

[
T (an)

√
1 − |x|

an

+2Lδn

]−1}
,

defined for |x| ≤ an (1+2Lδn). These play much the same role for Erdös

weights as do the special sequence n−2 and the function max
{√

1 − x2

n
,

1

n2

}
in algebraic polynomial approximation, and orthogonal polynomials,

on [−1, 1].

Throughout, we assume that W = e−Q ∈ E . Our result for Christoffel

functions is:

Theorem 1.2. Uniformly for n ≥ 1 and |x| ≤ an(1 + Lδn),

(1.20) λn(W 2, x) ∼ an

n
W 2(x)Ψn(x) .

Moreover, uniformly for |x| ≥ an,

(1.21) λn(W 2, x) ≥ CanW 2(x)δn ,

and given 0 < α < β < 1,

(1.22)

sup
x∈IR

{
λ−1

n (W 2, x)W 2(x)
}

∼ n

an

T (an)1/2 ∼

∼ min
x∈[aαn,aβn]

{
λ−1

n (W 2, x)W 2(x)
}

.
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This may be compared to similar results for Freud weights [7, 465-

6], [8] (where effectively T ∼ 1), but is closer to results for exponential

weights on (−1, 1) [9]. As a corollary, we can deduce results on largest

zeros, and spacing of zeros of orthogonal polynomials:

Corollary 1.3. (a) For some C1 > 0,

(1.23)

∣∣∣∣1 − x1,n

an

∣∣∣∣ ≤ Cδn .

(b) Uniformly for n ≥ 2 and 2 ≤ j ≤ n − 1,

(1.24) xj−1,n − xj+1,n ∼ an

n
Ψn(xj,n) .

Here the constant L in the definition of Ψn at (1.19) must be taken

so large that x1,n ≤ an(1 + Lδn).

We note that with extra effort, we can replace xj−1,n − xj+1,n by

xj,n − xj+1,n in (1.24). In fact, the exact same methods used in [3], [9]

work, but we omit this as it would have extended an already lengthy

paper. Now we state our bounds on the orthogonal polynomials:

Corollary 1.4. (a) Uniformly for n ≥ 1,

(1.25) sup
x∈IR

{∣∣pn(W 2, x)
∣∣W (x)

∣∣∣∣1 − |x|
an

∣∣∣∣
1/4}

∼ a−1/2
n

and

(1.26) sup
x∈IR

{∣∣pn(W 2, x)
∣∣W (x)

}
∼ a−1/2

n

(
nT (an)

)1/6
.

(b) Fix L so large as in Corollary 1.3. Then uniformly for n ≥ 1 and

1 ≤ j ≤ n,

(1.27)

a3/2
n

n
Ψn(xj,n)

(
1 − |xj,n|

an

+ Lδn

)1/2

|p′
nW |(xj,n) ∼

∼ a1/2
n |pn−1W |(xj,n) ∼

(
1 − |xj,n|

an

+ Lδn

)1/4

.
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As an example, note that for n ≥ 1,

(1.28) sup
x∈IR

{∣∣pn(W 2
k,α, x)

∣∣Wk,α(x)
}

∼ (logk n)−1/(2α)

(
n

k∏

j=1

logj n

)1/6

.

Finally, we record a more precise form of the infinite-finite range

inequalities in [10], [19] which for our purposes is essential:

Theorem 1.5. Let 0 < p ≤ ∞. Let K > 0. There exists C and n1

depending only on K, p, W such that for n ≥ n1 and P ∈ Pn,

(1.29) ‖PW‖Lp(IR) ≤ C‖PW‖
Lp(|x|≤an

(
1−Kδn)

) .

We remark that as in [9], we can obtain ∼ relations for the Lp norms

of orthonormal polynomials.

The organisation and methods of this paper are very similar to those

in [7], [9]. We encourage the reader to have copies of [7], [9] on hand.

Especially Section 2 of [9] will be helpful, as it contains an outline of our

procedure.

In Section 2, we present some technical estimates involving Q, T , an

and so on. In Section 3, we estimate the measure µn that arises in the

integral equation. In Section 4, we use this to estimate the majorization

function Un,R(x) and then in Section 5, we prove Theorem 1.5. In Sec-

tion 6, we establish the lower bounds for λn implicit in Theorem 1.2, and

in Section 7, we estimate L∞ Christoffel functions. Then in Section 8, we

use the L∞ Christoffel functions to complete the proof of Theorem 1.2.

In Section 9, we prove Corollary 1.3, and in Section 10, we prove Corol-

lary 1.4.

2 – Technical Lemmas

In this section, assuming W = e−Q ∈ E , we shall prove various esti-

mates on Q, T , au, etc. We begin with some estimates involving Q:

Lemma 2.1. (i) For 0 < s ≤ t,

(2.1)

(
t

s

)T (s)

≤ tQ′(t)

sQ′(s)
≤

(
t

s

)T (t)

.
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(ii) Q′(x) is increasing in (0,∞) and

(2.2) lim
v→0+

vQ′(v) = 0 ; lim
v→∞

vQ′(v) = ∞ .

Furthermore, xQ′′(x) is increasing in (0,∞).

(iii) Given r > 0, there exists x0 > 0 such that for x ≥ x0, Q(j)(x)/xr

is increasing in (x0,∞), j = 0, 1, 2.

(iv) There exists C1, C2, C3 > 0 such that

(2.3) Q′(x)C1 ≤ Q(x) ≤ Q′(x)C2 , x ∈ (C3,∞) .

(v) For some C4, C5 > 0,

(2.4) T (x) ≤ Q′(x)1−C5 , x ∈ (C4,∞) .

Proof. (i) This follows easily from the identity

tQ′(t)

sQ′(s)
= exp

( t∫

s

T (u)

u
du

)

and the monotonicity of T .

(ii) The monotonicity of Q′ and (2.2) follow immediately from Q′′ ≥ 0

in (0, ∞). Next, the monotonicity of xQ′′(x) follows from the identity

(2.5) xQ′′(x) =
(
T (x) − 1

)
Q′(x) .

The two functions on the right-hand side are increasing.

(iii) Firstly for j = 0, 1,

d

dx

{
Q(j)(x)

xr

}
=

Q(j)(x)

xr+1

{
xQ(j+1)(x)

Q(j)(x)
− r

}
≥ Q(j)(x)

xr+1

{
C6T (x) − r

}
> 0 ,

for x large enough (see (1.4-6)). The monotonicity of Q(j)(x)/xr then

follows for j = 0, 1. For j = 2, we write

Q′′(x)

xr
=

Q′(x)

xr+1

{
T (x) − 1

}
.
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Here the right-hand side is the product of two functions that are

increasing for x large.

(iv) Now for large enough x,

d

dx
log Q′(x) =

Q′′(x)

Q′(x)
=

T (x) − 1

x
∼ Q′(x)

Q(x)
=

d

dx
log Q(x) .

Since the assertion of (iii) implies that

(2.6) lim
x→∞

Q(x) = ∞ ,

we deduce that

C1 log Q′(x) ≤ log Q(x) ≤ C2 log Q′(x) ,

for large enough x.

(v) The assertion of (iv) and (1.6) show that for large x,

T (x) ∼ xQ′(x)

Q(x)
≤ xQ′(x)1−C1 .

Since x/Q′(x)C1/2 is decreasing for large x, we have (2.4).

Now we present some results on au, etc.:

Lemma 2.2. (i) Uniformly for u ≥ C, and j = 0, 1, 2,

(2.7) aj
uQ(j)(au) ∼ u T (au)j−1/2 .

(ii) Let 0 < α < β. Then uniformly for u ≥ C,

(2.8) T (aαu) ∼ T (aβu) .

(iii) Given fixed r > 1,

(2.9)
aru

au

≥ 1 +
log r

T (aru)
, u ∈ (0,∞) .
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Moreover,

(2.10) aru ∼ au , u ∈ (1, ∞) .

(iv) Uniformly for t ∈ (C,∞),

(2.11)
a′

t

at

∼ 1

tT (at)
.

(v) Uniformly for u ∈ (C,∞) and v ∈
[u

2
, 2u

]
, we have

(2.12)

∣∣∣∣
au

av

− 1

∣∣∣∣ ∼
∣∣∣∣
u

v
− 1

∣∣∣∣
1

T (au)
.

(vi) Let 0 < α < β. Then uniformly for u ≥ C, and j = 0, 1, 2,

(2.13) Q(j)(aαu) ∼ Q(j)(aβu) .

(vii) Let 0 < α < β. Then

(2.14)
aβnQ′(aβn)

aαnQ′(aαn)
≥ β

α
.

(viii) For some C1, C2 > 0, and n ≥ 1,

T (an) ≤ C1

(
n

an

)2−C2

.

Proof. (i) First note that since tQ′(t) is strictly increasing in (0,∞),

au is uniquely defined by (1.13) for u > 0. Then, by (2.1):

u

auQ′(au)
=

2

π

1∫

0

autQ′(aut)

auQ′(au)

dt√
1 − t2

≥ 2

π

1∫

0

tT (au) dt√
1 − t2

≥

≥ 2

π

(
1 − 1/T (au)

)T (au)

1∫

1−1/T (au)

dt√
1 − t2

≥ C1T (au)−1/2 .
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Next,

u

auQ′(au)
≤ 2

π

∫ 1−1/T (au)

0

Q′(aut)

Q′(au)

dt√
1 − t2

+
2

π

∫ 1

1−1/T (au)

dt√
1 − t2

≤

≤ C2T (au)1/2

1∫

0

Q′(aut)

Q′(au)
dt + C2T (au)−1/2 =

= C2T (au)1/2 Q(au) − Q(0)

auQ′(au)
+ C2T (au)−1/2 ≤

≤ C3T (au)1/2 Q(au)

auQ′(au)
+ C2T (au)−1/2 ≤ C4T (au)−1/2 ,

for u large enough, by (1.6). These last two inequalities together give

(2.7) for j = 1. For j = 0, we use

Q(au) ∼ T (au)−1auQ′(au) (see (1.6))

and for j = 2, we use

a2
uQ′′(au) ∼ T (au)auQ′(au) ,

see (1.4).

(ii) Now by (2.7) with j = 0,

1 ≤
(

T (aβu)

T (aαu)

)1/2

∼ βuQ(aαu)

αuQ(aβu)
≤ β

α
.

Here we have also used monotonicity of T and Q. So we have (2.8).

(iii) Differentiating (1.13) with respect to u gives

(2.15) 1 =
a′

u

au

2

π

1∫

0

T (aut)autQ′(aut)
dt√

1 − t2
≤ a′

u

au

T (au)u .

Thus for u > 0,

(2.16)
(
uT (au)

)−1 ≤ a′
u

au

.
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Similarly (2.15) gives for u ≥ 1,

(2.17)
2

uT (a1/2)
≥ a′

u

au

.

Then

log
aru

au

=

ru∫

u

a′
t

at

dt ≥ 1

T (aru)

ru∫

u

dt

t
=

log r

T (aru)
,

so
aru

au

= exp

(
log

aru

au

)
≥ 1 + log

aru

au

≥ 1 +
log r

T (aru)
.

So we have (2.9). Similarly (2.17) gives

log
aru

au

≤ 2

T (a1/2)
log r .

Together with (2.9), this gives (2.10).

(iv) We must prove an upper bound corresponding to (2.16). From

(2.15) and monotonicity of tQ′(t),

1 ≥ a′
u

au

T (au/2)au/2Q
′(au/2)

2

π

∫ 1

au/2/au

dt√
1 − t2

≥

(by (2.7) and (2.8)) ≥ C5

a′
u

au

uT (au)3/2
(
1 − au/2

au

)1/2

≥

(by (2.9) and (2.10)) ≥ C6

a′
u

au

uT (au) .

Together with (2.15), this gives (2.11).

(v) For u ≥ C, and v ∈
[u

2
, 2u

]
,

log
av

au

=

v∫

u

a′
t

at

dt ∼
v∫

u

dt

tT (at)
∼ 1

T (au)
log

(
v

u

)
.

Since log t ∼ t − 1 for t ∈
[1

2
, 2

]
\ {1}, we have the result.
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(vi) Note that from (2.10) follows

aαu ∼ aβu .

Then (2.7) and (2.8) imply (2.13).

(vii) Now

aβnQ′(aβn)

aαnQ′(aαn)
= exp

( βn∫

αn

d

dt
log

(
atQ

′(at)
)
dt

)
=

= exp

( βn∫

αn

T (at)
a′

t

at

dt

)
≥ exp

( βn∫

αn

dt

t

)
=

β

α
,

by (2.15).

(viii) From (2.4), and then (2.7),

T (an) ≤ Q′(an)1−C5 ≤ C6

(
n

an

T (an)1/2

)1−C5

≤ C7

(
n

an

)1−C5

T (an)1/2 .

Then the result follows.

We need some more estimates on Q:

Lemma 2.3. (i) Let σ ∈ (0, 1). Then for j = 0, 1, 2,

(2.18) lim
n→∞

max
0<|x|≤anσ

{
aj

n

∣∣xmax{0,j−1}Q(j)(anx)
∣∣

n

}
= 0 .

(ii) There exists C1 such that for |x| ∈ (0, 1), u ∈ (1, ∞) and j = 1, 2,

(2.19) aj
u

∣∣xj−1Q(j)(aux)
∣∣(1 − |x|)(2j−1)/2 ≤ C1u .
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Proof. (i) Let 0 < σ < τ < 1. Now by (2.1),

max
|x|≤anσ

{an

∣∣Q′(anx)
∣∣} = σ−1anσQ′(anσ) ≤ σ−1

(
σ

τ

)T (anσ)

anτQ′(anτ) ≤

≤ C

(
σ

τ

)T (anσ)

(1 − τ)−1/2 2

π

1∫

τ

antQ′(ant)
dt√

1 − t2
≤

≤ C

(
σ

τ

)T (anσ)

(1 − τ)−1/2n .

Since T (anσ) → ∞ as n → ∞, we have (2.18) for j = 1. Since

max
|x|≤anσ

{∣∣Q(anx)
∣∣

n

}
≤ Q(an)

n
∼ T (an)−1/2 → 0 , n → ∞ ,

we have (2.18) for j = 0 also. Finally, for large enough n,

max
0<|x|≤anσ

{a2
n

∣∣xQ′′(anx)
∣∣} ∼ an max

|x|≤anσ
{
∣∣Q′(anx)

∣∣T (anx)} =

= anQ′(anσ)T (anσ) ≤ C1

(
σ

τ

)T (anσ)

T (anσ)n

by the above, so we have (2.18) for j = 2.

(ii) It suffices to consider x ≥ 0. Now by monotonicity of Q′,

u ≥ 2

π

1∫

x

autQ′(aut)
dt√

1 − t2
≥ 2

π
auQ′(aux)C2(1 − x)1/2 .

We have proved (2.19) for j = 1. Integrating the defining equation

(1.13) for au by parts, gives

(2.20) u =
2

π
Q′(0+) +

2

π

1∫

0

a2
uQ′′(aut)

√
1 − t2dt .

The monotonicity of tQ′′(t) shows that for x ∈
[1

2
, 1

]
,

u ≥ 2

π
a2

uxQ′′(aux)

1∫

x

t−1
√

1 − t2dt ≥ C3a
2
uQ′′(aux)(1 − x)3/2 .
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For x ∈
(
0,

1

2

]
, we can use the assertion of (i) to deduce (2.19).

We need some estimates on the function

(2.21) ∆n(s, t) :=
ansQ′(ans) − antQ′(ant)

ans − ant
, s , t ∈ [−1, 1] \ {0} .

Lemma 2.4. (i) For fixed t ∈ (0, 1], ∆n(s, t) is an increasing func-

tion of s ∈ [0, 1].

(ii) Let s, t ∈ (0, 1] and τ := max{s, t}. There exists C > 0 indepen-

dent of s, t, n such that

(2.22) ∆n(s, t) ≤ T (anτ)Q′(anτ) ≤ C
n

an

min
{
T (an), (1 − τ)−1

}3/2
.

(iii) Let 0 < β < ρ < 1. Then for |t| ≤ aβn/an and |s| ∈ [aρn/an, 1],

and some C1 independent of n, s, t,

(2.23) ansQ′(ans) − antQ′(ant) ≥ C1anQ′(an) .

Proof. (i) Since ∆n(s, t) is the slope of a line segment joining two

points of the curve u → (
u, uQ′(u)

)
, u ∈ [0,∞), this follows from the

convexity of uQ′(u):

d

du

(
uQ′(u)

)
= T (u)Q′(u)

and the right-hand side is the product of two increasing functions.

(ii) For some ξ between ans and ant,

∆n(s, t) =
d

du

(
uQ′(u)

)|u=ξ = T (ξ)Q′(ξ) ≤ T (anτ)Q′(anτ) ,

by monotonicity. Also, from (1.4),

T (anτ)Q′(anτ) = Q′(anτ) + anτQ′′(anτ) ≤ C2

n(1 − τ)−3/2

an

,
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by (2.19), while from (2.7),

T (anτ)Q′(anτ) ≤ C3

nT (an)3/2

an

.

So we have (2.22).

(iii) Now for |s| ≥ aρn/an, |t| ≤ aβn/an,

ansQ′(ans) − antQ′(ant)

anQ′(an)
=

ansQ′(ans)

anQ′(an)

[
1 − antQ′(ant)

ansQ′(ans)

]
≥

(by (2.1)) ≥ sT (an)

[
1 − aβnQ′(aβn)

aρnQ′(aρn)

]
≥

(by (2.14)) ≥ (aρn/an)T (an)

[
1 − β

ρ

]
≥

(by (2.12)) ≥ (
1 − C4/T (an)

)T (an)
[
1 − β

ρ

]
≥ C5 .

We shall need a crude infinite-finite range inequality:

Lemma 2.5. Let 0 < p ≤ ∞, r > 0, s > 1. There exists C > 0 such

that for n ≥ 1 and P ∈ Pn,

(2.24)
∥∥PW |Q′|r

∥∥
Lp(|x|≥asn)

≤ e−Cn‖PW‖Lp(|x|≤asn) .

Proof. By (2.3) and monotonicity of Q′,

W |Q′|r ≤ C1W1 ,

where

W1 := e−Q1 , where Q1(x) := Q(x) − C2 log
[
Q(x) + C3

]
.

Then

(2.25)
Q′

1(x)

Q′(x)
= 1 − C2

Q(x) + C3

→ 1 as x → ∞ .
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Moreover, Q′
1(x)/Q(x) is increasing as Q is, so Q′

1(x) is increasing in

(0,∞). The number a(1)
n defined by

n =
2

π

1∫

0

a(1)
n tQ′

1(a
(1)
n t)√

1 − t2
dt ,

is in view of (2.25), easily seen to satisfy

a(1)
n = an(1+ηn) ,

where ηn → 0 as n → ∞. Consequently if 1 < σ < s,

a(1)
σn ≤ asn , n ≥ n0 .

Next, by standard results and methods (cf. [19, p. 112], [14, pp. 49-

51], [10, pp. 45-46]), there exists C4 > 0 such that for n ≥ 1 and P ∈ Pn,

‖PW1‖Lp(|x|≥a
(1)
σn)

≤ e−C4n‖PW1‖Lp(|x|≤a
(1)
σn)

so for n ≥ n0,

‖PW1‖Lp(|x|≥asn) ≤ e−C4n‖PW1‖Lp(|x|≤asn) .

Then
∥∥PW |Q′|r

∥∥
Lp(|x|≥asn)

≤ C1‖PW1‖Lp(|x|≥asn) ≤

≤ C1e
−C4n

[
Q(asn) + C3

]C2‖PW‖Lp(|x|≤asn) ≤
≤ e−C5n‖PW‖Lp(|x|≤asn) ,

by (2.7).

Our final lemma in this section will be used only in Section 10:

Lemma 2.6. Let r, ε ∈ (0, 1). There exist C1 and n0 such that for

n ≥ n0 and for −ran ≤ a < b ≤ ran and |x| ≤ ran,

(2.26)

b∫

a

∣∣∣∣
Q′(x) − Q′(t)

x − t

∣∣∣∣dt ≤ C1 + ε
n

a2
n

(b − a) .



[19] Christoffel functions and orthogonal etc. 217

Proof. We may assume that 0 < x ≤ ran. Let C be such that Q′′(t)

and Q′(t)/t are increasing in (C,∞). Write

I : =

[ ∫

[−ran,−x)∩[a,b]

+

∫

[−x,0)∩[a,b]

+

∫

[0,x/2]∩[a,b]

+

∫

(x/2,2x)∩[a,b]

+

+

∫

[2x,ran]∩[a,b]

]∣∣∣∣
Q′(x) − Q′(t)

x − t

∣∣∣∣dt =: I1 + I2 + I3 + I4 + I5 .

We shall show that for j = 1, 2, . . . , 5,

(2.27) Ij ≤ C1 + ε
n

a2
n

(b − a) ,

for n ≥ n0. Firstly, t ∈ [0, x/2] implies

∣∣∣∣
Q′(x) − Q′(t)

x − t

∣∣∣∣ ≤ Q′(x)

x − t
≤ 2

x
Q′(x)

so

I3 ≤ 2

x
Q′(x) min

{
x

2
, b − a

}
.

If x ≥ C, then we obtain

I3 ≤ 2
Q′(ran)

ran

(b − a) ≤ ε
n

a2
n

(b − a) ,

for n ≥ n0, by (2.18). If x ∈ (0, C], we see that

I3 ≤ Q′(x) ≤ Q′(C) .

So, in all cases, we have (2.27) for j = 3.

Next, if t ∈ (x/2, 2),

∣∣∣∣
Q′(x) − Q′(t)

x − t

∣∣∣∣ ≤ max
ξ∈(x/2,2x)

∣∣Q′′(ξ)
∣∣ ≤ 4Q′′(2x) ,

by monotonicity of tQ′′(t). If x ≥ C and x ≤ r/2an, we obtain from

(2.18),

I4 ≤ 4Q′′(ran)(b − a) ≤ ε
n

a2
n

(b − a) ,
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for n ≥ n0. (Our argument requires trivial modifications if 2x ≥ ran). If

x ≤ C, we use the monotonicity of tQ′′(t) in (0,∞) to deduce that

I4 ≤ 16xQ′′(2x) ≤ 16C Q′′(2C) .

Again, we have (2.27) for j = 4. Next, for t ≥ 2x,
∣∣∣∣
Q′(x) − Q′(t)

x − t

∣∣∣∣ ≤ 2

t
Q′(t) , so

I5 ≤ 2

C∫

0

Q′(t)

t
dt + 2

∫

[c,ran]∩[a,b]

Q′(t)

t
dt ≤

≤ 2Q′(C)

C∫

0

tT (0+)−2dt + 2
Q′(ran)

ran

(b − a) ≤ C1 + ε
n

a2
n

(b − a) ,

for n ≥ n0. Here we have used (2.1) and the monotonicity of T (t) as well

as T (0+) > 1, and also (2.18). The treatment of I1 and I2 is easier, we

use for t < 0, ∣∣∣∣
Q′(x) − Q′(t)

x − t

∣∣∣∣ =
Q′(x) + Q′(|t|)

x + |t| .

The reader can complete the details.

3 – Estimates on density functions

In this section, we estimate the density functions

(3.1)

µn(x) :=
2

π2

1∫

0

anxQ′(anx) − ansQ′(ans)

n(x2 − s2)

√
1 − x2

√
1 − s2

ds , x ∈ (−1, 1) .

These arise as the solutions of integral equations with logarithmic

kernel, see Lemma 4.1. For the moment, we concentrate on proving the

following result. Throughout we assume that W = e−Q ∈ E .

Theorem 3.1. Uniformly for n ≥ 1, and |x| < 1,

(3.2) µn(x) ∼ min

{
1√

1 − x2
, T (an)

√
1 − x2

}
.
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We shall make use of the estimates of Section 2 to prove this result,

and in particular, we use the bounds on

∆n(x, s) =
anxQ′(anx) − ansQ′(ans)

anx − ans
.

Note that

(3.3) µn(x) =
2

π2

an

n

1∫

0

∆n(x, s)

x + s

√
1 − x2

√
1 − s2

ds .

We distinguish three ranges of x:

Proof of Theorem 3.1 for x ∈
[
0,

1

4

]
. We write

µn(x) =
2

π2

an

n

[ 2x∫

0

+

1/2∫

2x

+

1∫

1/2

]
∆n(x, s)

x + s

√
1 − x2

√
1 − s2

ds =: I1 + I2 + I3 .

Here by (2.22),

∆n(x, s) ≤ C1

n

an

, s ∈
[
0,

1

2

]
,

so

I1 ≤ C2

2x∫

0

ds

x + s
≤ 2C2 .

Next,

I2 ≤ C3

an

n

1/2∫

2x

ansQ′(ans)

ans − anx

1

x + s

√
1 − x2

√
1 − s2

ds ≤ C4

an

n

1/2∫

2x

Q′(ans)

s
ds ≤

(by (2.1)) ≤ C4

an

n
Q′(an/2)

1/2∫

2x

(2s)T (2xan)−2ds ≤

(by (2.18)) ≤ C4

an

n
Q′(an/2)

1∫

4x

tT (2xan)−2dt≤C5

1∫

0

tT (0+)−2dt =: C6 .
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Recall also that T (0+) > 1. Next, for s ∈
[

1
2
, 1

]
,

∆n(x, s) = Q′(ans)

(
1 − anxQ′(anx)

ansQ′(ans)

)/(
1 − x

s

)
.

Here
1

2
≤ 1 − x

s
≤ 1, and by (2.1)

0 ≤ anxQ′(anx)

ansQ′(ans)
≤

(
x

s

)T (anx)

≤
(

1

2

)T (0+)

< 1 ,

so uniformly for s ∈
[1

2
, 1

]
and x ∈

(
0,

1

4

]
,

∆n(x, s) ∼ Q′(ans) ,

and hence

I3 ∼ an

n

1∫

1/2

Q′(ans)
ds√

1 − s2
∼ 1

n

1∫

1/2

ansQ′(ans)
ds√

1 − s2
∼ 1 ,

by the definition of an, and the monotonicity of uQ′(u). In summary, we

have shown that

µn(x) = I1 + I2 + I3 ∼ 1 ,

uniformly for x ∈
[
0,

1

4

]
and n ≥ 1, which is equivalent to (3.2) for this

range of x.

Proof of Theorem 3.1 for x ∈
[1

4
,
an/2

an

]
. Recall that

1 − an/2

an

∼ 1

T (an)
, n ≥ 1 ,

and hence that

min

{
1√

1 − x2
, T (an)

√
1 − x2

}
∼ 1√

1 − x2
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uniformly for n ≥ 1 and this range of x. We shall show that

µn(x)
√

1 − x2 ∼ 1 ,

which is equivalent to (3.2) in this case. Let us set

η :=
1 − x

4

so that x + 4η = 1 and hence

1 − (x + η) = 3η ∼ 1 − x .

Write

µn(x)
√

1 − x2 =
2

π2

an

n

[ x−η∫

0

+

x+η∫

x−η

+

1∫

x+η

]
∆n(x, s)

x + s

(1 − x2)√
1 − s2

ds =: I1+I2+I3 .

Here

I1 ≤ C6

an

n

x−η∫

0

anxQ′(anx)

an(x − s)

ds√
1 − s

(1 − x) ≤

≤ C6

1

n
anxQ′(anx)(1 − x)

x−η∫

0

(x − s)−3/2ds ≤

≤ C7

1

n
anQ′(anx)(1 − x)1/2 ≤ C8 ,

by (2.19). Next, for s ∈ [x − η, x + η], (2.22) shows that

∆n(x, s) ≤ C7

n

an

(
1 − (x + η)

)−3/2 ≤ C8

n

an

(1 − x)−3/2 .

Then

I2 ≤ C9(1 − x)−3/2

x+η∫

x−η

ds√
1 − s

(1 − x) ≤ C10(1 − x)−1/2η1/2 = C11 .



222 A.L. LEVIN – D.S. LUBINSKY – T.Z. MTHEMBU [24]

Finally,

I3 ≤C11

an

n

1∫

x+η

ansQ′(ans)

anη

ds√
1 − s

(1−x)≤C12

1

n

1∫

x+η

ansQ′(ans)
ds√

1 − s2
≤C13 .

So we have shown that

µn(x)
√

1 − x2 = I1 + I2 + I3 ≤ C14 , x ∈
[
1

4
,
an/2

an

]
, n ≥ 2 .

We must derive a matching lower bound. Now

µn(x)
√

1 − x2≥ 2

π2

∫ 1

a3n/4

/
an

ansQ′(ans) − anxQ′(anx)

n(s2 − x2)

(1 − x2)√
1 − s2

ds ≥

(by (2.23)) ≥ C15

anQ′(an)

n

∫ 1

a3n/4

/
an

1 − x2

s2 − x2

ds√
1 − s2

≥

≥ C15

anQ′(an)

n

∫ 1

a3n/4

/
an

ds√
1 − s2

≥

(by (2.12)) ≥ C16T (an)1/2(1 − a3n/4/an)1/2 ≥ C17 .

Proof of Theorem 3.1 for x ∈
[an/2

an

, 1
)
. Note that for this

range of x,

min

{
1√

1 − x2
, T (an)

√
1 − x2

}
∼ T (an)

√
1 − x2 .

We shall show that

µn(x)/
√

1 − x2 ∼ T (an) ,

which is equivalent to (3.2) in this case. Let η := 1/T (an). Now

µn(x)√
1 − x2

=
2

π2

an

n

[ x−η∫

0

+

x+η∫

x−η

+

1∫

x+η

]
∆n(x, s)

x + s

ds√
1 − s2

=: I1 + I2 + I3 .
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Here if x + η > 1, we omit I3 and replace x + η by 1 in I2. Firstly,

I1 ≤ C17

an

n

x−η∫

0

anxQ′(anx)

an(x − s)

ds√
1 − s

≤

≤ C17

1

n
anxQ′(anx)

x−η∫

0

(x − s)−3/2ds ≤

≤ C18

1

n
anQ′(an)η−1/2 ≤ C19T (an) ,

by (2.7). Next, by (2.22),

∆n(x, s) ≤ C20

n

an

T (an)3/2 ,

so

I2 ≤ C21T (an)3/2

x+η∫

x−η

ds√
1 − s

≤ C22T (an)3/2η1/2 = C23T (an) .

Finally,

I3 ≤ C23

an

n

1∫

x+η

ansQ′(ans)

an(s − x)

ds√
1 − s

≤

≤ C24

1

n
η−1

1∫

x+η

ansQ′(ans)
ds√

1 − s2
≤ C25η

−1 = C25T (an) .

Thus we have shown that

µn(x)√
1 − x2

= I1 + I2 + I3 ≤ C26T (an) , x ∈
[
an/2

an

, 1

)
, n ≥ 1 .

We must obtain a matching lower bound. Now for s, x ≥ an/2/an the

monotonicity of ∆n (see Lemma 2.4 (i)) shows that

∆n(x, s) ≥ ∆n(an/2/an, an/2/an) =
d

du

(
uQ′(u)

)|u=an/2
=

= Q′(an/2)T (an/2) ≥ C27

n

an

T (an)3/2 ,
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by (2.7) and (2.8). Then

µn(x)√
1 − x2

≥ C28T (an)3/2

∫ 1

an/2/an

ds√
1−s2

≥ C29T (an)3/2
(
1 − an/2

an

)1/2

≥ C30T (an) .

4 – Majorization functions and integral equations

In this section, we present some technical estimates for the majoriza-

tion function Un,R that determines the “support” of weighted polynomi-

als. The bounds will be applied in the next section to prove Theorem 1.5.

Throughout we assume that W ∈ E . The various terms are defined in

the following lemma:

Lemma 4.1. Let n ≥ 1, let an = an(Q) and 0 < R ≤ an.

(a) Define for x ∈ [−1, 1] \ {0},

(4.1) νn,R(x) :=
2

π2

1∫

0

RsQ′(Rs) − RxQ′(Rx)

n(s2 − x2)

√
1 − x2

√
1 − s2

ds ,

and

(4.2) µn,R(x) := νn,R(x) +
Bn,R

π
√

1 − x2
,

where

(4.3) Bn,R := 1 − 2

nπ

1∫

0

RtQ′(Rt)
dt√

1 − t2
.

Then

(4.4) µn,R(x) ≥ νn,R(x) > 0 , x ∈ (−1, 1) \ {0} ,

and

(4.5)

1∫

−1

µn,R(x)dx = 1 .
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Moreover,

(4.6) Bn,R = 0 iff R = an .

(b) For z ∈ C, define

(4.7) Un,R(z) :=

1∫

−1

log |z − t|µn,R(t)dt − Q(R|z|)
n

+
χn,R

n
,

where

(4.8) χn,R :=
2

π

1∫

0

Q(Rt)
dt√

1 − t2
+ n log 2 .

Then for x ∈ [−1, 1],

(4.9) Un,R(x) = 0 ,

and

(4.10) exp

(
− n

1∫

−1

log |x − t|µn,R(t)dt

)
= W

(
R|x|) exp(χn,R) .

Furthermore for P ∈ Pn and z ∈ C,

(4.11)
∣∣∣P (z)W

(
R|z|)

∣∣∣ ≤ exp
(
nUn,R(z)

)
sup

t∈[−1,1]

{∣∣P (t)W (Rt)
∣∣} .

(c) We have

(4.12)
(
xU ′

n,R(x)
)′

< 0 , x ∈ (1,∞) .

Moreover, if R = an,

(4.13) Un,R(x) < 0 ; U ′
n,R(x) < 0 , x ∈ (1,∞) .

(d)

(4.14)

1∫

−1

νn,R(x)
dx

1 − x
=

RQ′(R)

n
.
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Proof. See [14, Lemma 5.3, p.37] and [14, Theorem 7.1, pp.49-

50].

We shall need some estimates on νn,R and Bn,R. Note that

µn,an(x) = νn,an(x) = µn(x) ,

where µn is the measure of the previous section.

Lemma 4.2. Let 0 < ρ < 1.

(a) Uniformly for n ≥ 1 and aρn ≤ R < an,

(4.15) Bn,R ∼ T (an)(1 − R/an) .

(b) Uniformly for n > 1/ρ and aρn ≤ R ≤ an and x ∈ (−1, 1),

(4.16) νn,R(x) ∼ min
{
1/

√
1 − x2, T (an)

√
1 − x2

}
.

Proof (a) From (4.3) and the definition of an,

Bn,R =
2

nπ

1∫

0

[
antQ′(ant) − RtQ′(Rt)

] dt√
1 − t2

.

Here, for some ξ between ant and Rt,

δ : = antQ′(ant) − RtQ′(Rt) =

= (ant − Rt)T (ξ)Q′(ξ)

{ ≤ (ant − Rt)T (ant)Q′(ant)

≥ (ant − Rt)T (aρnt)Q′(aρnt)

as R ≥ aρn. Then we see that

Bn,R ≤ T (an)

(
1 − R

an

)
2

nπ

1∫

0

antQ′(ant)
dt√

1 − t2
= T (an)

(
1 − R

an

)
.
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Next, we obtain

Bn,R ≥ T (aρn/2)

(
1 − R

an

)
2

nπ

∫ 1

aρn/2

/
aρn

aρntQ′(aρnt)
dt√

1 − t2
≥

≥ T (aρn/2)

(
1 − R

an

)
C

n
aρn/2Q

′(aρn/2)(1 − aρn/2/an)1/2 ≥

≥ C1T (an)

(
1 − R

an

)
C

n
anQ′(an)T (an)−1/2 ≥

≥ C2T (an)

(
1 − R

an

)
,

by (2.7), (2.8), (2.12) and (2.13).

(b) We claim first that
∣∣RsQ′(Rs) − RxQ′(Rx)

∣∣ increases as R in-

creases. For if s > x > 0, and S > R,

RsQ′(Rs) − RxQ′(Rx) =

Rs∫

Rx

(
uQ′(u)

)′
du ≤

Ss∫

Sx

(
uQ′(u)

)′
du =

= SsQ′(s) − SxQ′(Sx) ,

by monotonicity of
(
uQ′(u)

)′
= Q′(u)T (u). Then as R ≤ an, we see from

(4.1) that

νn,R(x) ≤ νn,an(x) = µn,an(x) = µn(x) .

(Recall µn was defined by (3.1)). Moreover, if [t] denotes the greatest

integer ≤ t,

νn,R(x) ≥ [ρn]

n
ν[ρn],a[ρn]

(x) =
[ρn]

n
µ[ρn](x) .

The fact that

T (a[ρn]) ∼ T (an) ,

and Theorem 3.1 yield (4.16).
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Theorem 4.3. Let ρ < 1. There exists D > 0 and Cj, j =

1, 2, . . . , 6, such that for

(4.17) n > 1/ρ ; aρn ≤ R ≤ an ; 0 < ε ≤ D/T (an) ;

we have

(4.18)

−C1 + C2

1 − R/an

ε
− C3

(
εT (an)

)1/2 ≤ Un,R(1 + ε)(
ε3/2T (an)

) ≤

≤ −C4 + C5

1 − R/an

ε
− C6

(
εT (an)

)1/2
.

Proof. Now by (4.9) and (4.7), and moreover by (4.2) and (4.14),

Un,R(1 + ε) = Un,R(1 + ε) − Un,R(1) =

=

1∫

−1

[
log(1+ε−t)−log(1−t)

]
µn,R(t)dt+

1

n

[
Q(R)−Q

(
R(1+ε)

)]
=

=

1∫

−1

[
log(1 + ε − t) − log(1 − t) − ε

1 − t

]
νn,R(t)dt+

(4.19)

+ Bn,R

1∫

−1

[
log(1 + ε − t) − log(1 − t)

] dt

π
√

1 − t2
+

+
1

n

[
Q(R) + εRQ′(R) − Q

(
R(1 + ε)

)]
=

=: J1 + J2 + J3 .

First, for some ξ between R and R(1 + ε),

J3 =
1

n

[
Q(R) + εRQ′(R) − Q

(
R(1 + ε)

)]
= −Q′′(ξ)(Rε)2

2n
.

Here ξ ≥ R ≥ aρn and

ξ ≤ R(1 + ε) ≤ aρn

(
1 +

D

T (an)

)
≤ an ,
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if D is small enough, by (2.9). Thus

aρnQ′′(aρn) ≤ ξQ′′(ξ) ≤ anQ′′(an)

by monotonicity of tQ′′(t). Then by (2.7) and (2.13),

(4.20) J3 ∼ −T (an)3/2ε2 .

Next, let

φ(z) := z +
√

z2 − 1 , z ∈ C \ [−1, 1] ,

with the usual choice of branches. The identity

1∫

−1

log |z − t| dt

π
√

1 − t2
= log

∣∣φ(z)
∣∣ − log 2 ,

shows that

(4.21)

J2 = Bn,R

1∫

−1

[
log(1 + ε − t) − log(1 − t)

] dt

π
√

1 − t2
=

= Bn,R

[
log

∣∣φ(1 + ε)
∣∣ − log

∣∣φ(1)
∣∣
]

=

= Bn,R log(1 + ε +
√

2ε + ε2) ∼

∼ Bn,R

√
ε ∼ T (an)

(
1 − R

an

)√
ε ,

by (4.15). Finally, we estimate

(4.22) J1 =

[1−1/T (an)∫

−1

+

1∫

1−1/T (an)

][
log

(
1+

ε

1 − t

)
− ε

1 − t

]
νn,R(t)dt=: J11 + J12 .

Now for t ∈ [ − 1, 1 − 1/T (an)
]
, by (4.17)

0 ≤ ε

1 − t
≤ εT (an) ≤ D .
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Moreover, log(1 + x) − x ∼ −x2 , x ∈ (0, D] , so

(4.23)

J11 =

∫ 1−1/T (an)

−1

[
log

(
1+

ε

1 − t

)
− ε

1 − t

]
νn,R(t)dt ∼

∼

∫ 1−1/T (an)

−1

(
ε

1 − t

)2

νn,R(t)dt ∼ (by (4.16))

∼ −ε2

∫ 1−1/T (an)

−1+1/T (an)

(1−t)− 5
2 (1+t)− 1

2 dt−ε2T (an)

∫ −1+1/T (an)

−1

(1−t)−2(1+t)
1
2 dt ∼

∼ −ε2T (an)3/2 .

Also, by (4.16),

(4.24)

J12 =

∫ 1

1−1/T (an)

[
log

(
1 +

ε

1 − t

)
− ε

1 − t

]
νn,R(t)dt ∼

∼ T (an)

∫ 1

1−1/T (an)

[
log

(
1 +

ε

1 − t

)
− ε

1 − t

]√
1 − t dt =

= T (an)ε3/2

∫ ∞

εT (an)

[
log(1 + v) − v

]
v−5/2dv ∼

∼ −T (an)ε3/2 ,

since εT (an) ≤ D and log(1 + v) − v < 0, v > 0. Summarizing, we have

shown that
Un,R(1 + ε)

ε3/2T (an)
=

J11 + J12 + J2 + J3

ε3/2T (an)
,

and from (4.21),
J2

ε3/2T (an)
∼ 1

ε

(
1 − R

an

)
,
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while from (4.20) and (4.23),

J3 + J11

ε3/2T (an)
∼ −(

εT (an)
)1/2

,

and finally from (4.24),

J12

ε3/2T (an)
∼ −1 .

5 – The proof of Theorem 1.5

Throughout we assume that W = e−Q ∈ E . Our basic tool is (cf. [7],

[9], [25]):

Lemma 5.1. Let 0 < p < ∞. Let n ≥ 1 and 0 < R ≤ an. Further,

let Un,R(z) be defined by (4.7) and let

(5.1) φ(z) := z +
√

z2 − 1 ,

be the conformal map of C \ [−1, 1] onto
{
z : |z| > 1

}
, with the usual

choice of branches. Then for P ∈ Pn and z ∈ C,

(5.2)
∣∣∣P (z)W

(
R|z|)

∣∣∣
p

≤ 1

π
epnUn,R(z)

∣∣φ(z)
∣∣

dist
(
z, [−1, 1]

)
1∫

−1

∣∣P (t)W (Rt)
∣∣pdt .

Proof. This is the same as that of Lemma 10.1 in [7, p. 512], but

we sketch the details. We may assume that P has full degree n. (If not,

consider (5.2) for εzn + P (z), and let ε → 0). Let α1, α2, . . . , αk denote

the zeros of P outside [−1, 1], repeated according to multiplicity. Form

the Blaschke product

B(z) :=
k∏

j=1

φ−1(z) − φ−1(αk)

1 − φ−1(z)φ−1(αk)
.

(If P += 0 in C \ [−1, 1], we set B := 1). Here note that φ−1 means

1/φ, not the inverse of φ.
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Then B is analytic in C \ [−1, 1], vanishing only at α1, α2, . . . , αk.

Moreover,
∣∣B(z)

∣∣ ≤ 1 in C, with equality for z ∈ [−1, 1]. Since

G(z) := exp


−

1∫

−1

log(z − t)µn,R(t)dt − χn,R/n




(with the usual choice of branches for the log) is analytic in C \ [−1, 1]

(recall (4.5)), and has a simple zero at ∞,

f(z) :=
P (z)

B(z)
G(z)n

is analytic and non-vanishing in C\[−1, 1]. So we consider a single-valued

branch of fp in C \ [−1, 1]. Since fp/φ is analytic in C[−1, 1], including

∞, where it is 0, we obtain from Cauchy’s integral formula,

fp(z)

φ(z)
=

1

2πi

1∫

−1

(fp/φ)+(t) − (fp/φ)−(t)

t − z
dt ,

z /∈ [−1, 1], where (fp/φ)± denote boundary values from the upper and

lower half-planes respectively. Now for x ∈ (−1, 1),

∣∣∣∣
(

fp

φ

)±
(x)

∣∣∣∣ =
∣∣P (x)

∣∣p exp

(
− np

1∫

−1

log |x − t|µn,R(t)dt − pχn,R

)
=

=
∣∣P (x)W (Rx)

∣∣p ,

by (4.10). Hence from (4.7), we obtain

∣∣∣P (z)W
(
R|z|) exp

(−nUn,R(z)
)∣∣∣

p

≤
∣∣φ(z)

∣∣∣∣B(z)
∣∣p

dist
(
z, [−1, 1]

) 1

π

1∫

−1

∣∣P (x)W (Rx)
∣∣pdx .

Since |B| ≤ 1 in C, we have (5.2).



[35] Christoffel functions and orthogonal etc. 233

Proof of Theorem 1.5 for 0 < p < ∞. Replace P (z) by P (Rz)

and Rz by s in (5.2):

(5.3) |PW |p(s) ≤ 1

π
epnUn,R(|s|/R)

∣∣φ(s/R)
∣∣R−1

|s|/R − 1

R∫

−R

|PW |p(u)du ,

P ∈ Pn, s /∈ [−R, R]. Now let K > 0 be fixed, but “large”, and let δn be

defined by (1.18) and let

(5.4) R := Rn := an(1 − 2Kδn) .

Note that

(5.5) Rn(1 + Kδn) = an

(
1 − Kδn − 2(Kδn)2

) ≤ an(1 − Kδn) .

Moreover, by Lemma 2.2 (viii),

(5.6) δnT (an) =

(
T (an)

n2

)1/3

→ 0 ,

n → ∞, so for large n,

(5.7) Rn ≥ an

(
1 +

log 2

T (an)

)−1

≥ an/2 ,

by (2.9). Next, let D be as in Theorem 4.3. Now

aρn

Rn

=
aρn

an

(
1 + o

( 1

T (an)

))
,

and by (2.11),

(5.8)
aρn

an

= exp

( ρn∫

n

a′
t

at

dt

)
≤ exp

(
C

T (an)

ρn∫

n

dt

t

)
≤ 1 +

D

2T (an)

if n is large enough, and ρ = ρ(D) is close enough to 1. Then for large

enough n,

(5.9)
aρn

Rn

≤ 1 +
D

T (an)
.
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Now by (5.3), with R = Rn, we can estimate for P ∈ Pn,

(5.10)

I :=

∫
{

s:Rn(1+Kδn)≤|s|≤aρn

}
|PW |p(s)ds ≤

≤ 2

π

(∫ Rn

−Rn

|PW |p(u)du

)∫ aρn

Rn(1+Kδn)

epnUn,Rn (s/Rn)

s/Rn − 1

∣∣∣φ
( s

Rn

)∣∣∣ 1

Rn

ds ≤

≤ C

(∫ Rn

−Rn

|PW |p(u)du

)∫ aρn/Rn−1

Kδn

epnUn,Rn (1+y)y−1dy ,

where we have used ∣∣φ(s/Rn)
∣∣ ≤ C1 ,

and the substitution s/Rn = 1 + y. Now by (5.9), for y in the interval of

integration,

Kδn ≤ y ≤ aρn/Rn − 1 ≤ D/T (an) ,

so by Theorem 4.3,

nUn,R(1 + y) ≤ ny3/2T (an)
[
− C4 + C52Kδn/y − C6

(
yT (an)

)1/2
]

≤

≤ −C4nT (an)y3/2 + 2C5KnT (an)δny1/2 =

= −C4(y/δn)3/2 + 2C5K(y/δn)1/2 .

Then

∫ aρn/Rn−1

Kδn

epnUn,Rn (1+y)y−1dy ≤

∫ D/T (an)

Kδn

e−pC4(y/δn)3/2+2C5Kp(y/δn)1/2

y−1dy =

=

∫ D/
(
T (an)δn

)

K

e−pC4v3/2+2C5Kpv1/2

v−1dv −→

∫ ∞

K

e−pC4v3/2+2C5Kpv1/2

v−1dv ,
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as n → ∞. It follows (recall (5.10)) that we have shown

(5.11)

∫ aρn

−aρn

|PW |p(s) ds =

(∫ Rn(1+Kδn)

−Rn(1+Kδn)

+

∫

{s:Rn(1+Kδn)≤|s|≤aρn}

)
|PW |p(s)ds ≤

≤ C1

∫ Rn(1+Kδn)

−Rn(1+Kδn)

|PW |p(u)du ≤ C1

∫ an(1−Kδn)

−an(1−Kδn)

|PW |p(u)du ,

by (5.5). Now we estimate

J :=

∫

aρn≤|s|≤a4n

|PW |p(s)ds .

From Lemma 4.1 (c), Un,an(x) is decreasing for x > 1, so from (4.18),

with R = an, we have for |s| ≥ aρn,

Un,an

(|s|/an

) ≤ Un,an(aρn/an) ≤

(by (2.12)) ≤ Un,an

(
1 + C1/T (an)

) ≤ −C2T (an)−1/2 ,

by (4.18) of Theorem 4.3. Then for |s| ≥ aρn, (5.3) with R = an yields

(5.12)

|PW |p(s) ≤ C
e−C3nT (an)−1/2

|s|/an − 1
a−1

n

∫ an

−an

|PW |p(u)du ≤

≤ C1

e−C3nT (an)−1/2

|s|/an − 1
a−1

n

∫ an(1−Kδn)

−an(1−Kδn)

|PW |p(u)du .
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Then we obtain

(5.13)

∫
{

s:aρn≤|s|≤a4n

}
|PW |p(s)ds ≤

≤ 2C1e
−C3nT (an)−1/2

{
∫ an(1−Kδn)

−an(1−Kδn)

|PW |p(u)du

}{
a−1

n

∫ a4n

aρn

ds

s/an − 1

}
≤

(by Lemma 2.2 (viii), with some ε > 0)

≤ C2e
−C4nε

{
∫ an(1−Kδn)

−an(1−Kδn)

|PW |p(u)du

}∣∣∣∣ log

(
a4n/an − 1

aρn/an − 1

)∣∣∣∣ ≤

(by (2.8) and (2.12))

≤ C2e
−C4nε/2

{
∫ an(1−Kδn)

−an(1−Kδn)

|PW |p(u)du

}
.

Together, (5.11) and (5.13) show that for n ≥ 1 and P ∈ Pn,

∫ a4n

−a4n

|PW |p(s)ds ≤ C6

∫ an(1−Kδn)

−an(1−Kδn)

|PW |p(u)du .

Since it is known, under more general conditions on Q, [19, p. 112],

[10, pp. 45-46] that

∫

|s|≥a4n

|PW |p(s)ds ≤ e−C7n

∫ a2n

−a2n

|PW |p(s)ds

for n ≥ 1 and P ∈ Pn, we have established (1.29).
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Proof of Theorem 1.5 for p = ∞. Now from (4.11), for s > R,

and P ∈ Pn,

|PW |(s) ≤ exp
(
nUn,R(s/R)

)‖PW‖L∞[−R,R] .

Choosing in (4.18) R = Rn = an(1−Kδn) and ε = s/Rn −1, we have

for Rn < s ≤ an,

nUn,R(s/Rn) ≤ n

(
s

Rn

− 1

)3/2

T (an)

[
− C4 + C5Kδn

(
s

Rn

− 1

)−1
]

≤

≤ nT (an)C5Kδn

(
s

Rn

− 1

)1/2

≤

≤ nT (an)C5Kδn

(
an

Rn

− 1

)1/2

≤ C8nT (an)δ3/2
n = C8 .

So for |s| ∈ [Rn, an],

|PW |(s) ≤ eC8‖PW‖L∞[−Rn,Rn] .

Then

‖PW‖L∞(IR) = ‖PW‖L∞[−an,an] ≤ eC8‖PW‖L∞[−Rn,Rn] .

6 – Lower bounds for λn

We shall prove the lower bound implicit in (1.20) of Theorem 1.2,

assuming throughout that W = e−Q ∈ E . Recall the definition (1.18) and

(1.19) of δn and Ψn respectively.

Theorem 6.1. Let L > 0. There exists C such that for n ≥ 1, and

(6.1) |x| ≤ an(1 + Lδn) ,

we have

(6.2) λn(W 2, x) ≥ CW 2(x)
an

n
Ψn(x) .
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Moreover, for |x| ≥ an,

(6.3) λn(W 2, x) ≥ CW 2(x)anδn .

The method of proof is the same as in section 8 of [7, pp. 492-6]. We

remark that the Christoffel function may be defined by (1.17) even for

complex z, and admits the identity (cf. [21])

λn(W 2, z) =
1

n−1∑
j=0

∣∣pj(W 2, z)
∣∣2

, z ∈ C .

Lemma 6.2. (a) For z ∈ C \ IR,

(6.4)
λn(W 2, z)

W 2(|z|) ≥ π
| Im z|∣∣φ(z/an)

∣∣ exp
( − 2nUn,an

( z

an

))
,

where φ(z) is the conformal map defined by (5.1).

(b) For x ≥ 0 and y ≥ 0 such that |x + iy| ≤ 4an,

(6.5)
λn(W 2, x)

W 2(x)
≥ π

9
yΓ ,

where

Γ: = Γ(n, x, y) := exp

(
−2nUn,an

(
x+iy

an

))
W 2

(|x+iy|)

W 2(x)
≥(6.6)

≥ exp

(
− 2n

1∫

0

log

[
1 +

(
y/an

x/an − t

)2]
µn,an(t)dt

)
.(6.7)
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Proof. This is the same as Lemma 8.1 in [7], but we provide the

details.

(a) We apply (5.2) of Lemma 5.1 with p = 2, R = an, and P (z)

replaced by P (anz). We obtain

∣∣∣P (anz)W
(
an|z|)

∣∣∣
2

≤ 1

π
e2nUn,an (z)

∣∣∣∣
φ(z)

Im z

∣∣∣∣
1∫

−1

|PW |2(ant)dt ,

for P ∈ Pn, z ∈ C. Hence, replacing anz by z, and by substitution,

an∫

−an

|PW |2(s)
∣∣P (z)W (|z|)

∣∣2 ds ≥ π
| Im z|∣∣φ(z/an)

∣∣ exp
( − 2nUn,an

( z

an

))
.

Taking inf’s over P ∈ Pn−1, yields (6.4).

(b) Now for x ≥ 0, y > 0,

(6.8)
λ−1

n (W 2, x) =
n−1∑

j=0

pj(W
2, x)2 ≤

n−1∑

j=0

∣∣pj(W
2, x + iy)

∣∣2 =

= λ−1
n (W 2, x + iy) ,

as each pj(W
2, ·) has real zeros. Furthermore, for |x + iy| ≤ 4an ,

∣∣∣∣∣φ
(

x + iy

an

)∣∣∣∣∣ ≤ 2

∣∣∣∣
x + iy

an

∣∣∣∣ + 1 ≤ 9 .

This inequality, (6.8) and (6.4) yield (6.5). Next, if 0 ≤ x ≤ an, (4.7)

and (4.9) yield

Γ=exp

[
−2n

{
Un,an

(
x + iy

an

)
+

Q
(|x + iy|)

n
−Un,an

(
x

an

)
− Q

(|x|)

n

}]
=

= exp

[
− n

1∫

−1

log

[
1 +

(
y/an

x/an − t

)2
]
µn,an(t)dt

]
≥

≥ exp

[
− 2n

1∫

0

log

[
1 +

(
y/an

x/an − t

)2
]
µn,an(t)dt

]
.
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In this case, (6.7) follows. When x > an, one proceeds similarly, but

uses

Un,an(x/an) < 0 .

We proceed to the

Proof of Theorem 6.1. We shall use estimates for the measure

µn,an = µn from Theorem 3.1 with a specific choice of y in Lemma 6.2 (b).

The procedure duplicates that used in [7], [9], but we provide the details

anyway. We distinguish four ranges of x ≥ 0. Symmetry yields the result

for all x ∈ [−1, 1].

Case I: x ∈
[
0, an

(
1 − 1/T (an)

)]
. Here we set

(6.9) y :=
an

n

(
1 − x

an

)1/2

in (6.7). Now

|x + iy|
an

≤ 1 +
1

n

(
1 − x

an

)1/2

≤ 2

for n ≥ 2. We now turn to the estimation of the integral in (6.7), namely

(6.10) ∆ := n

1∫

0

log

[
1 +

(
y/an

x/an − t

)2
]
µn,an(t)dt .

By Theorem 3.1,

∆ ≤ C1n

1∫

0

log

[
1 +

(
y/an

x/an − t

)2
]

dt√
1 − t

=

= C1

n

an

y

x/y∫

−(1− x
an

/
y

an
)

log
[
1 +

1

s2

] ds√
1 − x/an + sy/an

by substitution sy/an = x/an − t. Now

s ≥ −1

2

(
1 − x/an

y/an

)
implies 1 − x

an

+ s
y

an

≥ 1

2

(
1 − x

an

)
,
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so

∆ ≤ C2

n

an

y(1 − x/an)−1/2

∫ ∞

−∞

log
[
1 +

1

s2

]
ds +

+ C2

n

an

y

∫ − 1
2 (1−x/an

/
y/an)

−(1−x/an

/
y/an)

s−2 ds√
1 − x/an + sy/an

≤

(by (6.9)) ≤ C3 + C3n

(
y

an

)1/2(1 − x/an

y/an

)−3/2

≤

≤ C3 + C4n
1

n2

(
1 − x

an

)−1/2

≤ C5 ,

since for large enough n,

1 − x

an

≥ 1

T (an)
≥ n−2 .

So Lemma 6.2 (b) yields

λn(W 2, x)

W 2(x)
≥ C6y = C6

an

n

(
1 − x

an

)1/2

.

Now recall that from Lemma 2.2 (viii)

(6.11) δnT (an) =
(T (an)

n2

)1/3

= o(1) ,

so for this range of x,

1 − x

an

∼ 1 − x

an

+ 2Lδn >
1

T (an)

and hence we have that

Ψn(x)=max

{√
1− |x|

an

+2Lδn,

[
T (an)

√
1− |x|

an

+2Lδn

]−1}
∼

√
1− |x|

an

.
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So,
λn(W 2, x)

W 2(x)
≥ C7

an

n
Ψn(x) .

So (6.2) is true for this range of x.

Case II: x ∈
(
an

(
1 − 1/T (an)

)
, an

]
. Let us set

(6.12) y := an min

{
δn,

(
nT (an)

√
1 − |x|

an

)−1}
.

Then, with the definition (6.10), and by Theorem 3.1 and (6.12),

∆ ≤ CnT (an)

∫ 1

0

log

[
1 +

(
y/an

x/an − t

)2
]√

1 − t dt =

= C8nT (an)
y

an

∫ x/y

−(1−x/an

/
y/an)

log
[
1 +

1

s2

]√
1 − x/an + sy/ands ≤

≤ C9nT (an)
y

an

√
1 − x/an

∫ ∞

−∞

log
[
1 +

1

s2

]
ds+

+ C9nT (an)

(
y

an

)3/2

∫ ∞

−∞

log
[
1 +

1

s2

]
|s|1/2ds ≤ C10 .

Hence Lemma 6.2 (b) yields

λn(W 2, x)

W 2(x)
≥ C11an min

{
δn,

(
nT (an)

√
1 − |x|

an

)−1}
.

Now if an

(
1 − 1/T (an)

) ≤ x ≤ an(1 − δn), then

(
nT (an)

√
1 − |x|

an

)−1

≤ (
nT (an)δ1/2

n

)−1
= δn ,
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and

1 − x

an

∼ 1 − x

an

+ 2Lδn = O
( 1

T (an)

)
,

so

λn(W 2, x)

W 2(x)
≥ C11

an

n

1

T (an)

√
1 − |x|

an

+ 2Lδn

∼

∼ an

n
max

{√
1− |x|

an

+ 2Lδn ,

[
T (an)

√
1 − |x|

an

+ 2Lδn

]−1}
=

an

n
Ψn(x) .

So (6.2) holds here. If on the other hand, an(1 − δn) ≤ x ≤ an, then

we obtain

λn(W 2, x)

W 2(x)
≥ C11anδn .

For this range of x,

an

n
Ψn(x) =

an

n
max

{√
1 − |x|

an

+ 2Lδn ,

[
T (an)

√
1 − |x|

an

+ 2Lδn

]−1}
∼

∼ an

n
max

{√
δn ,

1

T (an)
√

δn

}
∼ an

nT (an)
√

δn

= anδn ,

and again (6.2) follows.

Case III: x ∈ [an, a2n]. Here we set y := δn, and note that since

x/an ≥ 1,

∆ ≤ n

1∫

0

log

[
1 +

(
y/an

1 − t

)2
]
µn,an(t)dt ≤ C12 ,

by what we proved in Case II for x = an. Again Lemma 6.2 (b) yields

(6.3). Note that since a2n/an → 1 as n → ∞, we have |x + iy| ≤ 4an for

n ≥ n0.
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Case IV: x ∈ [a2n,∞). We use the majorization (4.11) applied to

the weight W 2 to deduce that for x ≥ a2n

λ−1
n (W 2, x)W 2(x) ≤

∥∥λ−1
n (W 2, ·)W 2(·)

∥∥
L∞[−an,an]

exp
(
nUn,an

( x

an

)) ≤

≤nC12 exp
(
nUn,an

(a2n

an

))≤nC12 exp
(− C13nT (an)− 1

2
)
,

by (2.9), (4.18) for R = an, and the fact that Un,an(t) is decreasing in

(1,∞). Hence

λ−1
n (W 2, x)W 2(x) ≤ C14a

−1
n δ−1

n

and we have (6.3) for this range of x.

7 – Discretisation of a potential

In this section, we shall prove a result about the L∞ Christoffel func-

tions

(7.1) λn,∞(W, x) := inf
P∈Pn−1

‖PW‖L∞(IR)∣∣P (x)
∣∣ .

Throughout, we assume that W = e−Q ∈ E . The estimate (7.2)

will be the basis for our method for finding upper bounds for Christoffel

functions in the next section.

Theorem 7.1. Let L > 0. Uniformly for n ≥ 1 and |x| ≤ an(1 +

Lδn),

(7.2)
λn,∞(W,x)

W (x)
∼ 1 .

Actually, this will be a corollary of

Theorem 7.2. Given n ≥ 2, and

(7.3) |x0| ≤ an(1 + Lδn)
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there exists Pn ∈ Pn such that

(7.4) |PnW |(x) ≤ C1 , x ∈ IR ,

and

(7.5) |PnW |(x0) ≥ C2 .

Here C1 and C2 are independent of n, x and x0.

Deduction of Theorem 7.1 from Theorem 7.2. From the defi-

nition of λn,∞, we see that

λn+1,∞(W, x0)

W (x0)
= inf

P∈Pn

‖PW‖L∞(IR)

|PW | (x0) ≥ 1 .

Moreover, Theorem 7.2 ensures that for the range (7.3),

λn+1,∞(W, x0)

W (x0)
≤ ‖PnW‖L∞(IR)

|PnW | (x0) ≤ C1/C2 .

Since we easily deduce from (2.12) that

an−1

an

= 1 + O

(
1

nT (an)

)
= o(δn) ,

replacing n by n − 1 in these two relations yields (7.2).

Rather than following the more lengthy method of [7], [9], we shall

use a Proposition in [8], based on a shorter proof of V. Totik [15]:

Lemma 7.3. Let dσ be a positive Borel measure on [−1, 1] that

satisfies σ[−1, 1] = 1, and let

(7.6) Uσ(z) :=

1∫

−1

log |z − t|dσ(t)

be the corresponding potential. Define

−1 = t0 < t1 < t2 < . . . < tn = 1
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and

Ij := [tj, tj+1] , 0 ≤ j ≤ n − 1 ,

by the conditions

(7.7)

∫

Ij

dσ(t) =
1

n
, 0 ≤ j ≤ n − 1 .

Assume that the following conditions hold:

(a) Uniformly for 1 ≤ j ≤ n − 1,

(7.8) tj+1 − tj ∼ tj − tj−1 .

(b) There exists C1 > 0 such that uniformly for 0 ≤ j ≤ n − 1 and

x ∈ Ij,

(7.9) n

∫

Ij

log

( |x − t|
tj+1 − tj

)
dσ(t) ≥ −C1 .

(c) There exists C2 > 0 such that uniformly for 0 ≤ k ≤ n − 1,

(7.10)
∑

j≤k−2

(tj+1 − tj)
2

(tj+1 − tk)2
+

∑

j≥k+2

(tj+1 − tj)
2

(tj − tk+1)2
≤ C2 .

Then, given any x0 ∈ IR, one can find a polynomial Rn = Rn,x0
∈ Pn

that satisfies

(7.11)
∣∣Rn(x)

∣∣ ≤ C3 exp
(
nUσ(x)

)
, x ∈ IR ,

and

(7.12)
∣∣Rn(x0)

∣∣ ≥ 1

3
exp

(
nUσ(x0)

)
.

The constant C3 in (7.11) depends only on the constants C1, C2 in

(7.9), (7.10) and on the constants implicit in the ∼ relation (7.8).

Proof. See Theorem 2.3 in [8].
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Assume that we can verify the hypotheses (7.8) to (7.10) for dσ(x) =

µn(x)dx, where µn is the density function defined at (3.1). We can then

proceed with the

Deduction of Theorem 7.2 from Lemma 7.3. Set

Pn(x) := exp(χn,an)Rn(x/an) ,

where χn,an is given by (4.8) and we apply Lemma 7.3 with x0 replaced

by x0/an. For x ∈ [−an, an], (7.11) shows that

|PnW |(x) ≤ C3 exp


n




1∫

−1

log |x/an− t|µn(t)dt − Q(x)/n + χn,an/n





=

= C3 exp
(
nUn,an(x/an)

)
= C3 ,

by (4.7) and (4.9). So

‖PnW‖L∞(IR) = ‖PnW‖L∞[−an,an] ≤ C3 .

Similarly, (7.12) shows that

|PnW |(x0) ≥ exp
(
nUn,an(x0/an) − C2

) ≥ C4 ,

by (4.7),(4.18) in Theorem4.3, and as |x0/an|≤1+Lδn =1+o(1/T (an)).

Now we turn to verifying (7.8) to (7.10) for dσ(x) = µn(x)dx. First,

a lemma about the discretisation points {tj}, defined in Lemma 7.3. Of

course, the tj and Ij depend on n, but we do not display this dependence

for notational simplicity.

Lemma 7.4. (a) For fixed 2 ≥ 1,

(7.13) 1 + t$ ∼ δn ; 1 − tn−$ ∼ δn .

(b) For 1 ≤ j ≤ n − 1,

(7.14) 1 − t2j ∼ 1 − t2j+1 .
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(c) For 1 ≤ j ≤ n − 1,

(7.15) tj+1 − tj ∼ tj − tj−1 .

(d) For 1 ≤ j ≤ n − 1,

(7.16) n(tj+1 − tj)µn(tj) ∼ n(tj+1 − tj) min

{
1√

1 − t2j
, T (an)

√
1 − t2j

}
∼ 1.

(e) For 0 ≤ j ≤ n − 1,

(7.17) C1 max

{
1

n
, δn

}
≥ tj+1 − tj ≥ C2

(
nT (an)1/2

)−1
.

(f) For 1 ≤ j ≤ n − 2, and t ∈ [tj, tj+1],

(7.18) µn(t) ∼ µn(tj) .

The constants implicit in all the ∼ relations above are independent

of n and j.

Proof. Recall from Theorem 3.1 that uniformly for n ≥ 1 and t ∈
(−1, 1),

(7.19) µn(t) ∼ min

{
1√

1 − t2
, T (an)

√
1 − t2

}
.

(a) We see that

n

∫ −1+1/T (an)

−1

µn(t)dt ∼ nT (an)

∫ −1+1/T (an)

−1

(1 + t)1/2dt ∼ nT (an)−1/2 → ∞ as n → ∞ ,

by Lemma2.2(viii). Then in view of the definition(7.7) of t$ in Lemma7.3,

we see that for any fixed 2 ≥ 1, t$ ∈ [ − 1, −1 + 1/T (an)
]
, for n large

enough. Then

22 − 1

2n
=

t&∫

−1

µn(t)dt ∼ T (an)(1 + t$)
3/2 ,
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and we deduce (7.13), if we recall the definition (1.18) of δn. The estimate

for 1 − tn−$ is handled similarly.

(b) If 0 ≤ tj < tj+1 ≤ 1 − 1/T (an), we obtain

1

n
=

tj+1∫

tj

µn(t)dt ∼
tj+1∫

tj

1√
1 − t

dt ∼
√

1 − tj −
√

1 − tj+1 ,

so
1

n
√

1 − tj

∼ 1 −
(

1 − tj+1

1 − tj

)1/2

,

and by our restriction on tj,

1

n
√

1 − tj

≤
(T (an)

n2

)1/2

→ 0 , as n → ∞ ,

so
1 − tj+1

1 − tj

→ 1 ,

as n → ∞, uniformly for j in this range, so (7.14) is true. If 1−2/T (an) ≤
tj < tj+1 < 1, then we similarly obtain

1

n
=

tj+1∫

tj

µn(t)dt ∼ T (an)
[
(1 − tj)

3/2 − (1 − tj+1)
3/2

]
,

so
1

nT (an)
(1 − tj+1)

−3/2 ∼
[(

1 − tj

1 − tj+1

)3/2

− 1

]
.

Since by (a),

(1 − tj+1)
3/2 ≥ (1 − tn−1)

3/2 ≥ Cδ3/2
n = C

(
nT (an)

)−1
,

we obtain

1 ≤
(

1 − tj

1 − tj+1

)3/2

≤ C ,

and again (7.14) is true. The remaining cases are treated similarly.
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(c), (d), (e), (f) may be easily proved using (7.7), (7.19) and (a), (b),

which show that if 1 ≤ j ≤ n,

√
1 − t2 ∼

√
1 − t2j , t ∈ [tj−1, tj+1] ∩ [t1, tn−1] ,

and hence

µn(t) ∼ µn(tj) , t ∈ [tj−1, tj+1] ∩ [t1, tn−1] .

We leave the details to the reader.

Note that we have already verified (7.8) for dσ(x) = µn(x)dx, with

constants in the ∼ relations independent of j and n. We turn to the

Verification of (7.9). We must show that

(7.20) n

tj+1∫

tj

log

( |x − t|
tj+1 − tj

)
µn(t)dt ≥ −C1 ,

uniformly for n ≥ 2, 0 ≤ j ≤ n − 1 and x ∈ Ij. Let us assume first that

1 ≤ j ≤ n − 2, so that by (7.18),

µn(t) ∼ µn(tj) , t ∈ [tj, tj+1] .

Then

n

tj+1∫

tj

log

( |x − t|
tj+1 − tj

)
µn(t)dt ∼ nµn(tj)

tj+1∫

tj

log

( |x − t|
tj+1 − tj

)
dt =

= nµn(tj)(tj+1 − tj)

∫ (x−tj)/(tj+1−tj)

(x−tj+1)/(tj+1−tj)

log |s| ds ≥

≥ nµn(tj)(tj+1 − tj)

∫ 1

−1

log |s|ds ≥ −C4 ,

by (7.16). For j = 0 and j = n−1, the proof is only a little more difficult.
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Suppose j = 0. Then

n

tj+1∫

tj

log

( |x − t|
tj+1 − tj

)
µn(t)dt ∼ nT (an)

t1∫

t0

log

( |x − t|
t1 − t0

)√
1 − t2 dt≥

≥ C5nT (an)
√

1 − t21(t1 − t0)

∫ (x−t0)/(t1−t0)

(x−t1)/(t1−t0)

log |s| ds≥

≥ −C6nT (an)(1 + t1)
3/2 ≥ −C7 by (7.13).

Next, we turn to the more difficult

Verification of (7.10). Assume, say, that 2 ≤ k ≤ n − 2. (The

case k = 1 or k = n−1 is very similar). It is an easy consequence of (7.8)

that

tj+1 − tk ∼ t − tk , t ∈ [tj, tj+1] ,

uniformly in n, k and j ≤ k − 2. Then by (7.16) and then (7.18),

(7.21)

∑

1≤j≤k−2

(tj+1 − tj)
2

(tj+1 − tk)2
∼

∑

1≤j≤k−2

tj+1 − tj

(tj+1 − tk)2nµn(tj)
∼

∼
tk−1∫

t1

dt

(t − tk)2nµn(t)
∼

∼ 1

n

tk−1∫

t1

(t − tk)
−2 max

{√
1 − t2 ,

1

T (an)
√

1 − t2

}
dt =: J1 ,

where we have used (7.19). Similarly by (7.15),

(7.22)

∑

n−1≥j≥k+2

(tj+1 − tj)
2

(tj − tk+1)2
∼

∑

n−1≥j≥k+2

(tj+1 − tj)
2

(tj − tk)2
∼

∼ 1

n

1∫

tk+1

(t − tk)
−2 max

{√
1 − t2 ,

1

T (an)
√

1 − t2

}
dt =: J2 .
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Moreover, for j = 0,

(7.23)
(tj+1 − tj)

2

(tj − tk+1)2
≤ (t1 − t0)

2

(t0 − t2)2
≤ 1 .

A similar bound holds for j = n. Now we estimate J1 + J2. Let us

suppose for simplicity that tk ≥ 0, and let us consider two cases:

Case I: 0 ≤ tk ≤ 1 − 2

T (an)
. Then

J1 + J2 ≤ C9

1

n

∫ 1

1−1/T (an)

(t − tk)
−2 dt

T (an)
√

1 − t2
+

+ C9

1

n

∫

[−1/2,1−1/T (an)]\[tk−1,tk+1]

(t − tk)
−2

√
1 − t2dt ≤

≤ C10

1

n
T (an)

∫ 1

1−1/T (an)

dt√
1 − t2

+

+ C10

1

n

∫

[−1/2,1]\[tk−1,tk+1]

(t − tk)
−2[

√
1 − tk+

√
|t − tk|]dt ≤

≤ C11

1

n
T (an)1/2 + C11

1

n

[
(tk − tk−1)

−1
√

1 − tk + (tk − tk−1)
−1/2

]
.

Here we have used (7.15). Now by Lemma 2.2 (viii), the first of

the three terms on the last right-hand side is o(1). Moreover, by (7.16),

(recall 0 ≤ tk ≤ 1 − 2/T (an))

1

n
(tk − tk−1)

−1
√

1 − tk ∼ 1

n(tk − tk−1)µn(tk)
∼ 1 ,

and by (7.17),

1

n
(tk − tk−1)

−1/2 ≤ C12

(
T (an)

n2

)1/4

= o(1) .
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So we have shown that

(7.24) J1 + J2 ≤ C13 ,

and hence (7.10) holds.

Case II: 1 − 2

T (an)
< tk < 1. Recall first from the proof of Lem-

ma 7.4 (a), that as n → ∞, a growing number of tj lie in
[
1−3/T (an), 1−

2/T (an)
]
. Then by (7.19),

J1 + J2 ≤ C14

1

n

∫

[1−3/T (an),1]\[tk−1,tk+1]

(t − tk)
−2 dt

T (an)
√

1 − t
+

+ C14

1

n

∫ 1−3/T (an)

−1/2

(t − tk)
−2

√
1 − t2dt =: J (1) + J (2) .

Here the substitution t − tk = s(1 − tk) shows that

J (1)=C14

1

nT (an)(1 − tk)3/2

∫
[
1− 3

T (an)(1−tk)
,1
]
\
[ tk−1−tk

1−tk
,
tk+1−tk

1−tk

]
s−2(1−s)−1/2ds ≤

≤ C15

1

nT (an)(1 − tk)3/2

[
1 +

∫ (tk−1−tk)/(1−tk)

−∞

s−2ds

]
≤

≤ C16

[
1

nT (an)(1 − tk)1/2(tk − tk−1)
+

1

nT (an)(1 − tn−1)3/2

]
≤

≤ C17

[
1

nµn(tk)(tk − tk−1)
+

1

nT (an)δ
3/2
n

]
≤ C18 ,
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by (7.16) and (7.13). Next, (recall that tk ≥ 1 − 2/T (an))

J (2) ≤ C19

1

n

∫ 1−3/T (an)

−1/2

(t − tk)
−2

[√
1 − tk +

√
|t − tk|

]
dt ≤

≤ C20

1

n

[
T (an)

√
1 − tk + T (an)1/2

] ≤

≤ C21

(
T (an)

n2

)1/2[√
T (an)(1 − tk) + 1

] ≤ C22 ,

by Lemma 2.2 (viii). Again, we have (7.24) and hence (7.10).

8 – Upper bounds for λn: Theorem 1.2

In this section, we prove Theorem 1.2, by providing upper bounds for

λn to match the lower bounds in Theorem 6.1. Throughout, we assume

that W = e−Q ∈ E .

Lemma 8.1. Fix L ≥ 0 and n > m > 1. Then

(8.1)
λn(W 2, x)

W 2(x)
≤ C

n − m
an max

{
1 − |x|

an

, (n − m)−2

}1/2

,

for

(8.2) |x| ≤ am(1 + Lδm) .

Here C is independent of n, m and x.

Proof. Let u(x) ≡ 1 be the Legendre weight on [−1, 1]. Recall also

the definition of λn,∞(W,x) at (7.1).
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Now by Theorem 1.5 (proved in Section 5),

λn(W 2, x)

W 2(x)
= inf

P∈Pn−1

∞∫

−∞

(PW )2(t)dt/(PW )2(x) ≤

≤ C inf
P∈Pn−1

an∫

−an

(PW )2(t)dt/(PW )2(x) ≤

(8.3) ≤ C
[
λm,∞(W, x)/W (x)

]2
inf

R∈Pn−m

an∫

−an

R2(t)dt/R2(x) =

= C
[
λm,∞(W, x)/W (x)

]2
an inf

S∈Pn−m

1∫

−1

S2(t)dt/S2(x/an) =

= C
[
λm,∞(W, x)/W (x)

]2
anλn−m+1(u, x/an) .

Now by Theorem 7.1,

λm,∞(W,x)

W (x)
≤ C1 , |x| ≤ am(1 + Lδm) , m ≥ 1 .

Moreover, classical estimates for the Christoffel function of the Leg-

endre weight on [−1, 1] [21], [24] show that for 2 ≥ 1 and t ∈ [−1, 1],

λ$(u, t) ≤ C

2
max

{
1 − |t|, 2−2

}1/2
.

Here

λ$(u, t) =
1

$−1∑
j=0

p2
j(u, t)

is a decreasing function of t ∈ [1,∞), so the upper bound holds for all

t ∈ IR. Substituting into (8.3) yields the result.

Obviously, we are going to choose m = m(n, x) to obtain the desired

estimate from Lemma 8.1. We do this separately for three ranges:

Proof of (1.20) of Theorem 1.2 for |x| ≤ an/2. We choose

m := 〈n/2〉 in Lemma 8.1 and L = 0. Now for this range of x,

1 − |x|
an

≥ 1 − an/2

an

≥ C1

T (an)
≥ C2

n2
≥ C3

(n − m)2
,



256 A.L. LEVIN – D.S. LUBINSKY – T.Z. MTHEMBU [58]

by (2.12) and Lemma 2.2 (viii). So Lemma 8.1 yields

λn(W 2, x)

W 2(x)
≤ C4

an

n

(
1 − |x|

an

)1/2

∼

∼ an

n
max

{√
1 − |x|

an

+ δn ,

[
T (an)

√
1 − |x|

an

+ δn

]−1}
∼

∼ an

n
Ψn(x) ,

since 1−|x|/an ≥ C5/T (an) ≥ C6δn. The corresponding lower bound was

proved in Theorem 6.1.

Proof of (1.20) of Theorem 1.2 for an/2 ≤ |x| ≤ an(1 − Lδn).

Note that

log
( an

an−1

)
=

n∫

n−1

a′
t

at

dt ∼ T (an)−1

n∫

n−1

dt

t
∼ [

nT (an)
]−1

by (2.11) and (2.8). Hence

(8.4)
an

an−1

= 1 + O
([

nT (an)
]−1

)
= 1 + o(δn) ,

and so for n large enough,

an(1 − Lδn) < an−1 .

Consequently, for the range of x considered, we can choose n/2 ≤
m < n such that

am−1 < |x| ≤ am .

Here, since m ∼ n, we have as above,

am

am−1

= 1 + o(δm) = 1 + o(δn) ,

so

1 − am

an

= 1 − |x|
an

+ o(δn) ∼ 1 − |x|
an

.
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Next, by (2.12)

an

am

− 1 ∼ T (an)−1
( n

m
− 1

)
.

We deduce that

(8.5) 1 − |x|
an

∼ 1 − am

an

∼ an

am

− 1 ∼ T (an)−1
(
1 − m

n

)
.

Then

(n − m)−2

1 − |x|/an

=
n−2(1 − m/n)−2

1 − |x|/an

∼ (
nT (an)

)−2
(1 − |x|/an)−3 ≤

≤ (
nT (an)

)−2
(Lδn)−3 = L−3 .

So

max
{
1 − |x|

an

, (n − m)−2
}

∼ 1 − |x|
an

.

Then Lemma 8.1 yields

λn(W 2, x)

W 2(x)
≤ C

an

n

(
1 − m

n

)−1(
1 − |x|

an

)1/2

∼ an

n
T (an)−1(1 − |x|/an)−1/2 ,

by (8.5). Finally, for this range of x,

Lδn ≤ 1 − |x|
an

≤ 1 − an/2

an

≤ C1

T (an)
,

so

T (an)−1
(
1−|x|

an

)−1/2

∼
[
T (an)

√
1 − |x|

an

+ δn

]−1

∼

∼ max

{√
1 − |x|

an

+ 2Lδn,

[
T (an)

√
1 − |x|

an

+ 2Lδn

]−1}
=

= Ψn(x) .

So we have proved

λn(W 2, x)

W 2(x)
≤ C2

an

n
Ψn(x) .

Then Theorem 6.1 provides the corresponding lower bound.



258 A.L. LEVIN – D.S. LUBINSKY – T.Z. MTHEMBU [60]

Proof of (1.20) of Theorem 1.2 for an(1−Lδn) ≤ |x| ≤ an(1+

Lδn). Here we choose

m := n − 〈
nT (an)

〉1/3
,

n large enough, where 〈x〉 denotes the greatest integer ≤ x. Then

(n − m)−2 ∼ (
nT (an)

)−2/3
= δn ≥ 1 − |x|/an

L
.

Then Lemma 8.1 gives

(8.6)
λn(W 2, x)

W 2(x)
≤ Can

(
nT (an)

)−1/3
δ1/2

n = Canδn ∼ an

n
Ψn(x) ,

provided also

(8.7) |x| ≤ am(1 + Kδm) ,

some fixed K > 0. Now using (2.8) and (2.12) as above, we see that

(8.8)
an

am

≤ 1 + C1T (an)−1 log
( n

m

)
≤ 1 + C2

(
nT (an)

)1/3

nT (an)
= 1 + C2δn ,

where C2 does not depend on K, so

an(1 + Lδn)

am(1 + Kδm)
≤ 1 + (L + C2)δn − Kδm + O(δ2

n) < 1 ,

if K is large enough, and since δm ∼ δn independently of K, L. Thus we

have proved that the given range is contained in the range (8.7) if K and

n are large enough, and so (8.6) holds. As before, Theorem 6.1 provides

the corresponding lower bound.
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We remind the reader that we already proved (1.21) of Theorem 1.2

as (6.3) of Theorem 6.1.

Proof of (1.22) of Theorem 1.2. From the Mhaskar-Saff identity

applied to W 2, we have

sup
x∈IR

{λ−1
n (W 2, x)W 2(x)} = sup

x∈[−an,an]

{λ−1
n (W 2, x)W 2(x)} ∼ n

an

T (an)1/2 ,

from (1.20) of Theorem 1.2 and some straightforward calculations. More-

over, if 0 < α < β < 1, we have for aαn ≤ |x| ≤ aβn,

1 − |x|
an

∼ T (an)−1 ,

(see (2.12)) and again (1.20) implies that for this range of x,

λ−1
n (W 2, x)W 2(x) ∼ n

an

T (an)1/2 .

9 – Zeros: Corollary 1.3

In this section, we prove Corollary 1.3. Throughout, we assume that

W = e−Q ∈ E .

Proof of Corollary 1.3 (a). We shall use the well known formula

x1,n = sup
P∈P2n−2
P≥0 in IR





∫ ∞

−∞
xP (x)W 2(x)dx

∫ ∞

−∞
P (x)W 2(x)dx





,

which is an easy consequence of the Gauss quadrature formula. Let δn

be defined by (1.18), and K > 0. By Theorem 1.5 (proved in Section 5),
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applied to W 2 for p = 1,

|an − x1,n| =

∣∣∣∣∣∣∣∣
inf P∈P2n−2

P≥0 in IR





∫ ∞

−∞
(an − x)P (x)W 2(x)dx

∫ ∞

−∞
P (x)W 2(x)dx





∣∣∣∣∣∣∣∣
≤

≤ C inf
P∈P2n−2
P≥0 in IR





∫ an(1−Kδn)

−an(1−Kδn)

|an − x|P (x)W 2(x)dx

∫ an

−an

P (x)W 2(x)





.

We choose

m := n −
〈(

nT (an)
)1/3

〉
:= n − σ ,

and

P (x) := λ−1
m (W 2, x)R(x/an) ,

where R ∈ P2σ is nonnegative in IR. Now as at (8.8), we have

1 ≤ an

am

≤ 1 + C1δn ≤ 1 + C1δm ,

so by Theorem 1.2, we have for |x| ≤ an, and some suitable L > 0,

λm(W 2, x)∼ am

m
W 2(x) max

{√
1− |x|

am

+Lδm,

[
T (am)

√
1− |x|

am

+Lδm

]−1}
.

Now
σ

n
∼

(T (an)

n2

)1/3

→ 0 as n → ∞ ,

so m ∼ n, and hence δm ∼ δn and T (am) ∼ T (an). Moreover, for

|x| ≤ an(1 − Kδn),

1 − |x|
am

= 1 − |x|
an

+
|x|
an

(
1 − an

am

)
= 1 − |x|

an

+ O(δn) ∼ 1 − |x|
an

,
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if K is large enough, as the constant in the order relation is independent

of K. We deduce that for |x| ≤ an(1 − Kδn),

λn(W 2, x) ∼ an

n
W 2(x) max

{√
1 − |x|

an

,

[
T (an)

√
1 − |x|

an

]−1}
∼

∼ an

n

W 2(x)

min
{
v(x/an), T (an)u(x/an)

} ,

where u(s) :=
√

1 − s2, v(s) := 1/
√

1 − s2, s ∈ [−1, 1]. Substituting P

into (9.1), and then making the substitution x = ans, and using this last

estimate yields

(9.2) |an−x1,n|≤C2an inf
R∈P2σ

R≥0 in IR





∫ 1−Kδn

−1+Kδn

(1 − s)R(s) min
{
v(s), T (an)u(s)

}
ds

∫ 1

−1

R(s) min
{
v(s), T (an)u(s)

}
ds





.

Let 21,σ(u, s) be the fundamental polynomial of Lagrange interpola-

tion at the largest zero x̂1,σ of the orthonormal polynomial pσ(u, x) for

the Chebyshev weight of the second kind u. We choose

R(s) := 22
1,σ(u, s) .

Then

(9.3)

∫ 1−Kδn

−1+Kδn

(1 − s)R(s) min
{
v(s), T (an)u(s)

}
ds ≤

≤ T (an)

∫ 1

−1

(1 − s)22
1,σ(u, s)u(s)ds =

(by the Gauss quadrature formula)

= T (an)(1 − x̂1,σ)λσ(u, x̂1,σ) ∼

∼ T (an)σ−1(1 − x̂1,σ)2 ∼ T (an)σ−5 ,

by classical estimates for the largest zeros and corresponding Christoffel

numbers of orthogonal polynomials for Jacobi weights. See, for example
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[21], [24]. On the other hand,

21,σ(u, x̂1,σ) = 1

and

(9.4)
∥∥21,σ(u, ·)‖L∞[−1,1] ≤ C3 .

A proof of (9.4) was given in [9, Section 10]. From the classical

Bernstein inequality, we deduce that for some small enough α > 0,

21,σ(u, s) ≥ 1

2
, s ∈ [x̂1,σ − ασ−2, x̂1,σ] .

Also, for s in this range, (recall σ =
〈(

nT (an)
)1/3

〉
)

v(s)

T (an)u(s)
= (1 − s2)−1T (an)−1 ≥ C6σ

2T (an)−1 ≥ C7

( n2

T (an)

)1/3

> 1 ,

for n large enough, so

∫ 1

−1

R(s) min
{
v(s), T (an)u(s)

}
ds ≥

∫ x̂1,σ

x̂1,σ−ασ−2

22
1,σ(u, s)T (an)u(s)ds ≥

≥ C8T (an)

∫ x̂1,σ

x̂1,σ−ασ−2

u(s)ds ≥ C9T (an)σ−3 .

Substituting this and (9.3) into (9.2) yields

|an − x1,n| ≤ C10anσ−2 ∼ an

(
nT (an)

)−2/3
= anδn .

In the proof of Corollary 1.3 (b), we shall need:

Lemma 9.1. There exists an entire function

(9.5) G(x) :=
∞∑

j=0

g2jx
2j

with g2j ≥ 0, j ≥ 0, satisfying

(9.6) G(x) ∼ W −2(x) , x ∈ IR .
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Proof. We shall apply a result of Clunie and Kovari [2] on entire

functions with certain asymptotic behaviour. Set

Q̂(r) := Q(
√

r) , r ∈ [0, ∞) ,

and

ψ(r) := rQ̂′(r) =
1

2

√
rQ′(

√
r) , r ∈ [0, ∞) .

Then ψ(r) is positive and increasing in (0, ∞), and it is easy to see

from Lemma 2.1 (iii) that for some suitably large λ > 1, we have

ψ(λr) − ψ(r) ≥ 1 , r ≥ 1 .

Moreover, eQ̂(r) admits the representation

eQ̂(r) = exp

(
Q̂(1) +

r∫

1

ψ(ρ)

ρ
dρ

)
, r > 1 .

By Theorem 4 in [2, p. 19], there exists an entire function

H(r) =
∞∑

j=0

hjr
j ,

such that hj ≥ 0, j ≥ 0, and

H(r) ∼ exp
(
Q̂(r)

)
, r ∈ [1, ∞) ,

and hence in [0,∞). Then for x ∈ IR,

G(x) := H(x2) ∼ exp
(
Q̂(x2)

)
= exp

(
Q(x)

)
= W −1(x) .

Replacing Q by 2Q, which also satisfies the required hypotheses, we

obtain the result.
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Proof of Corollary 1.3 (b). We use the Posse-Markov-Stieltjes

inequalities in the form proved in [6, p. 89]. Let G be the function of the

lemma. By the Posse-Markov-Stieltjes inequalities, for 2 ≤ j ≤ n − 1,

λn(W 2, xj,n)G(xj,n)=
1

2

[ ∑

k:|xk,n|<xj−1,n

−
∑

k:|xk,n|<xj,n

]
λn(W 2, xk,n)G(xk,n)≤

≤ 1

2

[ xj−1,n∫

−xj−1,n

−
xj+1,n∫

−xj+1,n

]
G(t)W 2(t)dt =

xj−1,n∫

xj+1,n

G(t)W 2(t)dt .

Similarly,

λn(W 2, xj,n)G(xj,n) + λn(W 2, xj+1,n)G(xj+1,n) ≥
xj,n∫

xj+1,n

G(t)W 2(t)dt .

Using Lemma 9.1, we obtain

λn(W 2, xj,n)

W 2(xj,n)
≤ C1(xj−1,n − xj+1,n) ;

λn(W 2, xj,n)

W 2(xj,n)
+

λn(W 2, xj+1,n)

W 2(xj+1,n)
≥ C2(xj,n − xj+1,n) .

Then Theorem 1.2, and Corollary 1.3 (a) imply that uniformly for

2 ≤ j ≤ n − 1,

(9.7) xj−1,n − xj+1,n ≥ C3

an

n
Ψn(xj,n) ,

and for 1 ≤ j ≤ n − 1,

(9.8) xj,n − xj+1,n ≤ C4

an

n

[
Ψn(xj,n) + Ψn(xj+1,n)

]
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Here, if xj+1,n ≥ 0, and xj,n ≤ an

(
1 − 1/T (an)

)
,

1 ≤ 1 − xj+1,n/an

1 − xj,n/an

= 1 +
xj,n − xj+1,n

an(1 − xj,n/an)
≤

(by (9.8)) ≤ 1 + C5

1

n

(1 − xj+1,n/an)1/2

1 − xj,n/an

=

= 1 +

(
1 − xj+1,n/an

1 − xj,n/an

)1/2

C5

1

n

(
1 − xj,n

an

)−1/2

≤

≤ 1 + o

((
1 − xj+1,n/an

1 − xj,n/an

)1/2)
,

as
1

n

(
1 − xj,n

an

)−1/2

≤ T (an)1/2

n
→ 0 as n → ∞ .

We deduce that in this case, uniformly in j,

1 − xj+1,n/an

1 − xj,n/an

→ 1 , n → ∞ .

Next, if xj+1,n ≥ 0, and an

(
1−1/T (an)

) ≤ xj+1,n < xj,n ≤ an(1−δn),

then

1 ≤ 1 − xj+1,n/an

1 − xj,n/an

= 1 +
xj,n − xj+1,n

an(1 − xj,n/an)
≤

≤ 1 +
C6

nT (an)(1 − xj,n/an)3/2
≤ 1 +

C6

nT (an)δ
3/2
n

≤ C7 .

Similarly, we can treat the other cases, and show that

(9.9) 1 − |xj,n|
an

+ Lδn ∼ 1 − |xj+1,n|
an

+ Lδn ,

uniformly for 1 ≤ j ≤ n − 1, if only L is large enough. This and (9.7) to

(9.8) establish (1.24).
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10 – Bounds on orthogonal polynomials: Corollary 1.4

In this section, we establish the bounds on the orthogonal polyno-

mials stated in Corollary 1.4. The method is exactly the same as that

in [9], using ideas from, for example, [1], [8], [16], [22] and the reader is

encouraged to first read section 2 of [9] for the outlines of the method.

Throughout, we assume that W = e−Q ∈ E .

We need more notation. We define

(10.1) Kn(W 2, x, t) :=
n−1∑

j=0

pj(W
2, x)pj(W

2, t) .

The Christoffel-Darboux formula states that

(10.2)

Kn(W 2, x) =
γn−1

γn

(W 2)
pn(W 2, x)pn−1(W

2, t) − pn(W 2, t)pn−1(W
2, x)

x − t
.

In particular, for t = x, this yields

(10.3)

λ−1
n (W 2, x) =

γn−1

γn

[
p′

n(W 2, x)pn−1(W
2, x) − p′

n−1(W
2, x)pn(W 2, x)

]
,

and for x = t = xj,n, a zero of pn,

(10.4) λ−1
n (W 2, xj,n) =

γn−1

γn

(W 2)p′
n(W 2, xj,n)pn−1(W

2, xj,n) .

We define

(10.5) An(x) := 2
γn−1

γn

(W 2)

∞∫

−∞

p2
n(W 2, t)

Q′(x) − Q′(t)

x − t
W 2(t)dt .

Lemma 10.1.

(10.6) p′
n(W 2, xj,n) = An(xj,n)pn−1(W

2, xj,n) , 1 ≤ j ≤ n .
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Proof. The method is well known [1], [7], [16], [22] but we sketch

the details. We integrate by parts in the following identity:

p′
n(W 2, xj,n) =

∞∫

−∞

p′
n(W 2, t)Kn(W 2, xj,n, t)W 2(t)dt

to obtain, using the orthogonality,

p′
n(W 2, xj,n) =−

∞∫

−∞

pn(W 2, t)Kn(W 2, xj,n, t)
d

dt
W 2(t)dt =

=

∞∫

−∞

pn(W 2, t)Kn(W 2, xj,n, t)
(
2Q′(t) − 2Q′(xj,n)

)
W 2(t)dt ,

where we have used orthogonality again. Now an application of the

Christoffel Darboux formula yields (10.6).

Note that from (10.6) and (10.4) follows

(10.7) λ−1
n (W 2, xj,n) =

γn−1

γn

(W 2)An(xj,n)p2
n−1(W

2, xj,n) .

This identity shows that once we have estimates for An(x), we can use

Theorem 1.2 to derive estimates for pn−1(W
2, xj,n). Then the Christoffel-

Darboux formula, in the form

pn(W 2, x) =
Kn(W 2, x, xj,n)(x − xj,n)
γn−1

γn

(W 2)pn−1(W 2, xj,n)

and (10.7) yield

(10.8)

∣∣pn(W 2, x)
∣∣ =

∣∣Kn(W 2, x, xj,n)(x − xj,n)
∣∣ [

λn(W 2, xj,n)An(xj,n)
]1/2

[
γn−1

γn

(W 2)

]1/2
.

Applying upper bounds for An, and our result for Christoffel func-

tions, and spacing of zeros, will establish Corollary 1.4. We now pro-

ceed with the estimation of An(x). This is indirect, and fairly technical.
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Throughout, we set

(10.9) Q(x, t) :=
Q′(x) − Q′(t)

x − t
, x, t,∈ IR \ {0} .

Given fixed L > 0, we recall from (1.19) that for x ≥ 1 and |x| ≤
an(1 + Lδn),

(10.10) Ψn(x) :=max

{√
1 − |x|

an

+ 2Lδn,

[
T (an)

√
1 − |x|

an

+ 2Lδn

]−1}
.

Also, we set

φn(x) : =

[
Ψn(x)

√
1− |x|

an

+2Lδn

]−1

=(10.11)

= min

{(
1 − |x|

an

+ 2Lδn

)−1

, T (an)

}
.(10.12)

Furthermore, we set

(10.13) bn := a1/2
n sup

x∈IR

{∣∣pn(W 2, x)
∣∣W (x)

∣∣∣1 − |x|
an

∣∣∣
1/4}

, n ≥ 1 .

In the sequel, we often denote pn(W 2, x) by pn(x) and so on. The

reader should note (10.9) - (10.13), which are heavily used in the sequel.

We split the estimation of An(x) into four parts. Given x = ar ≥ 0,

we split

An(x)

2
γn−1

γn

=

( ∫ aαr

−aαr

+

∫ x−ηan/φn(x)

aαr

+

∫ x+ηan/φn(x)

x−ηan/φn(x)

+

+

∫ ∞

x+ηan/φn(x)

)
(pnW )2(t)Q(x, t)dt =: I1 + I2 + I3 + I4 .

Here, η and α will be chosen small enough, but independent of n and

x. See Section 2 of [9] for a more complete introduction to our procedure.
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Lemma 10.2. Let ε > 0. There exists α ∈ (0, 1) and n0 (depending

on ε but not on x) with the following property: For n ≥ n0, |x| ≤ an(1 +

Lδn), write |x| = ar. Then

(10.14) I1 :=

aαr∫

−aαr

(
pn(t)W (t)

)2
Q(x, t)dt ≤ ε

n

a2
n

φn(x)b2
n .

Proof. We may assume that x ≥ 0, and distinguish three ranges

of x.

Case I: x ∈ [0, an/2]. Here by Lemma 2.6,

I1 ≤ b2
na−1

n

aαr∫

−aαr

Q(x, t)
dt√

1 − |t|/an

≤ Cb2
na−1

n

an/2∫

−an/2

Q(x, t)dt ≤

≤ b2
na−1

n

(
C1 +

ε

2

n

an

)
≤ εb2

n

n

a2
n

,

for n ≥ n0(ε). Since from (10.12), φn(x) is bounded below by a positive

constant independent of n and x, (10.14) follows for n ≥ n0(ε).

Case II: x ∈ [an/2, aδn] for some small enough δ > 0. This is the

most difficult case. Here we choose α = 1/2 and then (10.14) also follows

for any smaller α. Now Q′ is increasing in (0, 1), so we deduce that

Q(x, t) ≤ 2Q′(x)

x − t
, |t| ≤ aαr .

Then using the definition (10.13) of bn, we see that

I1 ≤ 4Q′(x)b2
na−1

n

∫ aαr

0

1√
1−t/an

dt

x−t
= 4Q′(x)b2

na−1
n

∫ aαr/x

0

1√
1−xs/an

ds

1−s
=

=
4Q′(x)b2

n√
1 − x/an

a−1
n

∫ 1/(1−x/an)

(1−aαr/x)/(1−x/an)

1√
1 + ux/an

du

u
,



270 A.L. LEVIN – D.S. LUBINSKY – T.Z. MTHEMBU [72]

where we have made the substitution 1 − s = u(1 − x/an), so that

1 − xs

an

=
(
1 − x

an

)(
1 +

ux

an

)
.

As x ≥ an/2, we deduce that

I1 ≤ CQ′(x)b2
n√

1 − x/an

a−1
n

(
log

(
1 − x/an

1 − aαr/x

)
+ 1

)
.

Note that if δ ≤ 1/2, then for this range of x,

1 − x

an

≥ 1 − aδn

an

≥ 1 − an/2

an

≥ C1

T (an)
,

(with C1 independent of δ), so that (recall the definition (10.11-12) of

φn(x))

φn(x) ∼ 1

1 − x/an

,

where the constants in the ∼ relations are independent of δ. Hence

(10.15) I1 ≤C2nφn(x)b2
na−1

n

(
Q′(x)

n

√
1 − x

an

)(
log

(
1 − x/an

1 − aαr/x

)
+1

)
.

Now by (2.12), (recall, we choose α = 1/2)

1 − aαr

x
= 1 − ar/2

ar

∼ 1

T (ar)
,

and by (2.11),

log
an

x
=

n∫

r

a′
t

at

dt ≤ C3

n∫

r

dt

tT (at)
≤ C3

T (ar)
log

(n

r

)
.

Of course, C3 is independent of δ. Then

(10.16)

1 − x

an

= 1 − exp(− log
an

x
) ≤ 1 − exp

(
− C3

T (ar)
log

n

r

)
≤

≤ C3

T (ar)
log

n

r
,
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where we have used the inequality

1 − e−t ≤ t , t ∈ [0,∞) .

Hence for some C4 independent of δ,

(10.17) log

(
1 − x/an

1 − aαr/x

)
≤ log

(
C4 log

n

r

)
.

Next, recall from (2.7) that

anQ′(x) ∼ xQ′(x) = arQ
′(ar) ∼ rT (ar)

1/2 ,

so

Q′(x) ∼ rT (ar)
1/2

an

.

Combined with (10.15) - (10.17), this yields

I1 ≤ C5

n

a2
n

φn(x)b2
n

[
r

n

(
log

n

r

)1/2][
log

(
C4 log

n

r

)
+ 1

]
=

= C5

n

a2
n

φn(x)b2
n

[
1

y
(log y)1/2

][
log(C4 log y) + 1

]
,

where y := n/r. Since C4 and C5 are independent of n, x and especially

δ, we may choose δ so small that for y = n/r ≥ 1/δ,

C5

[
1

y
(log y)1/2

][
log(C4 log y) + 1

]
< ε .

Then (10.14) follows for x = ar ≤ aδn, δ small enough.

Case III aδn ≤ x ≤ an(1 + Lδn). Here we shall choose α small

enough, α = α(δ), where δ was chosen in Case II. Now recall from (6.11)

that

(10.18) δn = o

(
1

T (an)

)
.

Then for n ≥ n0(δ),

ar = x ≤ an(1 + Lδn) ≤ a2n ,
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and hence r ≤ 2n (see (2.9)). Also note that r ≥ δn. Hence for |t| ≤ aαr,

we have

Q(x, t) ≤ 2Q′(x)

x − t
≤ 2Q′(a2n)

x − t
≤ Ca−1

n

nT (an)1/2

x − t
,

so

I1 ≤ C1b
2
n

n

a2
n

T (an)1/2

aαr∫

0

1√
1 − t/an

dt

x − t
≤

≤ C1b
2
n

n

a
3/2
n

T (an)1/2

aαr∫

0

1√
an − t

dt

x − t
≤

≤ C2b
2
n

n

a
3/2
n

T (an)1/2

aαr∫

0

dt

(x − t − Lanδn)3/2
,

where we have used the fact that x − Lanδn ≤ an. Hence,

I1 ≤ C3b
2
n

n

a
3/2
n

T (an)1/2(x − aαr − Lanδn)−1/2 .

Of course, C3 is independent of α. Now by (2.9), and as r ≥ δn,

x − aαr = aαr

(
ar

aαr

− 1

)
≥ aαδn log(1/α)

T (ar)
≥ (an/2) log(1/α)

T (ar)
,

if n ≥ n0(α, δ). In this last step we have used

an

aαδn

→ 1 as n → ∞ ,

an easy consequence of (2.12). In view of (10.18), we obtain for n ≥
n1(α, δ, L)

I1 ≤ C3b
2
n

n

a2
n

T (an)1/2T (ar)
1/2

(
log

1

α

)−1/2

≤

≤ C4b
2
n

n

a2
n

T (an)

(
log

1

α

)−1/2

≤ C5b
2
n

n

a2
n

φn(x)

(
log

1

α

)−1/2

,
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where C5 does not depend on α, but depends on δ. Here we have used

the facts that r ≤ 2n and

1 − x

an

+ 2Lδn ≤ 1 − aδn

an

+ 2Lδn ≤ C6

T (an)
+ 2Lδn ≤ C7

T (an)
,

(where the constants depend on δ but not on α), so that

φn(x) ∼ T (an) .

Choosing α small enough then yields (10.14) for n ≥ n2 (α, ε, L).

Lemma 10.3. Let r ∈ (0, 1). Then for n ≥ 1,

(10.19)

∞∫

0

(pnW )2(t)Q′(t)dt ∼
a2n∫

ran

(pnW )2(t)Q′(t)dt ∼ n

an

.

Proof. We integrate by parts in the integral

2

∞∫

−∞

(pnW )2(t)tQ′(t)dt =

∞∫

−∞

p2
n(t)t

d

dt

( − W 2(t)
)
dt =

=

∞∫

−∞

(
p2

n(t) + 2tp′
n(t)pn(t)

)
W 2(t)dt = 1 + 2n ,

by orthogonality. Also, given r ∈ (0, 1),

2

ran∫

−ran

(pnW )2(t)tQ′(t)dt ≤ 2ranQ′(ran)

ran∫

−ran

(pnW )2(t)dt ≤

≤ 2ranQ′(ran) = o(n) ,

by (2.18). Also from Lemma 2.5, (applied with W 2 replacing W )

∫

|t|≥a2n

(pnW )2(t)tQ′(t)dt ≤ e−Cn

a2n∫

−a2n

(pnW )2(t)|t|dt ≤ e−Cna2n = o(1) .
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So we have shown that for n large enough,

a2n∫

ran

(pnW )2(t)tQ′(t)dt ∼ n .

Since t ∼ an in the last integral, we have (10.19).

Lemma 10.4. Let α be as in Lemma 10.2, and let η ∈ (0, 1). Then

for |x| ≤ an(1 + Lδn), |x| = ar,

(10.20) I2 :=

∫ x−ηan/φn(x)

aαr

(
pn(t)W (t)

)2
Q(x, t) dt ≤ C

n

a2
n

φn(x) ,

where C depends on η and α but not on x or n. If the lower limit of

integration exceeds the upper limit, then the integral is taken as 0.

Proof. We may assume that x = ar ≥ 0. We consider two ranges

of x:

Case I: x ∈ [0, an/2]. Here, for t in the interval of integration and

since φn(x) ∼ 1,

Q(x, t) ≤ Q′(x)

anη/φn(x)
≤ C1

n

a2
n

φn(x) .

Then

I2 ≤ C1

n

a2
n

φn(x)

∫ x−ηan/φn(x)

aαr

(
pn(t)W (t)

)2
dt ≤ C1

n

a2
n

φn(x) .

Case II: x ∈ [an/2, an(1 + Lδn)]. We may assume that

x − anη

φn(x)
> aαr ,

for otherwise there is nothing to do. Then

1 − aαr

ar

= 1 − aαr

x
>

ηan

xφn(x)
,
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so that by (2.12), and as an/x ≥ C,

(10.21)
1

T (x)
=

1

T (ar)
∼ 1 − aαr

ar

≥ C3

φn(x)
.

Recall that tQ′′(t) is increasing in (0,∞), and for t ∈ [
aαr, x −

ηan/φn(x)
]
, t ∼ ar = x, so

Q(x, t) ≤ C4Q
′′(x) ≤ C5

Q′(x)T (x)

x
≤ 2C5

Q′(x)T (x)

an

.

Moreover, (2.13) shows that

Q′(x) = Q′(ar) ≤ C6Q
′(aαr) ≤ C6Q

′(t)

for this range of t. So

Q(x, t) ≤ C7Q
′(t)T (x)a−1

n ≤ C8Q
′(t)φn(x)a−1

n ,

by (10.21). Similarly for t ∈ [ − (x − ηan/φn(x)),−aαr

]
,

Q(x, t) ≤ C9a
−1
n

∣∣Q′(t)
∣∣ ≤ C10

∣∣Q′(t)
∣∣φn(x)a−1

n .

Then

I2 ≤ C11φn(x)a−1
n

∫ x−ηan/φn(x)

aαr

(
pn(t)W (t)

)2
Q′(t)dt ≤ C13φn(x)

n

a2
n

,

by the previous lemma.

Lemma 10.5. There exists η0 > 0 such that for η ∈ (0, η0), for

n ≥ n0(η), and |x| ≤ an(1 + Lδn),

(10.22) I3 :=

∫ x−ηan/φn(x)

x+ηan/φn(x)

(pnW )2(t)Q(x, t)dt ≤ Cb2
n

n

a2
n

φn(x)η1/2 ,

where C and η0 are independent of η, x and n.
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Proof. As usual, we assume x ≥ 0. We distinguish three ranges of

x:

Case I: x ∈ [0, an/2]. Now from (10.12), φn(x) ∼ 1 for n ≥ n0 and

x ∈ [0, an/2]. So we may choose η0 so small that x + ηan/φn(x) ≤ 3an/4

for x ∈ [0, an/2], η ∈ [0, η0) and n ≥ 1. Then we use Lemma 2.6:

I3 ≤ b2
na−1

n

3an/4∫

−3an/4

Q(x, t)√
1 − |t|/an

dt ≤ 2b2
na−1

n

(
C1 +

η

4

n

an

)
≤ C2b

2
n

n

a2
n

φn(x)η1/2 ,

for n ≥ n0(η).

Case II: x ∈ [
an/2, an(1 − 1/T (an))

]
. For this range of x,

φn(x) =
1

1 − x/an + 2Lδn

.

Then if η0 is small enough, we see that

ηan

φn(x)
≤ C3η0an ≤ an

4
<

x

2
.

Also for
∣∣|s| − x

∣∣ ≤ ηan/φn(x),

∣∣∣∣∣

(
1 − |s|

an

)
−

(
1 − x

an

)∣∣∣∣∣ =

∣∣|s| − x
∣∣

an

≤ η

φn(x)
= η

(
1 − x

an

+ 2Lδn

)
≤

≤ 2η

(
1 − x

an

)
≤ 1

2

(
1 − x

an

)
,

for n ≥ n1, where n1 depends only on L, not on η, and provided η ≤ η0 ≤
1

4
. Thus

(10.23) 1 − |s|
an

∼ 1 − x

an

,
∣∣|s| − x

∣∣ ≤ ηan

φn(x)
,

uniformly for n ≥ n1, η ∈ (0, η0), and this range of x. Next, for |t − x| ≤
ηan/φn(x), there exists s between t and x such that

Q(x, t) = Q′′(s) ≤ C
n

a2
n

(
1− s

an

)−3/2

≤ C23/2 n

a2
n

(
1− x

an

)−3/2

≤ C1

n

a2
n

φn(x)3/2 ,
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where we have used (2.19) and (10.23). Of course, C and C1 don’t depend

on η. More easily, if |t + x| ≤ ηan/φn(x),

Q(x, t) =
Q′(x) + Q′(|t|)

x + |t| ≤ C4

2

an

n

an

[(
1 − x

an

)−1/2

+

(
1 − |t|

an

)−1/2
]

≤

≤ C5

n

a2
n

(
1 − x

an

)−1/2

≤ C6

n

a2
n

φn(x)3/2 ,

by (10.23) and also (2.19). Then

I3 ≤ C7nφn(x)3/2b2
na−3

n

∫ x+ηan/φn(x)

x−ηan/φn(x)

dt√
1 − t/an

≤ C8

n

a2
n

φn(x)b2
nη1/2 .

Here we have also used that

x +
ηan

φn(x)
≤ an ,

which follows as

an −
[
x +

ηan

φn(x)

]
= an

[(
1 − x

an

)
(1 − η) − 2ηLδn

]
≥ 0

if n ≥ n0(η, L).

Case III: x ∈ [
an(1 − 1/T (an)), an(1 + Lδn)

]
. Here for n ≥ n1(L),

1/
(
2T (an)

) ≤ 1/φn(x) ≤ 1/T (an), so

x +
ηan

φn(x)
≤ an(1 + Lδn) +

ηan2

T (an)
≤ an

(
1 + 3

η

T (an)

)
≤ a2n ,

by (10.18), and (2.9), if η0 is small enough and n is large enough. Simi-

larly, for some β > 0, depending on η0, but not on η,

x − ηan

φn(x)
≥ x − η0an

φn(x)
≥ aβn .
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Then for t ∈ [
x − ηan/φn(x), x + ηan/φn(x)

]
, (see (2.7)),

Q(x, t) ∼ Q′′(an) ∼ n

a2
n

T (an)3/2 .

Even easier, we see that for t ∈ [ − x + ηan/φn(x), −x − ηan/φn(x)
]
,

Q(x, t) =
Q′(x) + Q′(|t|)

x + |t| ≤ C9

Q′(a2n)

an

≤ C10

n

a2
n

T (an)1/2 .

Hence

I3 ≤ CnT (an)3/2b2
na−3

n

∫ x+ηan/T (an)

x−ηan/T (an)

dt√
|1 − t/an| ≤ C1

n

a2
n

T (an)b2
nη1/2 ,

where C1 is independent of η as β above is. Finally, as φn(x) ∼ T (an) for

this range of x, (10.22) follows.

Now we can summarize our previous estimates for An:

Theorem 10.6. Let ε ∈ (0, 1). Then for n ≥ 1 and |x| ≤ an(1 +

Lδn),

(10.24) An(x)
γn

γn−1

≤ n

a2
n

φn(x){εb2
n + C} ,

where C depends on ε, but not on n or x.

Proof. We choose α ∈ (0, 1) as in Lemma 10.2, depending on the

given ε. Let η ∈ (0, 1). We shall choose it to be small enough, depending

on ε, but we must first estimate

I4 :=

∫ ∞

x+ηan/φn(x)

(pnW )2(t)Q(x, t)dt .

Now for t in the interval of integration,

Q(x, t) ≤ 2Q′(t)

|x − t| ≤ 2

anη
φn(x)Q′(t) .
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Hence

I4 ≤ 2

anη
φn(x)

∫ ∞

x+ηan/φn(x)

(pnW )2(t)Q′(t)dt ≤ C
n

a2
n

φn(x) ,

where C depends on η, and we have used Lemma 10.3. Next, by Theo-

rem 1.5 applied to W 2,

(10.25)

γn−1

γn

=

∞∫

−∞

xpn−1(x)pn(x)W 2(x)dx ≤ C1

an∫

−an

∣∣xpn−1(x)p(x)
∣∣W 2(x)dx ≤ C1an .

Then for x = ar ≤ an(1 + Lδn) (recall the definition (10.5)),

An(x)

2
γn−1

γn

=

( ∫ aαr

−aαr

+

∫ aαr

x−ηan/φn(x)

+

∫ x+ηan/φn(x)

x−ηan/φn(x)

+

+

∫ x+ηan/φn(x)

1

)
(pnW )2(t)Q(x, t)dt = I1 + I2 + I3 + I4 ,

with the notation of Lemmas 10.2 to 10.5. Here, I2 is taken as 0 if

aαr ≥ x − ηan/φn(x). By Lemmas 10.2, 10.4, 10.5, we have

An(x)
γn

γn−1

≤ n

a2
n

φn(x)[εb2
n + C1 + C2η

1/2b2
n + C3] ,

for n ≥ n1. Here n1 depends on η and ε, as do C1 and C3. However, C2

is independent of η. So choosing η small enough, we have

An(x)
γn

γn−1

≤ n

a2
n

φn(x)[2εb2
n + C4] ,

for |x| ≤ an(1 + Lδn) and n ≥ n1. The remaining finitely many n follow

by making C4 large enough. Here C4 depends on ε but not on n or x.
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We now establish the upper bounds for pn implicit in Corollary 1.4 (a):

Proof of the upper bounds for the orthogonal polynomi-

als. First, we recall the identity (10.8), with the dependence on W 2 not

indicated:

(10.26)

∣∣pn(x)
∣∣ =

∣∣Kn(x, xj,n)(x − xj,n)
∣∣
[
λn(xj,n)An(xj,n)

γn

γn−1

]1/2

≤

≤ |x − xj,n|
[
λn(x)−1An(xj,n)

γn

γn−1

]1/2

,

by the Cauchy-Schwarz inequality. Let us fix L in the definition (10.10)

of Ψn to be large enough so that x1,n ≤ an(1 + Lδn). Now for |x| ≤ an,

Corollary 1.3 ensures that we can choose xj,n such that

|x − xj,n| ≤ C
an

n
Ψn(xj,n) ∼ an

n
Ψn(x) ,

in view of (9.9). (Consider separately the cases x ∈ (xn,n, x1,n) and x

outside this interval).

Next, Theorem 1.2 ensures that for |x| ≤ an,

λn(x)−1 ∼ n

an

Ψn(x)−1W −2(x) ,

and Theorem 10.6 shows, that given ε > 0, we have for n ≥ 1 and |x| ≤ an,

and xj,n as above,

An(xj,n)
γn

γn−1

≤ n

a2
n

φn(x)[εb2
n + Ĉ] ,

where Ĉ depends on ε and we have used (9.9). Substituting all these

estimates into (10.26) yields

∣∣pn(x)
∣∣ ≤ C1a

−1/2
n

[
Ψn(x)φn(x)W −2(x)

]1/2
[εb2

n + Ĉ]1/2 ,

where C1 is independent of n and x, and especially, of ε. Then from

(10.11), for |x| ≤ an,

(10.27) |pnW |(x)

(
1 − |x|

an

+ 2Lδn

)1/4

≤ C1a
−1/2
n [εb2

n + Ĉ]1/2 .
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Now applying Theorem 1.5 with p = ∞ to the weight W 4 (instead

of W ) and the polynomial p4
n(x)

(
1 −

( x

an

)2)
of degree 4n + 2 shows that

sup
x∈IR

{∣∣∣p4
n(x)

(
1−

(
x

an

)2)∣∣∣W 4(x)
}

≤ C2 sup
x∈[−an,an]

{∣∣∣p4
n(x)

(
1−

(
x

an

)2)∣∣∣W 4(x)
}

,

and hence (recall the definition (10.13) of bn)

bn ≤ C2a
1/2
n sup
x∈[−an,an]

{
|pnW |(x)

∣∣∣1 −
∣∣∣ x
an

∣∣∣
∣∣∣
1/4}

.

Then (10.27) shows that

bn ≤ C3[εb
2
n + Ĉ]1/2 , n ≥ 1 ,

where C3 is independent of ε, while Ĉ depends on ε. Choose ε so small

that C2
3ε < 1/2. Then we obtain

1

2
b2

n ≤ C2
3 Ĉ ,

that is, bn is bounded independent of n. This provides the upper bound

implicit in (1.25).

Next, Theorem 1.5 shows that

‖pnW‖L∞(IR) ≤ C‖pnW‖L∞[−an(1−δn),an(1−δn)] ≤

≤ C1a
−1/2
n

∥∥∥∥∥

∣∣∣∣1 − |x|
an

∣∣∣∣
−1/4

∥∥∥∥∥
L∞[−an(1−δn),an(1−δn)]

=

= C1a
−1/2
n δ−1/4

n = C1a
−1/2
n

(
nT (an)

)1/6
.

Here, we have used the upper bound in (1.25) that we have just

proved, and the definition (1.18) of δn. So we have the upper bound

implicit in (1.26).
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The above proof show also that for 1 ≤ j ≤ n and |x| ≤ an,

|pnW |(x) ≤ C|x − xj,n| n

a3/2

[
Ψn(x)/φn(xj,n)

]−1/2
=

(10.28)

= C|x − xj,n| n

a3/2

[
Ψn(x)Ψn(xj,n)

(
1 − |xj,n|

an

+ Lδn

)1/2]−1/2

.

Next, we turn to the lower bounds, and this requires lower bounds

for An. First, however, we must improve on Lemma 10.3:

Lemma 10.7. There exists θ ∈ (0, 1) such that for n ≥ 1,

(10.29)

a2n∫

aθn

(pnW )2(t)Q′(t)dt ∼ n

an

.

Proof. By the bounds we have for pn,

aθn∫

0

(pnW )2(t)tQ′(t)dt ≤ Ca−1
n

aθn∫

0

tQ′(t)√
1 − t/an

dt ≤ Ca−1
n

aθn∫

0

tQ′(t)√
1 − t/aθn

dt ≤

≤ C1

aθn

an

1∫

0

aθnsQ′(aθns)√
1 − s2

ds ≤ C2θn

where C2 is independent of θ and n. Here we have used the definition of

aθn. Next, Lemma 2.5 show that

∞∫

a2n

(pnW )2(t)tQ′(t)dt ≤ e−C3n .

We have shown that for n large enough

( aθn∫

−aθn

+

−a2n∫

−∞

+

∞∫

a2n

)
(pnW )2(t)tQ′(t)dt ≤ n

2
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if n is large enough, and θ is small enough. Since we showed in the proof

of Lemma 10.3 that

∞∫

−∞

(pnW )2(t)tQ′(t)dt = n +
1

2
,

we’re done.

Lemma 10.8. Uniformly for n ≥ 1 and |x| ≤ an(1 + Lδn),

(10.30) An(x)
γn

γn−1

∼ n

a2
n

φn(x) .

Proof. From Theorem 10.6 and our bounds on pn,

An(x)
γn

γn−1

≤ C
n

a2
n

φn(x) ,

for the given range of x, so we must prove a corresponding lower bound.

We consider two ranges of x ≥ 0. Let θ be as in the previous lemma.

Case I: x = ar ≤ aθn/2. Now for t ∈ [a2r, a2n],

Q′(t)

Q′(x)
≥ Q′(a2r)

Q′(ar)
= exp

( 2r∫

r

Q′′(at)

Q′(at)
a′

tdt

)
≥ exp

(
C1

2r∫

r

dt

t

)
= 2C1 ,

by (2.11). Hence,

Q(x, t) ≥ C2

Q′(t)

t − x
≥ C2

Q′(t)

a2n − x
≥ C3a

−1
n

Q′(t)

1 − x/an

,

since x ≤ an/2. Then we have

An(x)
γn

γn−1

≥ C4a
−1
n

1

1 − x/an

a2n∫

a2r

(pnW )2(t)Q′(t)dt ≥

≥ C5a
−2
n

n

1 − x/an

≥ C6

n

a2
n

φn(x) ,
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since 2r ≤ θn, and by the previous lemma. We have also used

1 − x

an

≥ 1 − an/2

an

∼ 1

T (an)
,

and the definition (10.11) of φn.

Case II: x = ar > aθn. Note that for t ∈ [aθn, a2n], (recall if neces-

sary, (2.13))

Q(x, t) ∼ Q′′(an) ∼ a−1
n Q′(an)T (an) ∼ a−1

n Q′(t)T (an) ∼ a−1
n Q′(t)φn(x) ,

(recall δn = o
(
1/T (an)

)
, so

An(x)
γn

γn−1

≥ C7φn(x)a−1
n

a2n∫

aθn

(pnW )2(t)Q′(t)dt ≥ C8φn(x)
n

a2
n

.

Thus we have the required lower bound matching the upper bound

above.

Theorem 10.9. Uniformly for n ≥ 1 and |x| ≤ an(1 + Lδn),

(10.31) An(x) ∼ n

an

φn(x) .

Proof. Recall from (10.7) that

(10.32) λ−1
n (xj,n) =

γn−1

γn

An(xj,n)p2
n−1(xj,n) .

As a consequence, we note that

1 =
n∑

j=1

λn(xj,n)p2
n−1(xj,n) =

=

(
γn−1

γn

)−2 n∑

j=1

[
An(xj,n)

]−1 γn−1

γn

≥ C9

(
γn−1

γn

)−2

n
a2

n

n
,
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by Lemma 10.8, which shows that for |xj,n| ≤ 1

2
an, (and there are ≥ C10n

such xj,n)

An(xj,n)
γn

γn−1

≤ C11

n

a2
n

.

So (
γn−1

γn

)2

≥ C9a
2
n .

Together with the upper bound (10.25) for
γn−1

γn

, we have shown that

(10.33)
γn−1

γn

∼ an , n ≥ 1 .

Now Lemma 10.8 gives the result.

Proof of Corollary 1.4 (b). By Theorem 10.9 and Theorem 1.2

and the identity (10.32), we obtain for a suitable fixed L > 0,

p2
n−1(xj,n) ∼ n

an

W −2(xj,n)Ψ−1
n (xj,n)a−1

n

(
n

an

φn(xj,n)

)−1

∼

∼ a−1
n W −2(xj,n)

(
1 − |xj,n|

an

+ Lδn

)1/2

,

uniformly for 1 ≤ j ≤ n, n ≥ 1. All we need is that |xj,n| ≤ an(1 + L′δn)

with L′ < L, which is possible in view of Corollary 1.3 (a). So we have

the second part of (1.27). Also, then (10.6) shows that uniformly for

1 ≤ j ≤ n, n ≥ 1,

∣∣p′
n(xj,n)W (xj,n)

∣∣ = An(xj,n)
∣∣pn−1(xj,n)W (xj,n)

∣∣ ∼

∼ n

a
3/2
n

φn(xj,n)

(
1 − |xj,n|

an

+ Lδn

)1/4

.

Then (10.11) yields the first part of (1.27).
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In the proof of the lower bounds for the orthogonal polynomials, we

need to reformulate part of a Markov-Bernstein inequality from [11]:

Lemma 10.10. Let r > 0.Then for n ≥ 1 and P ∈ Pn and |x| ≥
an(1 − rδn),

(10.34)
∣∣(PW )′(x)

∣∣ ≤ C(anδn)−1‖PW‖L∞(IR) .

Proof. The Markov-Bernstein inequalities in [11] were proved under

very similar conditions. The difference was that instead of (1.6), the

apparently weaker condition

(10.35) T (x) = O
(
Q′(x)1/12

)
, x → ∞ ,

was used. It is not clear if (1.6) implies (10.35). However, a fairly cursory

look at the proofs in [11] shows that (10.35) was used only to bound

Q(j)(an), and that our bounds on these (derived from (1.6)) are much

better. The continuity of Q′′ assumed in [11] can be trivially dispensed

with. So the results of [11] hold under our conditions with trivial changes

to the proofs. Let

A∗
n := n−1

1∫

1/2

(1 − s)−1/2(ans)2Q′′(ans)ds .

It was shown in [11, p. 194-5] that for P ∈ Pn and |x| ≥ 1 −
r(nA∗

n)−2/3,

(10.36)
∣∣(PW )′(x)

∣∣ ≤ C
(nA∗

n)2/3

an

‖PW‖L∞(IR) .

But for n large enough,

A∗
n ∼ n−1

1∫

1/2

(1 − s)−1/2ansQ′(ans)T (ans)ds ≥

≥ n−1an/2Q
′(an/2)T (an/2)

1∫

an/2/an

(1 − s)−1/2ds ≥

≥ C1n
−1an/2Q

′(an/2)T (an/2)(1 − an/2/an)1/2 ≥ C2T (an) ,
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by (2.7), (2.8), (2.12) and (2.13). Similarly

A∗
n ≤ C3T (an)n−1

1∫

1/2

(1 − s)−1/2ansQ′(ans)ds ≤ C4T (an) .

So

(10.37) A∗
n ∼ T (an) .

Then (10.34) follows from (10.36).

Proof of the lower bounds for the orthogonal polynomi-

als. Let bn be defined by (10.13). Then we have by Theorem 1.5

1 =

∞∫

−∞

(pnW )2(t)dt ≤ C

an∫

−an

(pnW )2(t)dt ≤ Cb2
na−1

n

an∫

−an

dt√
|1 − |t|/an| ≤ C1b

2
n .

So, together with the upper bound proved before, we have shown

that

bn ∼ 1 , n ≥ 1 ,

completing the proof of Corollary 1.4.

Now from Corollary 1.3 (a), we have for some C1 > 0,

x1,n ≥ an(1 − C1δn) ,

for n large enough. Then applying the Bernstein inequality Lemma 10.10

to pn, shows that

∣∣p′
n(x1,n)W (x1,n)

∣∣ =
∣∣(pnW )′(x1,n)

∣∣ ≤ C2(anδn)−1‖pnW‖L∞(IR) .

Next, by Corollary 1.4 (b),

∣∣p′
n(x1,n)W (x1,n)

∣∣ ∼ n

a
3/2
n

T (an)δ1/4
n =

(
nT (an)

)5/6
a−3/2

n .

These last two relations show that

‖pnW‖L∞(IR) ≥ C3(anδn)
(
nT (an)

)5/6
a−3/2

n = C3a
−1/2
n

(
nT (an)

)1/6
.

The corresponding upper bound was proved above.
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