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Abstract
While the data amount grows exponentially, the number of people with analytical and technical skills is
only slowly increasing. This skill gap is putting pressure on the labor market and increasing the need
for personnel with these skills. At the same time, companies are forced to think of alternative ways to
empower their less-skilled workforce to take on Business Intelligence and Analytics (BI&A) tasks. One
promising attempt to address these challenges may turn to the concept of guidance. However, the current
body of research on guidance in BI&A systems is scattered and lacks a structured investigation from
which future research avenues can be derived. To address this gap, this article analyzes five categories,
namely BI&A phases, guidance degree, guidance generation, user roles, and interactivity form. Reviewing
82 articles, our contribution is to synopsize articles on guidance in BI&A systems and to suggest five
research avenues.

Keywords: Guidance, Business Intelligence, Analytics, Literature Review

1 Introduction

Today’s organizations rely on Business Intelligence & Analytics (BI&A) to make smarter and faster
decisions (Trieu et al., 2022). BI&A refers to all “techniques, technologies, systems, practices, methods,
and applications that analyze critical business and market and make timely business decisions” (Chen et al.,
2012, p. 1166). BI&A helps companies make informed decisions by offering information about historic,
current, and future performance (e.g., in the form of future trends, expected demands, or customer behavior)
(Rikhardsson and Yigitbasioglu, 2018). As a result, the market size for BI&A software applications is
forecast to grow to more than 18 billion in 2025 (Vailshery, 2022). But to make use of large data amounts
and hence support decision-making, data must be analyzed, and this requires analytical and technical skills
on the part of humans (Lennerholt et al., 2021). Commonly, skilled users collect and analyze the data to
create reports on which less-skilled users can base their decisions on (Imhoff and White, 2011). However,
while the available data is growing exponentially simultaneously, the number of people with analytical and
technical skills is increasing only slowly (Awasthi and George, 2020). Thus, this skill gap puts pressure
on the labor market and increases the need for human resources with these skills (Agrawal et al., 2020)
while also forcing companies to think of alternative ways to empower their less-skilled workforce.
In particular, organizations have already begun to equip less-skilled users with self-service tools to enable
them in preparing and running their own analyses (Alpar and M. Schulz, 2016). Prominent examples refer
to tools like KNIME or Tableau (Michalczyk et al., 2020). KNIME supports interactive data analysis
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and enables the inclusion of various machine learning (ML) modules and methods, meanwhile Tableau’s
software, for instance, helps users create visualizations using drag-and-drop (Michalczyk et al., 2020).
However, recent research has highlighted several user-related challenges associated with self-service
capabilities, ranging from problems accessing and using the data to difficulties using the current tools to
even issues in interpreting the resulting outcomes due to users’ limited skills (Lennerholt et al., 2021).
One promising attempt to address these challenges could relate to the concept of guidance (Ceneda et al.,
2019). Guidance is a computer-assisted process that aims to actively resolve a skill gap encountered by
users (Ceneda et al., 2017). Hereby, guidance can assist users in “decision making, problem-solving, and
task execution during system use by providing suggestions and information” (Morana et al., 2017, p. 31).
In the past, several articles have examined the effects of deliberately including guidance features into
information systems and concluded that guidance can have positive effects, for instance, on decision
accuracy and speed (Shen et al., 2012). Research also recognized the need to consider BI&A systems that
offer guidance to support users in their underlying tasks (Michalczyk et al., 2020). For instance, Ceneda
et al. (2017) emphasized the need to guide users in the visual analysis process. Thus, BI&A systems
equipped with guidance capabilities can be found throughout the literature (e.g. Shi et al., 2021; Zschech
et al., 2020). However, no systematic literature review (SLR) is currently available that offers an overview
of such BI&A systems. Further, research is scattered and a structure could help to suggest avenues for
future research. On this basis, we present a state-of-the-art overview and identify future research avenues
following well-established methodological guidelines (e.g. Kitchenham and Charters, 2007; Webster
and Watson, 2002). Specifically, our analysis investigates the (1) BI&A phases these systems support,
characteristics that describe the guidance concept (i.e., (2) guidance degree and (3) guidance generation),
(4) targeted user roles, as well as (5) the interactivity form.
In this article, we analyze 82 articles that cover the design, implementation, or evaluation of guidance in
BI&A systems. We formulated the following research question: What is the state-of-the-art of guidance
in Business Intelligence & Analytics systems, and what are potential avenues for future research? In
the following, we describe the foundations of our article in section two. In section three, we discuss the
method of our SLR. We then present the results of our study in section four. In section five, we outline
future research avenues before concluding our article in section six.

2 Foundations

BI&A "encompasses a variety of technologies and methodologies that enable organizations to collect
data from internal and external sources, prepare it for analysis, develop and run queries against the
data, and create reports, dashboards, and data visualizations to make the results available to end-users"
(Rikhardsson and Yigitbasioglu, 2018, p. 3). Hereby, BI&A relies on various data collection, extraction,
and analysis technologies (Lim et al., 2013). Following literature (e.g. Chae and Olson, 2013; Chaudhuri
et al., 2011; Miloslavskaya and Tolstoy, 2016), there are four essential technological elements of BI&A
in organizations: (1) infrastructure (e.g., data warehouses or data lakes), (2) data management (e.g.,
integration of internal and external data), (3) analytical tools (e.g., support statistical analysis of data),
and (4) reporting tools (e.g., provide information to decision-makers). The fundamental purpose of these
solutions is to gather, process, and analyze data in order to improve decision-making (Chen et al., 2012).
An essential factor in the successful implementation of BI&A solutions is whether a system is capable
of supporting the skills of the targeted user roles (Lismont et al., 2019). Organizations typically face the
challenge of addressing different user roles with diverse skill levels for various analytical demands (Alpar
and M. Schulz, 2016). According to Michalczyk et al. (2020), there exists a spectrum of job roles involved
in different BI&A phases, each with a different combination of business, analytical, and technical skills.
For that, organizations have already begun to equip less-skilled users with self-service tools to enable
them in preparing and running their own analysis (Alpar and M. Schulz, 2016). However, recent research
has highlighted several user-related challenges associated with self-service capabilities, ranging from
problems in accessing and using the data (e.g., using correct data queries and making data sources easy to
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access) to difficulties using the current tools to even issues in interpreting the resulting outcomes due to
users’ limited skills (Lennerholt et al., 2021).
This is where guidance could make a difference. Specifically, the use of guidance can have a positive
impact on user system acceptance (Ye and Johnson, 1995), user satisfaction (Huguenard and Frolick,
2001), or effectiveness and efficiency of decision-making (Gregor and Benbasat, 1999; Shen et al., 2012;
Silver, 1991). In general, guidance refers to "the act or process of guiding" (Merriam-Webster, 2022) with
the aim to address a problem (Ceneda et al., 2017; Lexico, 2022). Moreover, research highlighted the
supportive nature of guidance in different contexts by means of interactivity (Smith and Mosier, 1986),
dynamic support (e.g., for data exploration), or suggestions of appropriate resources (e.g., human experts
or infrastructure) to conduct a respective task (H.-J. Schulz et al., 2013). Following Ceneda et al. (2017),
guidance refers to as a concept with the goal of providing support to users (e.g., when exploring data or
when finding the best visualizations for presenting data). Hereby, three guidance degrees are distinguished:
(1) orienting, (2) directing, and (3) prescribing. For instance, Tableau provides guidance to users in form
of several features. Specifically, imagine a user would like to visualize customer data in Tableau and
arrange it in a dashboard. To support that, Tableau provides guidance in form of several features. In the
following, we provide three examples in this regard. First, to load data, Tableau provides a process that
guides users through selecting and cleaning the data - this feature would correspond to the guidance
degree “prescribing” (i.e., establishing a set of actions or steps the user should take). Second, Tableau
allows users to use natural language to interact with data (directing: offer a ranking or preselection of
alternatives, which the user can inspect and select). Third, Tableau provides explanations in form of
tooltips when users hover over data within the visualizations (orienting: keeping the user oriented without
recommending actions). Following Ceneda et al. (2017), we define guidance as a concept that aims to
actively resolve a skill gap encountered by users during an BI&A task.

3 Research Method

Following the guidelines by Webster and Watson (2002) and Kitchenham and Charters (2007), we
conducted an SLR that consists of three stages: (1) plan, (2) conduct, and (3) report: (1) We identified
the need for an SLR and created a review protocol to evaluate it. (2) We executed database searches to
analyze relevant studies. (3) Lastly, we reported our results.

3.1 Derivation of the Search String

We developed our search string in several steps. We selected WebOfScience (WoS), IEEE Library, ACM
DL, and Scopus for our SLR as these databases are well established and used by scholars as reliable
sources for literature reviews (e.g. Bandara et al., 2015; Llave, 2017). An initial exploratory search was
conducted on WoS, IEEE library, ACM DL, Scopus and Google Scholar using the search term "Guidance
AND (Business Intelligence OR Analytics)". After reviewing the results in several iterations, the final
search string consisted of four parts: First, we extracted the foundational terms "Business Intelligence"
and "Analytics" from our research question. We also used a related term to "Business Intelligence",
namely "Decision Support Systems". Second, following Morana et al. (2017), we added two further
relevant terms, namely "explanations and "decision aids". In addition, we included the terms "assistance",
"recommendation", and "visual cue" to the search string, as suggested by (Ceneda et al., 2017). We
also inserted the term "self-service", following Alpar and M. Schulz (2016). Third, according to Gregor
and Benbasat (1999), the distinguishing feature of intelligent systems is "that they commonly contain a
knowledge component – a computerized version of human tacit and explicit knowledge. Such systems
are based on the basic elements of artificial intelligence" (Gregor and Benbasat, 1999, p. 498). For the
intelligence terms of the search string, we relied on two terms provided by Serban et al. (2013), systems
usingrule-based approaches, and machine learning. Rule-based approaches “apply rules defined by human
experts to suggest useful techniques” (Serban et al., 2013, 31:8) while systems using machine learning
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“automatically learn such rules from prior data analysis runs” (Serban et al., 2013, 31:8). Besides, we
added the term "knowledge-based" to the search string (Sulaiman et al., 2015). Further, we complemented
"machine learning", with the term "artificial intelligence", following Kühl et al. (2019). Fourth, for the
BI&A phases, we relied on the stages defined by Chapman et al. (2000). Therefore, we added "business
understanding", "data understanding", "data preparation", "data modeling", "model evaluation", and
"model deployment" including their relevant sub-phases to the search string. We also relied on the terms
"data wrangling" and "data integration" for our search string as they represent an important activity for
sharpening the data understanding and preparing the data for further analysis (Llave, 2018). As suggested
by Bani-Hani et al. (2019), we further added the terms "data visualization", "data consumption", and
"data interpretation" to the search string in order to cover activities regarding the visualization of data,
consumption of created solutions, and interpretation of information provided. Finally, we used boolean-
operators and wildcards to create the final search string:
(("Business Intelligence" OR "Analytics" OR "Decision Support System*") AND ("Guid*" OR "Explana-
tion*" OR "Decision Aid*" OR "Visual Cue*" OR "Self-Service" OR "Assistan*" OR "Recommendation*")
AND ("Expert System" OR "Rule-based" OR "Knowledge-based" OR "Machine Learning" OR "Artificial
Intelligence") AND ("Business Understanding" OR "Data Understanding" OR "Data Discovery" OR
"Data Exploration" OR "Data Preparation" OR "Data Cleaning" OR "Data Integration" OR "Data
Wrangling" OR "Data Selection" OR "Data Modeling" OR "Data Mining" OR "Model Evaluation" OR
"Model Deployment" OR "Data Visualization" OR "Data Interpretation" OR "Data Consumption")

3.2 Literature Search Process

We used the defined search string and found 275 studies for WoS, 490 for IEEE, 426 for ACM DL, and
1016 for Scopus (2207 in total). We have not limited our SLR by year or publication outlet to offer a
holistic overview. In the selection process, we manually excluded 1983 articles by carefully scanning
the title-, abstract-, and keyword-section and by applying the following selection criteria: We included
articles that covered the design, implementation, or evaluation of a BI&A system that offer guidance in at
least one of the BI&A phases. We further excluded articles that addressed a system that is fully automated
and thus has no options for the user to intervene, as suggested by Ceneda et al. (2017). On this basis, 224
articles were left. Following the same criteria for a full-text review, 61 relevant articles remained. Lastly,
we employed a forward and backward search and included another 21 studies (in total, 82).

Figure 1. Literature Search Process.
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3.3 Classification Process

We relied on the elements of system usage by Burton-Jones and Straub (2006) of (1) system, (2) task, and
(3) user to set up a solid basis for the classification of guidance in BI&A systems. Building onto this, for
the category of system, we inductively derived interactivity form. Specifically, we coded the interactivity
form used in the articles along with mouse and keyboard and natural language.

For the category of task, we deductively derived from existing literature (i.e. Bani-Hani et al., 2019;
Cao, 2017) in which BI&A phase the given article is offering guidance, namely data gathering, data
preparation, analytics, visualization and interpretation. Hereby, the BI&A phases represent an abstraction
of the underlying tasks (i.e., identify, prepare, visualize data) executed by the user.

For the category of user, we relied on user roles (deductively derived from existing literature). Specifically,
we relied on the user roles of business user, business analyst, data analyst, and data scientist from
Michalczyk et al. (2021b), which cover all user roles mentioned in the reviewed articles of this SLR.

Finally, we identified two categories for the concept of guidance, namely guidance degree and guidance
generation (both deductively derived from existing literature). In particular, we followed the recommenda-
tions from Ceneda et al. (2017) and relied on three different guidance degrees, namely orienting (keeping
the user oriented, without recommending actions), directing (offering a ranking or preselection of alterna-
tives), and prescribing (including actions or step-by-step instructions the user should take). Moreover, the
guidance provided was either generated top-down by human experts or were created bottom-up using
an ML approach. Therefore, we used the concepts top-down and bottom-up from Collins et al. (2018) to
classify the guidance generation.

In general, the studies were independently assigned by two researchers, and any discrepancy between the
two coders’ findings was discussed and resolved by consulting a third researcher (O’Connor and Joffe,
2020). For example, differences occurred in the user roles category, as the targeted roles were sometimes
not clearly defined in the respective article. We resolved this issue by examining which user terms were
specifically mentioned and how the tasks and skills of the given users were described in the article. Some
differences also occurred in the guidance degree category, as its description was sometimes abstract. We
solved these issues by considering the visual depictions contained in the articles in form of architectures
or graphical user interfaces. Finally, it should be noted that the classifications are not mutually exclusive,
since a given article might refer to multiple categories.

3.4 Overview of Meta-Information

The articles’ publication dates (see Figure 2, left) show that the first systems were published around
2006 and peaked in 2021 (24 systems). Most systems were published as research papers in conference
proceedings, followed by journal publications (see Figure 2, right). We additionally coded if the systems
were evaluated following a qualitative (62% of articles) or quantitative (11%) evaluation approach. We
found articles relying on interviews (e.g. Chatzimparmpas et al., 2022; Y. Wang et al., 2020) and case
studies (e.g. Bian et al., 2021; Islam et al., 2021). Only a scarce amount of quantitative evaluations were
conducted (Hu et al., 2018; Kretzer et al., 2015, e.g.).

4 Results

We created a concept matrix in the style suggested by Webster and Watson (2002). The complete concept
matrix can be found in the Appendix. The following sections provide a results overview and emphasize
the most prominent articles within each category.
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Figure 2. Cumulated Publications per Year (left) and Publication Types (right)

4.1 BI&A phases

In general, we categorized BI&A systems into five different phases according to Bani-Hani et al. (2019)
and Cao (2017): (1) data gathering (26%), (2) data preparation (16%), (3) analytics (50%), (4) visualization
(12%), and (5) interpretation (15%). These phases serve as a level of abstraction for the specific tasks
BI&A systems support.

BI&A phases Studies Description Tasks Example Articles

Data Gathering 21
Gain general insights for
further steps in the data
analysis process

Access data Spahn et al. (2008), Simud et al. (2020)
Identify data Cui et al. (2019), Ç. Demiralp et al. (2017)
Verify data quality Afzal et al. (2021), Kandel et al. (2012a)

Data Preparation 13
All activities to construct
the final dataset from
raw data

Prepare data Sulaiman and Gómez (2018), Mandamadiotis et al. (2021)
Clean data Bourcevet et al. (2019), A. Santos et al. (2019)
Adjust data Afzal et al. (2021), Krause et al. (2016)

Analytics 42
Enable an understanding
and discovery of actionable
insight into data

Descriptive analytics Cavallo and C. Demiralp (2019), Ç. Demiralp et al. (2017)
Apply analytics techniques Ferrettini et al. (2021), A. Santos et al. (2019)
Evaluate analytics results Kahng et al. (2018), A. X. Zhang et al. (2020)

Visualization 10
Visualizing and presenting
the data to increase knowledge
about the data

Create visualizations A. Wu et al. (2022), Joshi et al. (2020)
Create dashboards Kretzer et al. (2015)
Present insights Shi et al. (2021), Islam et al. (2021)

Interpretation 9
Covers usage of existing
reports, analysis, and systems
for decision-making

Decision-Making P. Xu et al. (2017), W. Wu et al. (2018)

Table 1. BI&A phases including tasks and example articles

4.1.1 Data Gathering

The main goal of this phase is to collect all relevant data and gain general insights about the data that
might be helpful for the further steps in the data analysis process (Hu et al., 2018). Specific tasks cover
data collection, data exploration, and verification of data quality (Cui et al., 2019). Good data quality is a
prerequisite for building efficient ML models or dashboards (Afzal et al., 2021). To study and improve
data quality, Kandel et al. (2012b) developed a system called Profiler that shows visualizations to help
identify data quality anomalies. In turn, Afzal et al. (2021) created a system that provides visual and textual
explanations to make it easier for users to explore and understand data issues flagged by the system during
data profiling. Moreover, we identified various articles that helped users quickly gain insights from large
datasets using data visualizations (e.g. Cui et al., 2019; Ç. Demiralp et al., 2017; Hu et al., 2018; Siddiqui
et al., 2018). Other systems were designed to support more specific tasks, such as exploring causal data
relationships (Xie et al., 2021), confirmatory analysis of datasets based on hypotheses (Koonchanok et al.,
2021), or studying relationships between variables in multi-dimensional datasets (Knittel et al., 2021).
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4.1.2 Data Preparation

Data preparation involves a series of processes that begin after ingesting raw, structured, and unstructured
data (Stodder, 2016). These processes focus on improving the quality and completeness of the data,
standardizing how the data is defined, consolidating the data, and finally transforming the data to make it
useful for reporting and analysis (Stodder, 2016). Sulaiman and Gómez (2018) relied on analysis paths of
expert users, defined as a sequence of data preparation steps, and recommended them to less-skilled users
using collaborative filtering. Spahn et al. (2008) developed an ontology browser with visual query creation
functionalities based on technical metadata. Further, Mandamadiotis et al. (2021) proposed to create SQL
queries using natural language input and provide recommendations to select from. Moreover, the steps
required to transform and prepare the data depend on whether the data will later be used to train ML
models or create dashboards, so data preparation is often an integral part of the data visualization tool or
done with Python (Li et al., 2021). Hereby, SeekAView represents a system that assists users in preparing
data for the training of ML models by creating subspaces from high-dimensional datasets (Krause et al.,
2016).

4.1.3 Analytics

This phase aims to enable an in-depth understanding and discovery of actionable insight into data.
The analytics phase consists of implicit and explicit analytics. Explicit analytics focuses on descriptive
analytics – typical analytics approaches consist of reporting, statistical analysis, alerting, and forecasting.
While the era of implicit analytics focuses on deep analytics – typical analytics approaches are predictive
modeling, optimization, prescriptive analytics, and actionable knowledge delivery (Cao, 2017). Key
issues refer to (1) the selection and application of analytics techniques as well as (2) the evaluation of
the outcomes (Das and Endert, 2020). Regarding the first key issue, we identified several articles that
provided support for clustering data, helping users to group similar items into distinct partitions using
visualizations (e.g. Cavallo and C. Demiralp, 2019; Garg et al., 2010; Kwon et al., 2018; Nauck et al.,
2006). INFUSE (Krause et al., 2014) is a visual analytics tool that helps users understand the influence of
the features used in their models and ranks them according to their predictive power. To support users in
the feature engineering process, Chatzimparmpas et al. (2022) proposed a visual analytics system that
offers multiple automatic feature selection methods. Moreover, several systems focus on automating the
process of ML model building as much as possible (A. Santos et al., 2019). For instance, Ferrettini et al.
(2021) recommended possible ML models based on the input data. Model selection is non-trivial: in
real-world use cases, many of the best-performing models may appear to match the user goals but often
exhibit nuances and tradeoffs (Sun et al., 2020). Bogl et al. (2013) provided business users with visual
guidance for model selection in time series data. In addition, DFSeer (Sun et al., 2020) is an interactive
visualization system for performing reliable model selection for demand forecasting based on products
with similar historical demand.
The second key issue includes evaluating the trained model, inspecting parameter settings, and exam-
ining the model fitness (Chapman et al., 2000). As complex ML systems become more prevalent, it is
increasingly difficult for users to understand the models or interpret the results obtained from the models
(Kahng et al., 2016). Without good models and the right tools to interpret them, data scientists risk making
decisions based on hidden biases and false generalizations (Hohman et al., 2019). We identified systems
covering the evaluation of deep neural networks (Kahng et al., 2018; Nauta et al., 2020; Y. Wang et al.,
2018; A. X. Zhang et al., 2020), random forests (Zhao et al., 2019), time series forecasting (Xie et al.,
2021), and uncertain graphs (Sharara et al., 2011). In addition, several articles addressed the evaluation
and comparison of classification results (N.-C. Chen et al., 2018; Gleicher et al., 2020; Krause et al.,
2017). Additionally, Cheng et al. (2021) and Gomez et al. (2021) provided users with counterfactual
explanations for ML models. Finally, Cabrera et al. (2019) developed a system that allows users to discover
intersectional bias of ML models.
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4.1.4 Visualization

The visualization phase involves visualizing the data and presenting the insights (Cao, 2017; Chapman
et al., 2000). This includes presenting insights and creating dashboards using visualizations (Bani-Hani
et al., 2019). MultiVision (A. Wu et al., 2022) supports users in creating analytical dashboards by
providing recommendations based on deep learning. A similar system is Table2Charts (Zhou et al., 2021)
which recommends possible visualizations based on patterns from data. In addition, Kretzer et al. (2015)
developed a system that recommends related reports to improve the reuse of existing reports for new
users. In turn, Calliope (Shi et al., 2021) assists users in creating visual data stories by suggesting visual
narratives that can be inserted into the data story.

4.1.5 Interpretation

Finally, the interpretation phase covers the usage of existing reports, analysis, and systems to address
decision-making tasks (Bani-Hani et al., 2019). For instance, Capelleveen et al. (2021) proposed a circular
supply chain management system using interactive visualizations. In turn, P. Xu et al. (2017) provided
visual diagnostics to assess assembly lines’ performance in smart factories. Finally, W. Wu et al. (2018)
focused on a visual analytics approach for the monitoring of equipment conditions in smart factories.

4.2 Guidance Degree

Ceneda et al. (2017) distinguished between three guidance degrees: (1) orienting (lowest degree, 63% of
articles), (2) directing (medium degree, 28%), and (3) prescribing (highest degree, 10%). These guidance
degrees offer a formal description for guidance in visual analytics and are based on van Wijk’s model of
visualization (J. v. Wijk, 2006).

Guidance
Degree

Description Studies Example Articles

Orienting System aims only at keeping the user oriented,
without recommending actions

54 Bogl et al. (2013), Hohman et al. (2020),
K. Xu et al. (2021)

Directing System leads users along tasks by offering a
ranking or preselection of alternatives

23 Kretzer et al. (2015), Shi et al. (2021),
Sulaiman and Gómez (2018)

Prescribing System establishes set of mandatory actions or
step-by-step instructions the user should take

8 Hu et al. (2018), A. Santos et al. (2019),
Zschech et al. (2020)

Table 2. Guidance Degree

Support for orienting is closely related to the goal of building and preserving a user’s mental map - like a
real map, it serves fundamental orienting tasks like path-finding, self-location, or exploration (Ceneda
et al., 2017). For instance, the system of Gomez et al. (2021) provides predominantly visualizations to
show metrics like bias, overfitting, and incorrect correlations. In addition, it relies on high contrast colors
to highlight positive and negative values (Gomez et al., 2021). Cabrera et al. (2019) further included
tooltips to provide more explanations. Directing approaches offer a ranking or preselection of alternatives,
which the user can inspect and select (Ceneda et al., 2017). MultiVision (A. Wu et al., 2022) and Calliope
(Shi et al., 2021) show a list of charts that the user can select and then use to visualize the data. Sulaiman
and Gómez (2018) provided data preparation recommendations that the user can follow and apply to
the data. While techniques that provide directions allow users to follow or ignore them, prescribing
guidance approaches purposefully limit user influence to traversing a fixed path of analysis. The system
Clustrophile 2 (Cavallo and C. Demiralp, 2019) guides users through the process of choosing clustering
parameters and assessing the quality of different clustering results. Zschech et al. (2020) guided users
through the process of selecting an ML model based on the problem description in natural language by
providing step-by-step instructions.
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4.3 Guidance Generation

As introduced before, we classified the guidance generation that the system relied on along two different
categories: (1) Top-down approaches generate guidance based on derived requirements and existing rules
(Sperrle et al., 2020), and (2) Bottom-up approaches generate guidance based on data (e.g., via ML
techniques) (Collins et al., 2018).

Guidance
Generation

Description Studies Example Articles

Top-down Generate guidance top-down
from requirements or exist-
ing rules

22 Afzal et al. (2021), Cui et al. (2019), Krause et al.
(2014)

Bottom-up Generate guidance bottom-
up from data or user input

62 Supervised (Feng et al., 2021; Michalczyk et al.,
2021a), unsupervised (Gomez et al., 2021; Krause
et al., 2017), reinforcement learning (Dabek and Ca-
ban, 2017; Shi et al., 2021)

Table 3. Guidance Generation

Most of the articles analyzed relied on bottom-up approaches (76% of studies), while only 27% on
top-down approaches. For instance, Afzal et al. (2021) used predefined visualizations and metrics to
assess the data quality of datasets, whereas Bian et al. (2021) trained a deep learning model to enable
the exploration of high dimensional datasets. We identified several systems relying on supervised (e.g.
Feng et al., 2021; Michalczyk et al., 2021a; X. Wang et al., 2022), unsupervised (e.g. Gomez et al., 2021;
Krause et al., 2017; Nauck et al., 2006), and reinforcement learning algorithms (e.g. Dabek and Caban,
2017; Shi et al., 2021; Tsai et al., 2015). Michalczyk et al. (2021a) guide buyers in the utilization of
several pretrained classifier to reduce the supply base. Nauck et al. (2006) relied on Bayesian networks to
support users in clustering unlabeled customer data. Shi et al. (2021) implemented a Monte Carlo tree
search to generate and recommend visual data stories based on data.

4.4 Interactivity Form

The majority of BI&A systems interact with the target users by mouse and keyboard (90% of studies).
Still, natural language interaction (10%) can be an additional interaction form.

Interactivity Form Description Studies Example Articles

Mouse and key-
board

Input with mouse and key-
board

74 Cavallo and C. Demiralp (2019), Hu et al.
(2018), Silva et al. (2021)

Natural language Input using natural language 8 ML model selection (Zschech et al., 2020),
querying data (Simud et al., 2020), and (3) data
visualization (Lee et al., 2021; Mandamadiotis
et al., 2021; Setlur et al., 2016)

Table 4. Interactivity Form

Natural language interfaces are gaining popularity due to their potential to democratize access to data
and insights by making the interaction with data more natural and accessible for a wide range of users
(Lee et al., 2021). In our SLR, we identified several systems that already offer natural language interaction
for (1) ML model selection (Zschech et al., 2020), (2) querying data (Simud et al., 2020), and (3) data
visualization (Lee et al., 2021; Mandamadiotis et al., 2021; Setlur et al., 2016). The system developed by
Zschech et al. (2020) is of particular interest as it offers natural language input where users can describe
their ML use case, including desired output, and the system recommends appropriate ML models.
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4.5 User Roles

BI&A systems can address diverse user roles. Michalczyk et al. (2021b) distinguished between four user
roles that were relevant for our classification: (1) business users (17% of articles), (2) business analysts
(33%), (3) data analysts (34%), and (4) data scientists (38%). According to Lismont et al. (2019), an
essential factor in the successful implementation of BI&A solutions is whether a system is capable of
supporting the skills of the targeted user roles.

User Roles Description Studies Example Articles

Business Users Business domain knowledge but
lack analytical skills

14 Feng et al. (2021), Islam et al. (2021),
W. Wu et al. (2018)

Business Analysts Business domain knowledge with
some analytical skills

27 Da Col et al. (2021), Joshi et al. (2020),
Kretzer et al. (2015)

Data Analysts Less domain knowledge but more
analytical skills

28 Cui et al. (2019), Ç. Demiralp et al.
(2017), Krause et al. (2016)

Data Scientist No specific domain knowledge but
strong analytical skills

31 Garg et al. (2010), Hohman et al. (2019),
Tu et al. (2021)

Table 5. User Roles

According to Michalczyk et al. (2021b), business users are composed of business domain knowledge
without the requirement of having analytical or technical skills. TiMoVA (Bogl et al., 2013) targets
business users in time series analysis model selection. Model selection in time series analysis is a
challenging task for business users as it demands a close combination of domain knowledge and human
judgment (Bogl et al., 2013). We further identified articles that developed systems that support business
users in decision-making tasks (e.g. Feng et al., 2021; Islam et al., 2021; A. Santos et al., 2019; Tsai et al.,
2015; W. Wu et al., 2018). Business analysts can be characterized as analytical business users, thus having
strong domain knowledge. They bridge the gap between business users and data analysts by translating
business problems into data projects (Saltz and Grady, 2017). For instance, Dashbot (Da Col et al., 2021)
and the system of Kretzer et al. (2015) supports business analysts in the creation of dashboards. Data
analysts have less domain understanding than business analysts but exhibit more analytical knowledge.
In order to generate insights based on data, this role requires statistical modeling techniques, including
business domain knowledge. For instance, DataSite (Cui et al., 2019) and Foresight (Ç. Demiralp et al.,
2017) support data analysts in data exploration. Finally, data scientists have no specific business domain
knowledge and focus on applying existing ML algorithms to data. In this SLR, we identified several
systems addressing the training or evaluation of ML models that targeted data scientists (e.g. Garg et al.,
2010; Hohman et al., 2019; Tu et al., 2021).

5 Suggestion of Future Research Avenues

In this section, we offer an overview of research avenues for investigating guidance in BI&A systems.
Our concept matrix illustrates what has been addressed in the articles reviewed. After quantifying the
state-of-the-art research, we derived what has not been addressed. For instance, our concept matrix
illustrates that only 17% of current BIA systems provide guidance for business user, which is the lowest
value for a targeted user role in our review – therefore we formulated the future research avenue to explore
guidance for business users when designing BIA systems. Following, we emphasize avenues for future
work and discuss potential solutions to address them.
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5.1 Designing BI&A systems for business users with limited analytical and
technical skills

Data has become increasingly strategic for most organizations, so it is no longer feasible for business users
to be experts only in their specific domain. In the long run, they need to become more analytically and
technically savvy (Gartner, 2016). This shift is often summarized under the term “data democratization”,
which refers to the act of opening organizational data to as many employees as possible (Awasthi and
George, 2020). Hence, data should be made available not only to analysts or data scientists but also to
non-technical or non-specialist employees like business users (Cornelissen, 2018). Currently, several
self-service tools exist to support this purpose at various BI&A phases (Cao, 2017). However there is still
a need to empower business users in these phases (Lismont et al., 2019), particularly due to their limited
skills (Lennerholt et al., 2021). Common obstacles remain in accessing and using data, using current
self-service tools, or interpreting the resulting outcomes (Lennerholt et al., 2018). Despite these obstacles,
our SLR illustrated that only 17% of current BI&A systems target the business user, which is the lowest
value for a targeted user role in our review. Thus, we would like to call the scholars’ attention to design
BI&A systems for business users, for instance, by starting design science research projects in this regard.
According to Gregor and Hevner (2013), design science research is specifically suitable to theoretically
derive how to design and optimize for particular complex and indecomposable problems in research and
practice. We argue therefore that design science research is one promising direction to investigate the
design of BI&A systems that consider guidance.

5.2 Designing user-adaptive BI&A systems

Moreover, most systems (i.e., 63%) provide the lowest guidance degree, orienting guidance. For instance,
systems concerned with evaluating ML models all rely on this guidance degree. This is not necessarily an
issue, as such complex tasks often require higher degrees of autonomy from the system. However, we see
a tradeoff looming between providing (1) a high guidance degree and limiting autonomy for savvy users,
for instance, by offering only little room for choice versus (2) a low guidance degree with more advanced
features, making the system less usable for less-skilled users. Especially commercial systems like Tableau
seem to have problems bridging this tradeoff. Still, we believe that supporting multiple guidance degrees
is a promising step towards empowering different user roles. It would allow the guidance degree to be
adapted to the individual user’s advancing skills. Specifically, as a starting point for future work, we
could imagine either the user providing feedback to the system or the system analyzing the user’s input
to adapt to the user’s skills. Hereby, the body of knowledge of adaptivity research from disciplines like
human-computer interaction could be made accessible for BI&A (Todi et al., 2021).

5.3 Studying the impact of natural language input on BI&A systems

There has been a steady growth in BI&A systems and interfaces to help users perform data analysis
with the aid of visualizations. However, interacting with these systems can be challenging and often
requires substantial user practice to become proficient (Setlur et al., 2016). Recent advances in natural
language processing and human-computer interaction, such as the Google Assistant, have demonstrated
this technology’s potential (Yin et al., 2019). Natural language interfaces have emerged as a new way of
interacting with data and performing analytics (Setlur et al., 2016). They are growing in popularity due
to their potential to make the interaction with data more natural and accessible for a broader range of
users (Lee et al., 2021). Hence, this approach seems promising because users may express their questions
more easily in natural language rather than translate them into system commands. However, since we only
identified 10% of papers using natural language interaction in this regard, we see merit for studying the
impact of natural language input on BI&A systems and thus a potential avenue for future research.
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5.4 Providing quantitative evaluations of BI&A systems

The results of our SLR showed that 62% of the BI&A systems relied on a qualitative user evaluation (e.g.,
interviews, case studies) and only 11% on a quantitative user evaluation (e.g., experiments). The impor-
tance of qualitative evaluations seems indisputable, and they are particularly well-suited for exploration
(Kaplan and Duchon, 1988). Nevertheless, we believe that it is necessary to quantitatively evaluate BI&A
systems as whole or their specific functions in order to understand their impact on users, for instance, by
relying on survey, performance, and/or behavioral data.

5.5 Need for an integrated guidance taxonomy

Taxonomies have a long history in the natural and social sciences and also play a central role in the
information systems discipline (Kundisch et al., 2021). Object classification helps researchers and prac-
titioners understand and analyze complex domains (Miller and Roth, 1994), and further contributes to
theory building by structuring and organizing the knowledge of a field, enabling the study of relationships
between concepts and the generation of hypotheses about those relationships (Nickerson et al., 2013).
However, given the growth of guidance literature in recent years from the fields of visual analytics (e.g.
Ceneda et al., 2017), self-service BI&A (e.g. Michalczyk et al., 2020), and information visualization (e.g.
Gleicher et al., 2020), we see a need to develop an integrated taxonomy of guidance characteristics. On
this basis, scholars and practitioners alike could draw on the guidance characteristics of the taxonomy to
design and evaluate their underlying information systems (Ceneda et al., 2020).

6 Conclusion

As current research lacks an overview of guidance in BI&A systems, we structured and analyzed existing
literature with three main contributions: First, we provided a state-of-the-art overview by conducting an
SLR and identifying 82 relevant articles. Second, we offered recommendations by formulating avenues
for future research to be well-directed. We are aware that our article also has limitations. Any bias in the
selection of the search string might result in a bias of the reviewed articles. To reduce this probability,
our SLR and search process were based on well-established methodological guidelines (e.g. Kitchenham
and Charters, 2007; Webster and Watson, 2002). All choices during the plan, conduct, and report stage
are made explicit. We hope that our SLR can serve as a reference to support the development of BI&A
systems that take into account guidance and the characteristics to be considered in this regard.
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[1] Abuzaid et al. (2021) X X X X X
[2] Afzal et al. (2021) X X X X X X X X X
[3] Amer-Yahia et al. (2021) X X X X X
[4] Bian et al. (2021) X X X X X
[5] Bogl et al. (2013) X X X X X
[6] Bourcevet et al. (2019) X X X X X X X X
[7] Cabrera et al. (2019) X X X X X
[8] Cavallo & Demiralp (2019) X X X X X
[9] Chatzimparmpas et al. (2022) X X X X X X
[10] Chen et al. (2018) X X X X X
[11] Cheng et al. (2021) X X X X X
[12] Collaris & van Wijk (2020) X X X X X
[13] Collaris & van Wijk (2022) X X X X X
[14] Cook et al. (2015) X X X X X
[15] Cui et al. (2019) X X X X X X
[16] Da Col et al. (2021) X X X X X X
[17] Dabek & Caban (2017) X X X X X
[18] Das & Endert (2020) X X X X X
[19] Demiralp et al. (2017) X X X X X X
[20] Feng et al. (2021) X X X X X
[21] Ferrettini et al. (2021) X X X X X X
[22] Garg et al. (2010) X X X X X X
[23] Gibert et al. (2010) X X X X X
[24] Gleicher et al. (2020) X X X X X
[25] Gomez et al. (2021) X X X X X
[26] Hohman et al. (2019) X X X X X
[27] Hohman et al. (2020) X X X X X
[28] Hu et al. (2018) X X X X X X X
[29] Islam et al. (2021) X X X X X
[30] Joshi et al.(2020) X X X X X X X X X
[31] Kahng et al. (2016) X X X X X
[32] Kahng et al. (2018) X X X X X
[33] Kahng et al. (2019) X X X X X X
[34] Kandel et al. (2012) X X X X X X
[35] Knittel et al. (2021) X X X X X
[36] Koonchanok et al. (2021) X X X X X X
[37] Krause et al. (2014) X X X X X
[38] Krause et al. (2016) X X X X X
[39] Krause et al. (2017) X X X X X
[40] Kretzer et al. (2015) X X X X X
[41] Kumar & Singh (2020) X X X X X X
[42] Kwon et al. (2018) X X X X X
[43] Langer & Meisen (2021) X X X X X
[44] Lee et al. (2021) X X X X X
[45] Lin et al. (2018) X X X X X
[46] Mandamadiotis et al. (2021) X X X X X X X
[47] Michalczyk et al. (2021) X X X X X
[48] Murugesan et al. (2019) X X X X X
[49] Nauck et al. (2006) X X X X X X
[50] Nauta et al. (2020) X X X X X
[51] Sacha et al. (2018) X X X X X
[52] Santos et al. (2018) X X X X X X
[53] Santos et al. (2019) X X X X X
[54] Setlur et al. (2016) X X X X X X
[55] Sharara et al. (2011) X X X X X
[56] Shi et al. (2021) X X X X X X
[57] Siddiqui et al. (2018) X X X X X X
[58] Silva et al. (2021) X X X X X
[59] Simud et al. (2020) X X X X X
[60] Spahn et al. (2008) X X X X X X X
[61] Sulaiman & G0mez (2018) X X X X X X
[62] Sun et al. (2020) X X X X X X X
[63] Tu et al. (2021) X X X X X
[64] Van Capelleveen et al. (2021) X X X X X
[65] Vartak et al. (2016) X X X X X
[66] Wang et al. (2018) X X X X X
[67] Wang et al. (2020) X X X X X
[68] Wang et al. (2021) X X X X X
[69] Wang et al. (2022) X X X X X
[70] Wongsuphasawat et al. (2016) X X X X X X
[71] Wu et al. (2018) X X X X X
[72] Wu et al.  (2022) X X X X X X
[73] Xie et al. (2021) X X X X X
[74] Xu et al. (2015) X X X X X
[75] Xu et al. (2017) X X X X X
[76] Xu et al. (2021) X X X X X
[77] Tsai et al. (2015) X X X X X
[78] Yin et al. (2019) X X X X X X
[79] Zhao et al. (2019) X X X X X
[80] Zhao et al. (2020) X X X X X
[81] Zhou et al. (2021) X X X X X
[82] Zschech et al. (2020) X X X X X X
Results [in %] 26 16 21 30 12 15 63 28 10 27 76 90 10 17 33 34 38

User RolesBI&A Phases Guidance 
Degree

Guidance 
Generation

Interactivity 
Form
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