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Abstract 

Virtual reality (VR) technologies have gained a steady increase in attention and use in organizations 

across various industries in recent years. A useful application scenario is VR training, enabling 

employees to immersively and interactively familiarize with or practice work processes in a safe space 

without the risk of physical harm or financial consequences for the organization. This research explores 

how tool representation alternatives in virtual reality training scenarios (VRTS) affect user experience 

and content transfer. In a two-stage research approach, a total of 20 participants are randomly assigned 

to one of two VRTS with different tool representation types and interviewed subsequently. The findings 

indicate that decisions regarding tool representation in VRTS should be based on tool-independent (e.g., 

the feeling of tool operation) and tool-dependent factors (e.g., tool complexity). 
  

Keywords: Virtual Reality Training, Tool Representation, Content Transfer, SME. 

1 Introduction 

The application and use of immersive virtual reality (VR) technologies is due to its experienceable and 

interactive character a promising response to organizational challenges that deal with the transfer of 

work practices (Bellalouna, 2020). In addition, the use of virtual reality (VR) indicated a positive impact 

on employee motivation (Pöhler and Teuteberg, 2021). Employees can familiarize with work processes 

in a safe space and the risk of physical harm and financial consequences through material and time 

savings are reduced for the organization (Schwarz et al., 2020).  

Nevertheless, the development and design of virtual reality training scenarios (VRTS) involve high 

effort for organizations, the richer the features they contain. These are related to a high level of 

programming effort involved in adapting the VR environment to practicable application scenarios. In 

addition, VR design approaches have not been widely standardized to date, which also results in high 

time and work efforts (Liagkou et al., 2019). Furthermore, there is a lack of availability of high-quality 

3D models on the web, but even if they were available, integrating and adapting them to VR still requires 

a lot of work (Downs et al., 2022). Scanning objects with 3D scanners is also not a viable solution. On 

the one hand, high-quality 3D scanners are particularly expensive and, on the other hand, the 3D scans 

created have to be laboriously post-processed and converted into the appropriate format in order to be 

able to use them in the VR environment (Jadhav et al., 2019). Especially for small and medium sized 

enterprises (SME), the effort associated with the development of immersive VRTS continue to be a 

barrier due to limited resources (Schwarz et al., 2020).  

Fortunately, the VR environment and its objects can be represented in different levels of detail (Tian et 

al., 2021). Nevertheless, when deciding on the representation level for VRTS, the organizational use-

case and the aim of the VRTS should be taken into account (Yildiz et al., 2019). VRTS consist for 

instance of mapping technical work processes in which different tools are used (e.g., maintenance or 
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assembly processes) (Bellalouna, 2020). Tools include all usable objects that allow the VR user to 

interact with and manipulate the VR environment and therefore enable the successful execution of work 

steps. The tool representation can thus simultaneously shape the users' interaction with the virtual 

environment. The representation of tools in VR is initially based on their nature and interaction in reality. 

Since VR tools offer a wide range of representation alternatives, their development can be associated 

with an increased workload and development effort. In this research, tool representation includes the 

tool dimensionality (2D, 3D) and the enrichment with appropriate feedback (auditive, visual, haptic). 

The comparison of 2D and 3D tool representation is based on the fact that, in contrast to the described 

effort of integrating 3D objects, 2D integration requires comparatively small effort. For 2D integration, 

an image file of the tool is sufficient.  

Huchler et al. (2022) emphasize that a correct tool operation and execution can be poorly represented in 

VRTS while work processes are good to convey (Huchler et al., 2022). If tool operation cannot be 

adequately conveyed by VR the question arises, whether tool representation trade-offs have the potential 

to reduce development effort of VRTS. Nevertheless, tools form a major part of the interaction in VRTS 

and are indispensable for the workflow and the design of the work steps. The aim of mapping tools in 

VR is to provide the user with a virtual training situation based on real world work processes. Tool 

representation in VR does not aim to teach tool operation, but to create an understanding of their use in 

the right place at the right time. For sustainable use and enjoyment of VRTS neither the user experience 

should suffer nor the content to be transferred should be misunderstood (Schwarz et al., 2020). VRTS 

serve to convey work processes and process-relevant information (Bellalouna, 2020). For this purpose, 

this research investigates how different tool representation alternatives are related to user experience 

and content transfer. The user experience in this research specifically refers to the user's interaction with 

the different tools and their representation. Content transfer is about the extent to which the user 

perceives and understands the depicted work process displayed in the VR.  

This research is driven by a practical interest in supporting VR developers and designers in weighing 

tool representation alternatives for VRTS, with particular attention to the development effort, by 

deciding in consideration of the user experience and the intended content transfer. The focus of this 

research is on what potential trade-offs can be made in tool representation in VR trainings to make them 

more accessible to SMEs by reducing development effort. Therefore, this research was embedded in a 

specific practical context, namely the crane assembly of industrial crane systems. In the virtual 

assembly, tools are required to be able to successfully perform the assembly steps. Against this 

background, this work addresses the following research question (RQ): 

RQ: How does tool representation relate to content transfer and user experience in VRTS? 

To answer the RQ this work is structured as follows: First, the theoretical foundation is outlined. Second, 

the research approach is presented. Third, the findings are described systematically. Fourth, the findings 

are discussed and implications for theory and practice are derived. Finally, the limitations of this 

research are highlighted and an outlook on future research is given. 

2 Theoretical Foundation  

This research aims to investigate tool representation alternatives in VRTS. Specifically, 2D and 3D 

representations of three different tools are compared that are enriched with different feedback types 

(auditive, visual, haptic). The VR environment is identical and 3D in both scenarios. It represents three 

work steps of an assembly process in which the tools are used to interact and manipulate the 

environment. By interacting and operating the tools, the user can execute and complete the 

corresponding work steps. VRTS are used to teach work processes and thus selected content, taking 

advantage of the potential of virtuality and work on the object (Pöhler and Teuteberg, 2021). The content 

and work steps must be mapped in a way that they are comprehensible to the user and that the VR use 

takes on a motivating character (Schwarz et al., 2020). Against this background, this research is 

embedded in existing research on feedback and interaction design in VR, object representation in virtual 

environments, and Virtual reality training scenarios. 
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2.1 Feedback and Interaction Design in VR 

As for all interactive systems, a large body of design guidelines, principles, heuristics, and best practices 

exists for VR applications. In recent years, these have been continuously expanded and adapted driven 

by new application scenarios that place new demands on the technology and the interaction with it 

(Krauß et al., 2021). The design of VR applications poses new challenges, but also potentials. 

Particularly, the use of head mounted displays (HMD) enables a different kind of interaction and thus 

offers room for new user experience guidelines with regard to the design (Vi et al., 2019). In addition, 

auditive, visual, and haptic feedback can be integrated to support content transfer within VR and 

increased the overall user engagement (Allcoat and von Mühlenen, 2018). The challenge in enriching 

VR content with different feedback types is that it needs to be actively coordinated. This means that the 

enrichment has to be implemented in a way that the user can perceive different types of feedback from 

one source at the same time (Sikström et al., 2016; Gibbs et al., 2022). Human perception occurs 

primarily through vision. For this reason, visual feedback is particularly relevant to VR design and can 

take different shapes: text- or image-based data can be displayed, visual effects as the (dis-)appearance 

of the content as a result of user-based actions, or a change of state by the user such as lights turning on 

and off. Zhang et al. (2005) show that visual and auditive feedback supported assembly work. The 

participants found the combination of both types of feedback most helpful (Zhang et al., 2005). Auditory 

feedback includes all sounds and signals that auditively enrich the VR experience. It encompasses 

spoken instructions for the VR scenario, signal tones for the successful completion of a task, the sounds 

made by a tool, or even incidental environmental sounds (Sikström et al., 2016). Haptic feedback 

appears as a response to the interaction with a system. Common VR controllers (here: HTC Vive Pro 

2.0) provide haptic feedback through vibration (Muender et al., 2022). Haptic feedback is used to make 

the VR experience more realistic (Gibbs et al., 2022). Muender et al. (2022) divide their haptic fidelity 

framework into three areas (sensing, hardware, and software) and show that haptic feedback not only 

refers to the controller’s vibrations but also to the user’s handling experience when holding the 

controller. These include the surface structure, the size, and also the controller’s weight (Gibbs et al., 

2022).  

Frequently, VR interaction design pursues the objective of making interactions as natural and realistic 

as possible to increase user performance and usability (Bowman et al., 2012). McMahan et al. (2012) 

investigated to what extent less natural interactions (semi-natural) or even interactions that are not 

natural at all (non-natural) in VR affect user performance and usability. They developed the “Framework 

for Interaction Fidelity (FIFA), which can be used to assess the degree of interaction fidelity provided 

by a technique compared to a real-world action” (McMahan et al., 2016, p. 59). Interaction fidelity is 

“the objective degree of exactness with which real world actions are reproduced in an interactive 

system” (McMahan et al., 2016, p. 59). McMahan et al. (2016) gained insights into FIFA application in 

different case studies: First, they showed that high interaction fidelity is generally associated with high 

usability and increased user performance. Second, however, low interaction fidelity performed better 

overall than mid interaction fidelity. According to this, the relationship between interaction fidelity and 

usability, and user performance follows an U-shaped pattern. They mention familiarity with known real-

actions and interfaces as a possible reason for this. Nevertheless, VR experiences with mid interaction 

fidelity correspond to reality in many cases, as developers have to make allowances for limited technical 

and financial resources. McMahan et al. (2016) therefore suggest that VR designers and developers 

should draw on natural actions from reality and familiar user interfaces from other computer interfaces 

for the design of interaction within VR to leverage the user experience of familiarity. 

2.2 Object Representation in Virtual Environments 

In virtual environments objects can be represented in 2D or 3D (Tian et al., 2021). Research has shown 

that hybrid designs are suitable not only in terms of cost-benefit (Kraus et al., 2020) but also for broader 

context- and task-dependent purposes (Hepperle et al., 2019). In some cases, 2D designs proved to 

provide a better overview, while 3D designs were more fun and encouraging to use. Furthermore, for 
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easy-to-learn content, visualization in 2D led to better results, while for overall comprehension, a 

combination of 2D and 3D representations performed better (Hepperle et al., 2019). However, this 

research was related to the design of a VR interface. Overall, previous research is predominantly not 

related to the comparison of 2D and 3D representations within VR but to the comparison of 3D VR with 

2D desktop visualization in different contexts e.g., gaming (Roettl and Terlutter, 2018), learning (Fussan 

and Hanesova, 2020; Greuter et al., 2021; Johnson‐Glenberg et al., 2021), and rehabilitation (Slobounov 

et al., 2015; Lledó et al., 2016; Bilgin et al., 2019). Several findings emerge from these comparisons, 

although their transferability to representation alternatives within VR cannot be certainly assumed: 

Reottl and Terlutter (2018) demonstrated that representations in 3D VR led to a higher cognitive load 

on the user by providing a higher level of presence and increased depth perception. This in turn led to 

faster eye exhaustion and dizziness. Furthermore, users did not evaluate the video game as less attractive 

than the 3D or VR version (Roettl and Terlutter, 2018). In the context of learning, Fussan and Hanesova 

(2020) determined that the transfer of learning content with the help of 3D VR turned out better than the 

transfer through 2D representations. According to the authors, the results are not representative, as 

learning success was measured by final grade statistics and the results were influenced by the users’ 

prior VR experience, as this had a significant impact on how much learners could focus on the VR 

content (Fussan and Hanesova, 2020). Greuter et al. (2021) investigated whether students could detect 

aneurysms faster using 3D VR than 2D image desktop representations and found that the time to 

detection was shorter in the 3D VR representation. The 3D representation in VR significantly supported 

spatial orientation and perception, making it easier for the students to recognize the aneurysm (Greuter 

et al., 2021). Johnson-Glenberg (2021) investigated whether the learning effect within a 3D VR is more 

pronounced than with a 2D desktop representation. The results showed that the 3D VR produced better 

learning outcomes through embodiment, presence, and engagement. They attributed the low learning 

outcomes in the 2D representation to a lack of interaction with the content and low actionability. Users' 

expectations of being able to interact with the content were disappointed, which negatively impacted 

learning success (Johnson‐Glenberg et al., 2021). In the rehabilitation context, Bilgin et al. (2019) 

investigated the differences in the effect of 2D desktop representations and immersive 3D VR 

representations on emotional arousal and relaxation. They were able to demonstrate a greater effect on 

emotions by the immersive 3D VR application (Bilgin et al., 2019). Slobounov et al. (2015) investigated 

the effects of immersive 3D VR representations and less immersive 2D VR environments on brain 

function and behaviour. They found that immersive 3D representations induced a higher sense of 

presence and users exhibited better spatial navigation. Overall, immersive 3D VR required increased 

sensory and brain resources for cognitive and motor control (Slobounov et al., 2015).  

The focus of prior research has been on either comparing 2D desktop visualizations versus immersive 

3D VR visualizations. There is limited research directly comparing design alternatives (2D vs. 3D) 

within immersive VR. In addition, existing comparisons likewise refer to the richness of the entire VR 

environment design rather than the design of individual objects. While existing research shows similar 

trends such as better spatial orientation, higher cognitive load, a higher sense of presence, and higher 

learning success for knowledge that can be gained through interaction and manipulation of the content 

in immersive 3D VR, these show different trends in their expression in different application domains. 

2.3 VR Training Scenarios 

The application and use of VRTS in various domains has become widespread in recent years due to their 

“unique potential to foster human cognitive functions (that is, the ability to acquire and process 

information, focus attention, and perform tasks)” (Torro et al., 2021, p. 48-49). The opportunity to 

experience a wide variety of work processes in a particularly immersive and interactive way, 

independent of space and time, is of interest to organizations in a wide range of fields (Torro et al., 

2021). Employees can familiarize with work processes in a realistic and interactive way in a safe space, 

carry out initial work steps, experience dangerous situations, and thus prepare themselves for real-life 

practice and gain self-confidence (Xie et al., 2021). In this way, familiarization times can be reduced in 

the best case and there is no material wear on the organizational side (Schwarz et al., 2020; de Freitas et 
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al., 2022). In addition, the use of VRTS has a lightweight gaming character, which makes the experience 

interesting and offers a motivating and valuable digital experience away from daily work routines. If 

VRTS offer a multi-user mode, there is the possibility of virtual social interaction and collaboration, 

which supports knowledge transfer and collaboration (Weigel, Sauter, et al., 2021; Weigel, Zeuge, et 

al., 2021). Nevertheless, although VRTS have become more affordable over the years, SMEs still face 

challenges as the lack of internal competencies to successfully set up a VR and integrate it into existing 

work processes. In addition, VR content must be developed specifically for the organization's 

requirements and at a low level so that the use of VRTS is economical (Bellalouna, 2020). 

However, opinions differ on the design of VRTS. Although they all pursue similar goals, namely to 

guide the user through the VRTS in a user-friendly, motivating way and to make the content transfer as 

successful as possible, the design recommendations differ. This may be related, among other things, to 

the fact that different goals are pursued, where the underlying real-world work practices vary in richness 

and complexity, and the intended content transfer differs. VRTS developed so far contained in many 

cases fixed task sequences. That means, at the same time, there is little or no room for the user to solve 

tasks in different ways or to try out their own solution ideas (Schwarz et al., 2020; Heinlein et al., 2021). 

The acquisition of skills and experiential knowledge in fixed predefined VR scenarios is restricted or 

not possible at all (Ragan et al., 2015; Xie et al., 2021). For design, this means that the focus seems to 

be on the content of the VRTS and how it motivates, engages, and thus delivers an overall user-friendly 

VR experience while familiarizing the user with work processes (de Oliveira et al., 2020; Torro et al., 

2021; Huchler et al., 2022).  

3 Research Approach 

This research followed an explorative qualitative approach since the aim was to investigate tool 

representation alternatives and their impact on the user experience and the content transfer in VRTS. To 

answer the RQ (“How does tool representation relate to content transfer and user experience in 

VRTS?”) a two-step methodological approach with a total of 20 participants was applied. All 

participants first undergo one of two VRTS in which exclusively the tools and their associated feedback 

were designed differently (c.f., Table 1). Each participant was recorded via screen recording during the 

VR use. Afterwards, a semi-structured interview was conducted. The interviews started by reviewing 

and reflecting the recording. This two-stage approach was chosen to address a known shortcoming of 

interviews: When the interview is conducted separately from the application being tested, participants 

have difficulty recalling perceptions, specific content, and experience with the system. Thus, when 

participants talk about the experience or their perceptions, they talk about what they can remember. The 

interview took place immediately after the VR experience so the time gap between the VR use and the 

interview was as small as possible. This was to ensure that the VR use is as present as possible in the 

participants' minds to obtain interview data that is as close as possible to what they experienced (Lazar 

et al., 2017). Additionally, the recording allowed to reflect on the VR use and to connect the actual 

behaviour and the user’s perception during data analysis (Miller and Crabtree, 1999). 

3.1 Experimental Set-up 

First, the participants are introduced to the VRTS in terms of content and technology. Then, the method 

of between-subjects design is followed (Charness et al., 2012). 10 participants go through VRTS 1 and 

the other 10 participants go through VRTS 2 both depicting three successive work steps of a crane 

assembly: measuring the edge distance (1), drill a test hole (2), and unpack the crane parts (3). For the 

work steps mentioned a laser distance meter (1), a drill (2), and a cutter knife (3) are required. The three 

work steps represent realistic sub-steps of a real crane assembly work process, follow a specific goal, 

and have to be executed in a predefined order. The two VRTS differ in the tool representation (c.f., 

Table 1 and Figure 1). In scenario 1, the tools are embedded in 3D, while in scenario 2 the tools are 

embedded in 2D .png files.  
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Figure 1.  Tool representation 2D (top) vs. 3D (below). 

Within scenario 1 the user receives visual, auditive, and haptic feedback. In scenario 2 the user receives 

visual feedback (c.f., Table 1). Both scenarios are similar immersive 3D VR environments ensuring that 

the user’s focus is on the tool representation and its associated feedback. The VR user perceives the VR 

environment through the eyes of an avatar and the controllers are represented by the abstraction of 

human hands. The three steps took an average of eight minutes to complete.  

Scenario – Tool 

representation 
Work step Feedback Feedback description 

1 - 3D 

(1) 

 

visual 

 

market spot on the floor 

dynamic target on the wall 

laser beam on the target during execution 

target on the wall disappears when the task is successfully 

done 

auditive sound when the task is successfully completed 

haptic slight vibration during the measuring process 

(2) 

visual 

 

market spot on the floor 

snap-in function between drill and hole 

drilling depth is displayed dynamically 

dust formation during drilling 

spot on the floor disappears when task is successfully done 

auditive 
drilling sounds 

sound when the task is successfully completed 

haptic strong vibration during drilling 

(3) 

visual 
marking on the packaging 

package disappears when task is successfully done 

auditive 
cutting sounds 

sound when task is successfully completed 

haptic slight vibration when cutting the package 

2 - 2D 

(1) visual 

market spot on the floor 

static target on the wall 

UI appears when task is successfully completed 

(2) visual 
market spot on the floor 

hole appears when task is successfully completed 

(3) visual package disappears when task is successfully completed 

Table 1. VR work steps with associated feedback. 
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3.2 Interview Design  

Participants were interviewed based on a semi-structured interview guideline with open-ended 

questions. The interviews lasted an average about 16 minutes. They were recorded to transcribe and 

analyse them later. Semi-structured interviews are particularly well suited to obtaining the richest 

possible responses and, if necessary, being able to elaborate on them by responding flexibly to 

participants' answers. To avoid typical pitfalls of qualitative semi-structured interviews, Sarker’s guide 

for qualitative research was followed (Sarker et al., 2013). Thus, the first version of the interview guide 

was evaluated based on two VR sessions (scenario 1 and 2) and two pilot interviews. On this basis, 

minor adjustments could be made to the interview guideline, through which the questions were again 

specified. In addition, the recording of the participant’s VR view during the VR use was taken as a basis 

to reflect the work steps and to make the experienced repeatedly present. The interview guideline is 

divided into four categories: 1) introductory questions about age, profession, position, and VR 

experience; 2) control questions on content and understanding of the VRTS; 3) questions on content 

transfer through the VRTS; and 4) on tool use perception and feedback. Categories 2 - 4 were developed 

based on the theoretical foundations on interaction and feedback in VR, VRTS and the representation 

of objects in VR. Category 2 includes 5 questions, category 3 includes a total of 9 questions, and category 

4 includes 8 questions. Sample questions from category 2 include "Please briefly describe in your own 

words what you just experienced." and "In your estimation, what is the aim of the VR scenario?". For 

the content transfer from category 3, for instance, the questions "Which tools did you use for the 

individual work steps?" and "To what extent were you able to determine whether you performed the 

work steps correctly?". To examine perception and feedback of the mapped content, questions in 

category 4 include questions like, "How did you perceive control over the tools during use?" and "Please 

describe differences in your use of the three tools." posed. Following the pilot interviews, a total of five 

interview questions were supplemented. For instance, the added question “Where would you place the 

performed work steps in the overall assembly process?” allowed a deeper insight into the understanding 

of the VR scenario context. In addition, the questions “Did you get the feeling that the tool followed 

your natural movements?” and “Did you already know the tools from reality, or have you already used 

them?” provided a deeper insight into the perception of tool use and the context of prior knowledge. 

3.3 Participant Selection 

In total, data was collected from 20 participants with a variety of professional backgrounds. This aims 

to ensure that both participants with different prior technical knowledge and existing or missing 

reference to crane assembly were considered. To obtain the most diverse perspectives possible, German 

participants were selected from a variety of professional backgrounds. Participants were randomly 

assigned to the groups (scenario 1 vs. scenario 2). Overall, 65% of participants were male and 35% were 

female. The average age was 29,6 (SD = 9,4) and participants had an average of 4 times of VR 

experience (c.f., Table 2). Times defines the number of times an immersive VR application was used. 
Scenario – Tool 

Representation 

Participant Gender Age 

(years) 

Profession VR Experience 

(times) 

1 - 3D 

1 - 1 f 22 Finance 0 

1 - 2 f 29 Product Management 0 

1 - 3 m 26 Controlling 1 

1 - 4 m 27 Engineering 0 

1 - 5 f 30 Sales 0 

1 - 6 m 28 Marketing 0 

1 - 7 f 27 Sales 0 

1 - 8 m 30 IT Administration 16 

1 - 9 m 31 Order Management 4 

1 - 10 m 28 Human Resources 5 
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2 - 2D 

2 - 1 f 22 Student 0 

2 - 2 m 28 Research 20 

2 - 3 m 26 Research 0 

2 - 4 m 57 Engineering 1 

2 - 5 f 53 Administration 0 

2 - 6 m 23 Student 0 

2 - 7 f 23 Student 0 

2 - 8 m 20 IT Administration 25 

2 - 9 m 34 IT Administration 6 

2 - 10 m 27 Purchases 5 

Table 2. Participant overview. 

3.4 Data Analysis  

After the interviews were conducted and transcribed they were analysed using MAXQDA software. 

Therefore, Grounded Theory methods were used (Corbin and Strauss, 2014). In the first step, open 

coding was applied to break the interview data into specific parts (e.g., ‘status of workstep unclear’, 

‘perceived tool dimension’, ‘sequence of tasks’). In the second step, axial coding was used to draw 

connections between the specific parts and organize them into categories (e.g., ‘status of work steps’, 

‘content understanding’, ‘tool handling’). In the last step, the categories were brought together with four 

overarching categories (‘tool-dependent factors’, ‘tool-independent factors’, ‘tool complexity’, and ‘tool 

familiarity’) by following selective coding. These represent the core categories for answering the RQ. 

The coding procedure is explained by an example code path: Participants of both scenarios explained 

how they recognized the status of work steps within VR or what information they missed in this regard: 

“So, with the laser I got a distance on the display, so that was done for me.” (Interviewee 1 - 4) 

“With the laser, however, […] I would have expected that from the point where I measure the distance 

to the wall, that a laser is somehow displayed to me, which somehow shows the distance […] or that I 

get certain feedback that I am measuring the distance.” (Interviewee 2 – 2) 

Scenario 1 and 2 included work steps the participants could recognize the status based on the VR 

representation but also work steps they could not. Here, the codes 'status of work steps unclear' were 

created for interview excerpt 2-2 and 'end of the work step clear' for interview excerpt 1-4 (open coding). 

These codes were combined scenario specific into the code 'status of work steps' (axial coding). Along 

with the axial codes 'tool-handling' and 'successful task execution', these codes were combined in the 

code 'tool-independent factors' (selective coding).  

4 Findings 

The findings are grouped in tool-independent factors and tool-dependent factors. The tool-independent 

factors include the feeling of tool operation (on/off), the feeling of actually having the tool in hand, the 

start and completion of the task to be performed with the tool, and the feedback on the successful 

execution of the task (right/wrong). Tool-operation and tool-handling are tool-independent factors, since 

tool-operation is not about the concrete operation of the tool and tool-handling is not about the concrete 

handling experience. Tool-operation is about whether the operation can be perceived by the user, while 

tool-handling is about the visualization of the tool in the context of the user's virtual hand. In scenario 

2, all participants stated they did not perceive the actual tool operation. Thus, they did not feel they were 

operating a tool and therefore actively performing the work step. They predominantly stated they lacked 

understanding of the task as a result. In contrast, in scenario 1 they were able to perceive the tool 

operation through the feedback during tool use. For instance, they saw that the target filled up when they 

operated the laser and that dust was created when they drilled. 
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“Yes, the laser, for instance, also emitted a laser beam when it was used, the drill moved and dust was 

stirred up. Therefore, it was relatively easy to see that the tools were operating.” (Interviewee 1 – 6) 

“Otherwise, I expected a bit more feedback. So that you just know it worked now.” (Interviewee 2 – 9) 

Additionally, participants repeatedly described the feeling of tool handling. Participants of scenario 1 

stated they had a good sense of tool control because the tools were visualized in their hand. They 

indicated that this gave them the embodied feeling of really having the tool in their hand. The tools also 

follow their natural movements (e.g., tilt and rotation). Participants in scenario 2, in turn, explained that 

the schematic representation of the tool did not make them feel that it was a part of them. The handling 

experience was thus not real, which led them to describe it as unintuitive. They also stated the tool did 

not follow their natural movements and seemed rather static. This also had an impact on their own 

movements, which also became static. 

“But I already had the feeling that I really had the tools in my hand.” (Interviewee 1 – 10) 

“Using the tools feels like you're really doing it. It's not very abstract I would say.” (Interviewee 1 – 8) 

“I just lacked direct contact with the tool. There is no feeling.” (Interviewee 2 – 4) 

“So that's just difficult because you don't have to make the normal movements. You saw the tool in front 

of your hand, but the problem was you didn't really have it in your hand.” (Interviewee 2 - 2) 

A decisive difference between the two scenarios was revealed in the participants' perception of the start 

and completion of the work steps. While in scenario 1 participants easily recognized the status through 

the feedback types, in scenario 2 they perceive the status inadequately. In scenario 2, the participants 

perceived only the unpacked crane parts as a completed work step, since this was clearly recognizable 

by the visual feedback. Understanding about the start and end of a work step gave the participants an 

aid to orientation. In scenario 2, this orientation was missing, which ultimately led to the participants 

being confused. 

“When cutting, a line was marked where I could orientate on. Or, for instance, when I was measuring, 

the green circle was running. I was able to orientate a bit on that.” (Interviewee 1 – 1) 

“I did not know when I have executed which work step. The only place where that was the case was with 

the package, when I tapped on the package with the cutter knife, it opened, so it was clear to me that I 

opened it. But with the other two work steps, measuring and drilling, it was not clear to me: Has the 

work now been carried out or where am I? So, I didn't know the status.” (Interviewee 2 – 4) 

In addition, the representation in scenario 2 did not make it apparent to the participants whether they 

had performed the task correctly or completely. They stated that they could not see any result of their 

work and whether they executed the task successful or correctly. For example, when drilling, they could 

not perceive any change in the floor. This was also a reason why they did not know when the task was 

actually finished. 

“Yes, so what was missing was that it works. That you also achieve a result somehow, i.e., in the stone, 

that the drill spins at some point or so that it simply no longer continues.” (Interviewee 2 – 3) 

“But with the drill, I didn't really see any change on the ground, whether it was successful or not, I 

couldn't recognize that.” (Interviewee 2 – 6) 

The findings indicated that even within the two scenarios, feedback was only partially perceived. In 

scenario 1, there was a clear focus on visual feedback. Auditive and haptic feedback were only perceived 

by two participants. Scenario 2, on the other hand, indicated that even the perception of visual feedback 

was not perceived at each work step. 

“Haptic feedback not at all. Auditive feedback neither, I didn’t hear anything there either. Actually, 

purely visual feedback.” (Interviewee 1 – 6) 

“I perceived the drill haptically, i.e., it vibrated. The measuring device I actually only perceived visually, 

and the cutter knife I had also only perceived visual feedback.” (Interviewee 1 – 10) 

“No feedback at all. Or, at the cutter, when the box was then gone. […] There was also no vibration on 

the controller or sound on the ears or anything.” (Interviewee 2 – 7) 

“By seeing the product afterwards, the unpacked crane, that it was measured on the screen or the drilled 

hole, which was then in the ground.” (Interviewee 2 – 1) 



Tool Representation in VR Training 

Thirty-first European Conference on Information Systems (ECIS 2023), Kristiansand, Norway 10 

The tool-dependent factors include the tool complexity and the user’s tool familiarity. The tool 

complexity can be described by the number of its functions and application options. The tool familiarity 

describes how familiar the user with the tool functions and its application options is, whether it is known 

from reality, and how regularly it already has been used.  

The participants of both scenarios were asked whether a rich tool design would be equally important for 

all tools. They responded they would differentiate between tools and explained that they would orient 

towards real functionalities and real operation and would therefore integrate more feedback for the drill 

than for the laser. For the participants, the necessary feedback is significantly related to the fact that the 

user must understand what a tool does and for what it is used. With the laser, they stated that it would 

not be difficult to understand due to its limited number of functionalities, while the drill has a larger 

number of functionalities and also application areas. 

“Well, the laser fits, but in reality, you also just press a button and the thing is ready. With the drill, you 

have a bit more resistance behind it. It depends a bit more on your fine motor skills. I mean, I just had 

to press a button. That's not quite as good. And the cutter knife is a little bit easier to show with the 

remote controls. That actually fits relatively well. The worst is actually the drill.” (Interviewee 1 – 3) 

“I would differentiate. Of course, you could also spin it so far that you say you are at some point at 

which you use a tool for several tasks, but for this, you have to set different functions, for example, 

change the drill from percussion drilling to normal drilling. To have this as haptic feedback that you 

have changed now. I think that would be very helpful to learn that you have just pressed the switch and 

that it feels different accordingly. With tools in general to differentiate would be better and not just 

always have the same vibration when you cut something with the cutter knife or work with the drill. 

(Interviewee 1 – 4) 

Participants of scenario 2 stated that feedback would be helpful to gain a more realistic feeling of tool 

use, but that they believed it was not necessary for the transfer of process steps. They stated that the 2D 

tool representation without feedback would be sufficient for a basic understanding of the work steps. 

However, they prefer a more realistic representation of the tools, which does not necessarily have to be 

3D, but better depicts the handling and interaction experience with the tools. 

“I think for the normal process understanding even a 2D representation is enough. But I have to say 

that I think it's better that you try to adapt this from reality, that you really have the tools as tools and 

not as an image. Also in a certain learning aspect or if you relate to it. But if the goal is only to 

understand the process and not to go further somehow behind it, I think a 2D representation is also 

enough.” (Interviewee 2 – 2) 

“With the cutter, if you then notice you somehow have something like a resistance or something or the 

controller vibrates a bit, you might hear a noise, that would of course be nice and would make things 

more realistic, the question is whether you really need that for the goal you are pursuing with it.” 

(Interviewee 2 – 7) 

5 Discussion 

This research explores how tool design is related to user experience and content transfer in VRTS. The 

aim of this research was therefore to gain insights into how VRTS can be designed efficiently by 

focusing on tool design decisions that are aligned with the intended content transfer objective without 

compromising on the user experience. To address the RQ (How does tool representation relate to 

content transfer and user experience in VRTS?) a two-step research approach with 20 participants was 

followed which involves experiencing assembly work steps in VR followed by a semi-structured 

interview.  

The findings reveal that factors affecting the transfer of content through and the user experience of VR 

use can be divided into tool-independent (tool operation, status of the work step, tool handling, and 

successful execution) and tool-dependent factors (tool complexity and user’s tool familiarity) (c.f., 

Figure 2). The tool-independent factors are primarily related to content transfer, while the tool-

dependent factors are primarily related to user experience. Nevertheless, the transitions are fluid and 

there is a continuous interaction between the user experience and the content transfer.  
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The tool-independent factors are largely related to the user's understanding of the VR training content 

in terms of tasks and workflow. This means that the user must receive information about the status of 

the tool (on/off), the status of the task (start/end), and the successful and correct execution of the task in 

order to understand and comprehend the VR content. It has been observed according to Zhang et al. 

(2005) that this information is conveyed primarily via visual and auditive feedback, with visual feedback 

being perceived primarily by the majority of participants. The visual feedback should be clear enough 

to allow the user to draw conclusions about the information mentioned (e.g. the formation of dust or the 

disappearance of a package). In order to convey the action of the drill, for instance, auditive feedback 

in the form of drilling sounds can be added (Sikström et al., 2016). The feedback mechanisms used 

depend on the nature of the tools in reality. The aim is not primarly to make the tool interaction as 

realistic as possible, but to clearly convey the above information through well-selected feedback. 

 

Figure 2. Tool-independent and tool-dependent factors. 

The design of tools is also about the question of interaction design. Tools are usable objects whose use 

allows a change or manipulation of the VR environment and are necessary for the fulfilment of tasks 

within VRTS. McMahan et al. (2016) suggested to draw on natural actions from reality for the design 

of interaction within VR to leverage the user experience of familiarity. Appropriately, the findings show 

that it is important for the feeling of control and operation of the tools in VR that the tool is visualized 

within the virtual hand, regardless of its dimension. In scenario 2, the tool was displayed at a distance 

from the hand and also did not follow the tilt and rotation of the participants' hands, which the 

participants found disturbing. Not only did they themselves describe the VR experience as static, but 

they also began to move in a particularly static manner. It follows that the visualization of the tools 

should be in the virtual hands and that the tool should follow the natural hand movements to avoid 

disturbing the understanding of the content and the user experience at the same time. 

Previous research showed that the use of immersive and interactive VR led to higher learning outcomes 

than 2D desktop representations due to its actionability and interactivity (Johnson‐Glenberg et al., 2021). 

The results also show that the tools should encourage interaction and use. Regardless of how they are 

designed, they should suggest to the user that they can be used and that they help to accomplish the task. 

This is accompanied by a feeling of control over the tool, which the participants from scenario 1 

described as good, while the participants from scenario 2 communicated an insufficient feeling of 

control. It can therefore be assumed that a sufficiently visualized feeling of tool handling goes hand in 

hand with an affording design of the tools. In this way, user confusion is avoided by giving the user a 

higher sense of control over the interaction with the tool (McMahan et al., 2016).  

The tool-dependent factors include tool complexity and the user's tool familiarity. Huchler et al. (2022) 

argue that the design of VRTS depends on the underlying real-world work practices that vary in richness 

and complexity. Similarly, this argument can also be applied to the specific representation of tools in 
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VR, since tools in reality also vary in complexity and application options. The findings show that 

decisions regarding tool representation should be guided by tool complexity in order to reduce 

development effort. For more complex tools, 3D representations should be chosen because they provide 

a better understanding and experience than schematic 2D representations. For simple tools, whose use 

is straightforward and familiar to most users, 2D representations are sufficient. Factors that influence 

tool complexity can be derived from the findings. In this research, three tools were considered, which 

in reality have different numbers of functions and application options. While the cutter is operated 

manually, has a function and is a common tool, the laser has one function but is digital. To operate the 

laser, the user must already have some experience. The drill has many functions, different application 

options, is electrically operated and the operation requires experience but also knowledge about safety 

aspects. The above-mentioned characteristics of the individual tools allow an exemplary classification. 

Accordingly, the cutter would represent an example of a less complex tool. The drill, on the other hand, 

is an example of a complex tool. The laser can be named as an example of a tool of medium complexity.  

How familiar users are with individual tools is determined by the tool-dependent factor 'user's tool 

familiarity'. The user's tool familiarity can be estimated in advance by precisely considering and defining 

the target group. In principle, tool complexity and tool familiarity should always be considered in 

conjunction with each other. Complex tools with which the user group has been working in reality for 

years, for example, are less of a necessity for representation in 3D than tools that are complex but only 

used occasionally. Overall, the basis of tool representation questions should first consider the overall 

objective of the VRTS. VRTS are used, for instance, to familiarize employees with work processes or 

to train individual workflows (Bellalouna, 2020). Existing research showed that VRTS are less suitable 

for teaching tool operation (Huchler et al., 2022). At the same time, this means the focus is on teaching 

and sensitizing for work steps in process form, which the participants confirmed with their impressions. 

The focus should therefore generally be on designing VRTS that are engaging and appealing, depending 

on the specific content, and on exploiting their potential for interactive and experiential content transfer. 

With respect to costs, compromises can then be made that include, for example, a 2D representation of 

known and simple tools or are limited to visual feedback for understanding the tool-independent factors. 

It is important that the user experience does not suffer from static and unintuitive tool displays and that 

users are motivated and encouraged to use the VRTS (Ragan et al., 2015; McMahan et al., 2016). 

6 Implications for Practice and Theory 

This work has a particularly practice-based motivation. VR has increasingly found ist way into 

organizational practice in recent years (Torro et al., 2021). Since the development of immersive and 

interactive VRTS is currently associated with high effort, SMEs in particular are faced with the question 

of whether the use is economical about the actual benefits (Schwarz et al., 2020). For the development 

of VRTS, this work can contribute to practice by exploring tool representation alternatives for tools 

within immersive and interactive VRTS. It supports VR developers on the decision about tool 

representation depending on both tool-independent and tool-dependent factors. The tool-independent 

factors contain information that is indispensable for understanding the scenario. This information can 

be provided to the user primarily through feedback, whereby visual feedback should be chosen as a 

priority. For the tool-dependent factors, it is crucial to define the target group in advance. The target 

group can be used to derive conclusions about the users’ familiarity and prior experience with different 

tools. If the target group is familiar with the tools or works with them regularly in reality, then the 

representation within VR can be fundamentally less rich without negatively impacting the user 

experience and content transfer. Nevertheless, the tool complexity should also be taken into account. 

For example, for a tool with only one function (e.g. cutter), a 2D representation would be sufficient, 

whereas for a drill with different functions and application options, it would be better to use a 3D 

representation. In sum, tool complexity and the user's tool familiarity need to be considered in 

combination to make an appropriate design decision.  
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For theory, this research addresses a gap in previous research by investigating tool representation 

alternatives within immersive 3D VR environments. From previous research it can be transferred that a 

3D representation of the objects is more realistic, immersive, and engaging for the user. The user 

perceives the VR experience as a higher quality overall and feels better guided, which has a positive 

effect on the user experience. Thus, learning success was higher in more immersive and interactive 3D 

VR environments than in 2D desktop representations, or in 3D desktop VR (Fussan and Hanesova, 2020; 

Greuter et al., 2021; Johnson‐Glenberg et al., 2021). Against the background of a particularly practically 

motivated question, this work was able to provide a new perspective with different gradations for tool 

design within immersive and interactive VRTS. The findings demonstrated that not each tool in VRTS 

has to be designed to be as realistic as possible in order to successfully transfer content. Design decisions 

can be weighed based on tool-independent and tool-dependent factors. This research can additionally 

serve as a basis for future research by exploring the focus on design alternatives of objects in VR. 

7 Limitations and Future Research 

This research has several limitations. First, it has typical limitations of qualitative research such as weak 

internal validation. 11 participants had no previous VR experience. Some of them explained that it was 

difficult for them to concentrate on the VR content and the tasks as their focus was mainly on the 

controls. It was noticeable that these participants also perceived less feedback and found it more difficult 

to understand the work process. Accordingly, the VR experience appears to have been a particularly 

influential factor in the understanding and perception of VRTS. Future research can draw on this work 

and thereby address existing limitations by including or examining different factors: First, two design 

alternatives were compared in this work. One scenario contained only 2D tool image representations 

enriched with visual feedback, and the other one 3D tool representations, which were enriched with 

additional auditive, visual, and haptic feedback. In this sense, the comparison to a 2D representation is 

missing, which is additionally supported by auditive and haptic feedback, and to a 3D representation 

that is lacking auditive and haptic feedback. Additionally, it would be interesting to investigate hybrid 

designs, that use tools of different representation richness and with different feedback types. Participants 

would also be able to experience the direct comparison between different tool designs. In this regard, 

future research should explore which feedback types are most likely to be perceived by users or best 

convey information about the status and correct execution of the work step. Second, it would be 

important to measure content transfer through the different VR designs by following a quantitative 

research approach. It therefore appears to be useful to consider more than three tasks. Remembering 

three work steps does not require a high level of cognitive effort, and at the same time, does not mean 

that the content is understood (Adams, 2015). In addition, it would be important to pay special attention 

to participants’ prior VR experience, as it seems to be significantly related to focus on the perceived 

control and feedback. Third, it would be interesting to investigate which tool characteristics make 

integration into VRTS particularly cost-intensive and complex for VR developers. Therefore, interviews 

with VR developers could be conducted. Finally, with respect to tool complexity, it would be interesting 

to investigate whether it is necessary to distinguish between tool complexity in reality and tool 

complexity in VR. In this context, the impact of different VR controllers on the interaction design and 

representation of tools in VR could also be explored. 
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