
Association for Information Systems Association for Information Systems 

AIS Electronic Library (AISeL) AIS Electronic Library (AISeL) 

ECIS 2023 Research Papers ECIS 2023 Proceedings 

5-11-2023 

PREPARING FOR CYBERATTACKS: A CASE STUDY OF PREPARING FOR CYBERATTACKS: A CASE STUDY OF 

RESILIENCE IN THE HEALTH-CARE SECTOR RESILIENCE IN THE HEALTH-CARE SECTOR 

Manuel Weber 
University of Liechtenstein, manuel.weber@uni.li 

Janine Hacker 
University of Liechtenstein, janine.hacker@uni.li 

Laura Karintaus 
Tampere University, laura.karintaus@tuni.fi 

Samuli Pekkola 
Tampere University, samuli.pekkola@tuni.fi 

Jan vom Brocke 
University of Liechtenstein 

See next page for additional authors 

Follow this and additional works at: https://aisel.aisnet.org/ecis2023_rp 

Recommended Citation Recommended Citation 
Weber, Manuel; Hacker, Janine; Karintaus, Laura; Pekkola, Samuli; vom Brocke, Jan; and Ylinen, Maija, 
"PREPARING FOR CYBERATTACKS: A CASE STUDY OF RESILIENCE IN THE HEALTH-CARE SECTOR" 
(2023). ECIS 2023 Research Papers. 314. 
https://aisel.aisnet.org/ecis2023_rp/314 

This material is brought to you by the ECIS 2023 Proceedings at AIS Electronic Library (AISeL). It has been 
accepted for inclusion in ECIS 2023 Research Papers by an authorized administrator of AIS Electronic Library 
(AISeL). For more information, please contact elibrary@aisnet.org. 

https://aisel.aisnet.org/
https://aisel.aisnet.org/ecis2023_rp
https://aisel.aisnet.org/ecis2023
https://aisel.aisnet.org/ecis2023_rp?utm_source=aisel.aisnet.org%2Fecis2023_rp%2F314&utm_medium=PDF&utm_campaign=PDFCoverPages
https://aisel.aisnet.org/ecis2023_rp/314?utm_source=aisel.aisnet.org%2Fecis2023_rp%2F314&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:elibrary@aisnet.org%3E


Authors Authors 
Manuel Weber, Janine Hacker, Laura Karintaus, Samuli Pekkola, Jan vom Brocke, and Maija Ylinen 

This article is available at AIS Electronic Library (AISeL): https://aisel.aisnet.org/ecis2023_rp/314 

https://aisel.aisnet.org/ecis2023_rp/314


Thirty-first European Conference on Information Systems (ECIS 2023), Kristiansand, Norway 1 

PREPARING FOR CYBERATTACKS: A CASE STUDY OF 

RESILIENCE IN THE HEALTH-CARE SECTOR 

Research Paper 

 

Manuel Weber, University of Liechtenstein, Vaduz, Liechtenstein 

Janine Hacker, University of Liechtenstein, Vaduz, Liechtenstein 

Laura Karintaus, Tampere University, Tampere, Finland 

Samuli Pekkola, Tampere University, Tampere, Finland 

Jan vom Brocke, University of Liechtenstein, Vaduz, Liechtenstein 

Maija Ylinen, Tampere University, Tampere, Finland 

Abstract 

Nowadays, health-care organizations rely extensively on information technology and systems for 

providing high-quality services to their patients and exchanging data with external partners. However, 

these organizations, processes, and operations are vulnerable to criminal activities and digital security 

breaches, which has led health-care organizations to build various protection mechanisms, including 

firewalls, virus scanners, and security policies that enhance their ability to prepare for threats; design 

activities to be conducted during a cyberattack; and implement means to recover from an unfortunate 

event. Although these moves have been acknowledged in research and in practice, there is still little 

knowledge available on how organizations understand and perceive such events as well as their 

consequences. To this end, we conducted a qualitative case study that included 14 interviews with 

diverse key actors at a Finnish hospital. From them, we aimed to understand how the organization has 

prepared for cyberattack resilience. By generalizing our case research, we built a framework for 

analyzing and improving organizational resilience. This framework makes significant contributions 

both to theory and practice. 

 

Keywords: Health-Care Organizations, Cyberattacks, Resilience, Qualitative Case Study. 

1 Introduction 

Health-care organizations utilize information technology (IT) to optimize their processes, share data, 

and better analyze and process their patients’ medical data. This trend not only provides opportunities 

and the potential to further expand high-quality medical services and treatments but also entails risks. 

Cybercrime and attacks emerge, taking different forms and having a variety of consequences for 

organizations and society (Boddy et al., 2017; Jeffcott et al., 2009; Safavi et al., 2018). 

Generally speaking, it is challenging to get all people and departments within an organization “on the 

same page” (Rajivan and Cooke, 2017). Concerning cyberattacks, the biggest challenge for any 

organization is to prepare for an event (i.e., a cyberattack) without knowing or being able to estimate 

when a security breach might take place, what form it will take, and the kind of consequences it will 

have. The situation is exacerbated in hospitals, where professionals with different expertise, awareness, 

and focus must work together. Since health-care personnel use various forms of IT to carry out their 

tasks, the danger of cyberattacks can quickly threaten patients’ health. Also, many devices are connected 

to the Internet, exchanging data with other systems and equipping health-care personnel with vital 

information for diagnosing and treating patients, which adds another layer of risk. This could be fatal if 
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ventilators or automated medicine dispensers, for example, which determine whether a person lives or 

dies, are placed under a cyberattack (Coventry and Branley, 2018). 

The topic is little studied. Rare examples of research include studies of simulated attacks, such as using 

drones to conduct wireless attacks. Still, these studies have focused on technical vulnerabilities and 

protection (Sethuraman et al., 2020). In contrast, limited knowledge is available for understanding the 

managerial measures and activities that health-care organizations perform to prepare for cyberattacks at 

the organizational level. We thus aim to understand how organizations that are heavily dependent on the 

use and integration of IT (i.e., health-care organizations that save people’s lives) deal with cyberattacks. 

More specifically, we aim to generate knowledge on how to prepare for such adverse events and how 

stakeholders and human actors can carry out mitigating measures. In doing so, we seek to discover how 

these measures are not merely superficial but constitute an integral part of health-care employees’ work 

practices. We go on to briefly discuss the existing and preliminary research to demonstrate the research 

gap. The absence of theoretical knowledge and the topic’s current relevance lead us to the following 

research question: How can organizations prepare for cyberattacks and achieve resilience at the 

organizational level? 

We propose an empirically grounded framework and guidelines for achieving shared understanding as 

a building block for organizational resilience. These guidelines help practitioners to achieve 

organizational resilience in the face of different cyber threats, and perhaps when they are faced by any 

other type of threat. The results demonstrate the need to integrate the possible threats and the negative 

consequences of cyberattacks, not only within the collective mind of an organization but also in the 

successful integration and design of organizational structures, processes, and practices. For example, 

our case hospital needed to align the awareness of all key actors and employees from strategic and 

operational points of view. These shortcomings, once identified and acknowledged, will help 

organizations to advance their organizational resilience. In this regard, we better understand how to 

prepare for such events at the corporate level while considering different roles and responsibilities within 

one single organization associated with conscious and unconscious preparation for cyberattacks. As a 

result, we develop a framework for analyzing and improving organizational resilience dedicated to 

cyberattacks.  

The paper is organized as follows. Following this introduction, we present the related research and 

discuss the concept of resilience. We then present the overall research design and the methodologies 

applied. Finally, we discuss our results and conclude with final remarks.  

2 Related Research and Research Background 

In this section, we provide a brief overview of the seminal works that have studied resilience in the 

health-care context. We also elaborate on this multi-faceted concept and provide a short overview of 

how the term is generally used within the scholarly community. 

For years, resilience has gained broad interest as the implications of various disruptions or negative 

events on ecosystems, communities, organizations, or processes have become evident. Scholars are 

especially interested in understanding the dynamics (Burnard and Bhamra, 2011) and how organizations 

can deal with adverse events or survive in turbulent environments. However, the concept and its 

definition lack clarity and are even ambiguous. Each discipline has its ontology and applies different 

methods and tools (Hillmann, 2021; Hillmann and Guenther, 2021). Within the management and 

business science literature in particular, scholars have applied different theoretical lenses and used the 

term resilience differently (Bhamra et al., 2011a; Linnenluecke, 2017). Whereas some scholars have 

depended on agency theory (e.g., Sarkar et al., 2017), others have relied on resources theory (Wang et 

al., 2019) or deployed the broaden-and-build theory of positive emotions (Kohn, 2020). As a result, 

various conceptual frameworks have been developed (e.g., Maruyama et al., 2014; Weber, Hacker and 

Vom Brocke, 2021).  

Over the last decade, the notion and concept of resilience has been examined on several levels, such as 

in the study of Bhamra, Dani and Burnard (2011b). Välikangas and Romme (2012), for example, saw  
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readiness for change as a prerequisite for an organization’s resilience. To this end, they referred to the 

concept of operational resilience, which is the ability to respond (e.g., recover) after adversity, and 

strategic resilience, which is the ability to turn any type of adversity into an opportunity. Hence, they 

saw operational resilience as recovery-based and strategic resilience as renewal-based. Similarly, 

Wieland and Wallenburg (2013) conceptualized resilience as a function of two dimensions—while 

agility is denoted as the reactive component, robustness is perceived as the proactive part (Braunscheidel 

and Suresh, 2009; Shukla et al., 2011). Burnard and Bhamra (2011) provided the following extensive 

definition for organizational resilience: “Resilience is the emergent property of organizational systems 

that relates to the inherent and adaptive qualities and capabilities that enable an organizations adaptive 

capacity during turbulent periods. The mechanisms of organizational resilience thereby strive to 

improve an organization’s situational awareness, reduce organizational vulnerabilities to systemic risk 

environments and restore efficacy following the events of a disruption” (p. 5587). Berg et al. (2018) 

provided an integrative view of resilience in health-care research and different methodological 

strategies.  

These studies primarily focused on the individual level, whereas research at the organizational level 

remains somewhat limited. Nevertheless, the literature advocates that resilience is a multi-level 

construct that needs to be studied at the micro, meso, and macro levels. One such broad example was 

provided by Jeffcott et al. (2009), who offered a systematic and holistic conceptualization of resilience 

in the health-care context, focusing mainly on clinical handovers, which give patient safety a high 

priority (e.g., Jeffcott et al., 2009; Pedersen, 2016; Rangachari and Woods, 2020). 

Similarly, we found existing resilience studies in the context of health-care organizations. The majority 

of these applied a purely technical perspective and discussed topics such as data availability, data 

security, protection measures, or the adoption of IT to prepare organizations from cyberattacks (Boudko 

and Abie, 2019; e.g., Coventry and Branley, 2018; Kelli et al., 2021; Safavi et al., 2018; Zhang et al., 

2020). Other studies have investigated how human actors deploy IT to prevent cyberattacks and thus 

applied a socio-technical lens (Nifakos et al., 2021; e.g., Rajamäki and Pirinen, 2017). Boddy et al. 

(2017), for example, studied data behavior and analytics and visualization. The studies agree that data 

and application safety is paramount. The increased connectivity of medical devices among health-care 

(clinical) enterprises and the exchange of data across enterprise boundaries has become an ever more 

frequent target of criminal activity (Bhosale et al., 2021; Coventry and Branley, 2018; Sood and Moidu, 

2018). Related work in this area has also investigated the application of different types of IT, such as 

IoT (e.g., Boudko and Abie, 2019; Zhang et al., 2020), blockchain (Kelli et al., 2021; Safavi et al., 

2018), and machine learning (e.g., Boddy et al., 2017; Kelli et al., 2021). Other studies have explored 

using AI, big data, and IoT to create a digital twin and protect that data (Zhang and Tai, 2022). Coventry 

and Branley (2018) provided another technical perspective when they discussed the use and connectivity 

of electronic health-care technology. Such technology, on the one hand, creates benefits for patients and 

care delivery but, on the other hand, is vulnerable to cybersecurity breaches or attacks and thus can have 

serious health consequences. The authors advocated that cybersecurity must become integral to patient 

safety and the patient care culture. Along these lines, Nifakos et al. (2021) examined human factors that 

influence resilience. They adopted a socio-technical perspective and investigated the need for and role 

of awareness and training programs and related cyber security activities that are provided to health-care 

employees. They also conducted a systematic literature review to understand the role of health-care staff 

in such programs and training activities. They reviewed the assessment methodologies and strategies 

that organizations adopt to counteract cybersecurity risks and attacks, concluding that collaboration and 

standardization in these programs and information and awareness campaigns are critical factors for 

strengthening organizations’ awareness of cyber security issues. 

Along the same lines, Rajamäki and Pirinen (2017) studied how cyber security in health-care 

infrastructure has evolved over the years. They addressed current cyber security challenges, such as 

system availability, access control and authentication, network security, and socio-technical aspects, and 

proposed design principles to increase systems’ resilience toward cyberattacks. 
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Organizations prepare for cyberattacks by using various means. However, the existing research focuses 

on technical issues; that is, how technologies can be secured, not how organizations’ resilience can be 

improved. Addressing this gap, we examine organizational resilience to cyberattacks in the context of 

health-care organizations (Siponen and Oinas-Kukkonen, 2007). We do this by conducting an in-depth 

qualitative case study with a multi-stakeholder perspective, which we describe in the following section. 

 

3 Research Design and Methods 

 

3.1 Research Design and Context 

We adopted a research design with a single and qualitative case study (Eisenhardt, 1989). In general, 

case studies enable an understanding of organizational behavior and then generalize the results to other 

contexts. This research design allowed us to study the interviewees’ rationale for their managerial 

decisions and to elaborate on their experiences with cyberattacks. In this single and non-comparative 

case study (Thomas, 2011), we were able to collect in-depth responses from interviewees from different 

departments and with different experiences. 

We conducted our study at a large government-funded hospital in Finland (Europe). The hospital 

operates in all possible areas of care, including acute and non-urgent care; performs all kinds of surgeries 

and cancer treatment; and has a maternity ward and psychiatry department, among many other facilities. 

The hospital has over 1000 beds and 6000 employees, and it cares for more than 250,000 patients 

annually. Different operations are divided into various departments, each managed as an independent 

unit (team) and/or subsidiary and led by a managing director. In the hospital, the supreme decision-

making power is located in the hospital council, which selects a board responsible for managing 

operations. Under the board is the corporate governance, which is led by the director of the hospital 

district. The care operations of the hospital district are again led by a chief physician.  

The hospital’s IT operations are organized under a centralized IT department that manages systems 

development, strategic issues and policies, and user training, and an outsourced IT-partner is responsible 

for keeping the systems running. The internal IT department is in daily contact with partner 

organizations. Together, they are responsible for how the hospital operationally attempts to secure itself 

against potential cyberattacks, with the IT partner managing the technology and the IT department 

responsible for coordination and social issues.  

3.2 Data Collection and Analysis 

We collected qualitative data by interviewing relevant stakeholders involved in and impacted by 

potential cyberattacks. Between April and August 2021, we interviewed 14 employees at the hospital to 

gain their assessment of how well prepared they were for cyberattacks and what measures they had taken 

in their organization.  

A semi-structured interview protocol provided structure through a set of pre-defined open questions and 

flexibility in accounting for different experiences with cyberattacks or different areas of knowledge, 

which we were able to deepen (Murray, 2018; Roulston and Choi, 2018). In total, three researchers 

(authors; junior, advanced, and senior) were involved in the process of data collection and analysis. 

Collectively, they prepared the interview questions, which are attached in the Appendix. To gather 

domain and contextual knowledge, the junior scholar conducted two meetings with each of the IT 

department representatives. The insights from these enhanced the scholars’ understanding and later 

assessment of the findings. After these preparatory measures, the junior author conducted the interviews, 

which were audio-recorded using Microsoft Teams and later transcribed. Another scholar (advanced) 

supported and advised the junior scientist during the data collection process. To make sense of the 

responses and structure them accordingly, the findings went on to be discussed among all three scholars 

(Pekkola et al., 2019). Table 1 shows an excerpt of two sample quotes, with only the illustrative quotes 

translated from Finnish. The table also illustrates how we evaluated qualitative responses. 
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Quote Themes 
Groupings  

(generalized from all interviews) 

There has been no external 

resilience assessment nor training. 

We know [cyberattacks] exist and 

may occur. It would be good to 

prepare for them and have some 

training. We have done so with 

other crises and perils. (Nurse) 

Cyberattack resilience has not 

been assessed. 

 

Identifying the cyberattack risk. 

 

No training for cyberattacks. 

 

 

Training on other exceptional 

situations. 

No organization-wide assessment 

of cyberattack resilience. 

 

Cyberattack risk to be identified. 

  

Not everybody has had training for 

cyberattacks. 

 

There is more training for other 

situations than for cyberattacks. 

Alternative work practices should 

be internalized, and we should not 

rely on information systems too 

much. In every unit, there should be 

a clear plan when [the word ‘when’ 

was used instead of ‘if’] something 

happens. I’m very proud that we 

[my unit] are prepared. Every 

process has been thought through 

from the beginning. Others might 

not have as good a situation. (Care 

manager and coordinator E) 

Comprehensive work practices for 

exceptions are internalized in 

advance so that everyone knows 

how to act.  

 

Strong trust toward the unit’s 

preparedness plan. 

 

Uncertainty about the departments 

in the hospital. 

 

The plans are department specific. 

 

 

 

 

Well-defined and specified plans 

exist. 

  

Uncertainty of whether the whole 

hospital is prepared for a 

cyberattack and if all staff know 

what to do if an attack occurs. 

Table 1.  Interview quotes, translated from Finnish. 

In total, we conducted 14 interviews, each lasting 63 minutes on average. The participants were selected 

using a snowballing technique from the four departments that would be significantly impacted in the 

case of a cyberattack. The interviews began with the IT department, which provided us with contact 

persons from the respective departments, after which the interviewees were asked to suggest additional 

interviewees. The interviewees included IT department personnel (five people: IT management, IT 

security, and medical IT), general management (two people: public relations and communications and 

management of operational activities), and selected health-care personnel representatives (seven people: 

nurses, physicians, and unit managers in four departments, namely the emergency, imaging, and surgical 

departments and the maternity ward). These four departments provided an illustrative example of the 

hospital’s operations; some other departments, such as the cafeteria or facility management, would only 

be affected secondarily.  

At first, we interviewed the IT department representatives responsible for cyberattack preparedness in 

the hospital and for related policies, instructions, and training materials as well as the general managers 

who would manage potential cyberattacks. From there, we moved our focus to health-care personnel for 

whom the day-to-day activities of cyberattack prevention were more distant but on whose work a 

cyberattack would have a significant effect. We did not interview the IT partner due to its sole focus on 

technology and technology management. 

Following an interpretive approach, the data analysis proceeded inductively from audio file transcripts 

(Walsham, 2006, 1995). Reoccurring themes were initially identified, and similar themes were grouped. 

We then visualized a plot and developed a process diagram (Figure 1) to understand and conceptualize 

how the organization reacted to cyberattacks. In the following section, we begin by providing 

background on how the interviewees conceptualized cyberattacks and then present the themes regarding 

preparation for cyberattacks and the challenges linked to the current preparation processes in the case 

hospital. 
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4 Findings 

 

4.1 Types of Cyberattack 

We asked the interview participants to identify a “typical” cyberattack. The interviewees’ comprehended 

the notion very differently, with some very knowledgeable and others having very little understanding 

of it. Possible cyberattacks included denial of the service attacks on different servers and other attacks 

that would prevent the use of information systems (IS) or other technologies. The scenario that received 

most speculation focused on inoperable systems. For example, a cyberattack on, or even a small 

interruption affecting, respirators, pacemakers, and other nursing equipment could be fatal (Health-care 

personnel, D, H), especially if multiple items of equipment were attacked simultaneously. An attack on 

the electronic access control would be problematic, since people could either be locked out on the wrong 

side of the door or the doors would fully open, allowing anyone to enter (Health-care personnel, B). 

Table 2 summarizes the interviewees’ understanding of a typical cyberattack. All interviewees 

mentioned the first three types quite commonly, but the fourth type (i.e., IoT attacks) was only 

mentioned by the medical IT staff and aggregated by the IT people. 

 

Type Possible consequences 

Denial of the service 
- Haste, bottlenecks 

- Patient safety risks 

- Reputation problems, economic issues 

Information theft, data leakage 
- Problems related to individual patients 

- Reputation problems, economic issues 

Modifying the data 
- Significant patient safety risks 

- Haste, bottlenecks 

- Reputation problems, economic issues 

Attack against medical devices (IoT) 
- Significant patient safety risk 

- Reputation problems, economic issues 

Aggregate (cyberattack + catastrophe) 
- Patient safety risks 

- Haste, bottlenecks 

- Reputation problems, economic issues 

Table 2.  Summary of the interviewees’ understanding of cyberattacks (own illustration). 

The interviewees were quite unanimous about the severity of cyberattacks. In hospitals, the risks were 

seen to be broader than “just” the loss of profits or business discontinuity, since they might threaten 

human lives. The most prominent risk was the threat to patient safety. The interviewees agreed that 

minimizing such threats should be an everyday practice, since any disruption can always be fatal.  

If a cyberattack were to inactivate IS, new needs would quickly emerge. For example, in a normal 

situation, patient record systems are regularly used to check medical histories (e.g., diagnoses, 

operations, and medication), but if the system were not in use, health-care professionals would devise 

workarounds, ask for information from the patients themselves, or perform further tests to discover 

issues. These activities would create significant extra work, increase risks due to missing or incorrect 

information, and reduce patient safety, since medical information or medical allergies, for example, 

might not be known (IT department B; Health-care personnel A–H). Increased rush and operational 
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congestion, in particular, were seen as problematic, since workarounds would not be as efficient as 

regular activities. Information would need to be transferred personally or by couriers (IT department A–

D, Management A–B, Health-care personnel A–H). This would increase the stress experienced by the 

health-care personnel and the patients. In the worst case, patient safety measures would be reduced due 

to delayed care or malpractice. These consequences would add up if the attack, or system downtime, 

were to be prolonged. With shorter breaks of up to a few hours, less urgent operations could be 

postponed, and only acute operations would be conducted. If the situation were to be prolonged, the 

queues would get longer, and less urgent cases might turn into acute ones. The problem would be even 

worse if accidents were to happen while the hospital was being cyberattacked. The number of critical 

and urgent cases would then quickly exceed the care capacity (Health-care personnel B, H).  

We also identified data leakage and identity theft. Patient records can be stolen, or they can accidentally 

be leaked. Such data might be used for blackmailing or threatening innocent patients (IT department A, 

Health-care personnel E). Although patient data leakages target individual patients and their privacy, 

the hospital is responsible for its patients and for securing their information. Data theft might thus result 

in regulatory sanctions and loss of reputation (IT department A–D, Management A, B, Health-care 

personnel A, B, D). The managers emphasized the loss of reputation and were afraid that their services 

would no longer be trusted. In addition to data theft, reputation could be lost due to mistakes, 

malpractice, or it becoming impossible to provide care. If patients envisioned that they or their personal 

and medical information were not secure, the hospital would have to react to those fears (IT department 

A–D, Management A–B, Health-care professionals A, B, D). 

“Maybe the most severe and difficult situation would be the modification of patient records without 

anyone noticing and operations continuing as usual” (IT department B). In particular, modifying critical 

data, such as blood type or medical allergies, would have fatal consequences (Health-care personnel B, 

D, E, H). It would be challenging to identify these changes if the system otherwise operated correctly 

(IT department B).  

In addition to the immediate effects, a cyberattack could also have other consequences. These would 

include the larger costs and budgetary problems caused by additional personnel, recovery activities from 

workarounds such as manually typing handwritten notes into the patient record system, replacing or 

fixing broken systems and equipment, and sanctions for data regulation violations. The financial 

consequences that might emerge would be handled later, and these could have an impact on the hospital 

long after the acute cyberattack had been resolved (IT department A–B, Health-care personnel A, D).  

4.2 Preparing for Cyberattacks and Building Resilience 

The interviewees pointed out that preparation for cyberattacks was maintained through the following 

five initiatives: (1) raising general awareness of cyberattacks through lectures and training materials, (2) 

management training and improving their communication and decision-making processes, (3) creating 

recovery instructions for different cyberattack situations and ensuring the availability of those 

instructions, (4) protecting existing IS, and (5) measuring the readiness of the other four activities. 

The activities to raise awareness of cyberattacks and their impact were mostly in the form of lectures 

and educational materials, such as how to detect when a computer is under attack and how such attacks 

should be reported. Participating in the lectures or studying the materials was not compulsory, so it was 

mainly those who already had an interest in the topic who invested their time in this action. This leads 

to the problem of many individuals being unaware of or not motivated to study cyberattacks and how 

they can impact their work.  

The need for cyberattack-related training was identified by the hospital’s top management, who 

regularly practiced responses to different crises. Cyberattack-related training involved the executive 

team, IT department, external IT partner, and health-care managers. The interviewees who had 

participated in them considered them to be beneficial. The training increased not only the decision-

makers’ readiness to act efficiently and collaborate with others but also to evaluate the existing 

instructions. As one of the IT managers noted: “Instructions need to be designed carefully and 
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distributed throughout the organization. But how they work when [the cyberattack] hits us, we don’t 

know. For this reason, training is important for everyone” (IT department, B). 

While there had been significant efforts to provide management-level training, cyberattack training was 

not offered to blue-collar care workers. The reason for this was that care workers should continue as 

usual, no matter what was happening. Despite the absence of training, the health-care personnel felt that 

other challenging situations had improved their preparedness for cyberattacks. For instance, the COVID-

19 pandemic had emphasized their ability to adapt to fast-changing instructions and process changes, 

and regular IS updates forced into practice paper-based care provision. However, system shutdowns 

would typically be known beforehand, so that critical information could, for instance, be printed out in 

advance. 

Creating recovery instructions and ensuring their availability was one of the main practices used to 

increase preparedness for cyberattacks. Similar to training sessions, the instructions mostly targeted the 

IT department, top managers, and an ad hoc coordination team established to resolve attacks. These 

instructions emphasized outside communication and the right to make public statements. For the care 

units, the instructions proposed and assumed that care should be provided as normally as possible. There 

would be many situations (e.g., surgery and labor) that would continue even if an attack were detected. 

The health-care personnel thus needed to focus on their core task, which was health care, not on the 

resolution of the attack.  

Some departments had developed printed cards that defined what their health-care personnel were 

supposed to do. However, most health-care personnel do not know where to find such instructions or 

what they should do when access to the intranet was prevented. A health-care coordinator recognized 

this risk: “Alternative operations should be internalized. One should not rely on IS. Every unit should 

have a plan for what to do when something happens. I am very proud that in [our unit], we are prepared. 

Every process has been thought through from the beginning. Others might not have as good a situation” 

(Health-care personnel, E). 

Protecting organizational information systems was considered critical for securing and preparing the 

hospital against cyberattacks. The most critical IT infrastructure had been duplicated. Thus, if medical 

devices or systems were to be attacked or damaged, they could be disconnected or isolated from the 

remaining IS infrastructure and then replaced. While the duplication was considered to have improved 

the organization’s ability to recover from cyberattacks, it also improved fault tolerance and increased 

the flexibility of the infrastructure. 

These four initiatives steered how the hospital measured its preparedness for cyberattacks. However, 

many interviewees pointed out they did not have a good overview of whether they themselves were 

sufficiently prepared for a cyberattack and wanted their capabilities to be assessed. The initiatives 

improved the hospital’s ability to react to cyberattacks and build its resilience. 

4.3 Problems Hindering Resilience 

The hospital had invested significantly in preventing and recovering from cyberattacks. However, there 

were also several issues hindering the process of building the ability to react to cyberattacks and improve 

resilience capabilities. For example, despite the efforts to raise awareness, the hospital continued to 

suffer from attitude problems and ignorance towards cyberattacks. This was especially the case with 

communication problems between the departments and management and instructions not reaching all 

parts of the hospital. The IT department and the IT partner had done their share of protecting the IS, but 

many medical devices had poor security. The device manufacturers were not interested in security 

improvements. Lastly, there was insufficient understanding of how to identify, respond to, and recover 

from cyberattacks successfully.  

While the hospital had aspired to improve awareness of cyberattacks through lectures and training 

materials, the interviewees agreed that it suffered from attitude problems, especially concerning the 

willingness to contribute to preventing attacks. To protect the IS, the IT department required committed 
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personnel to perform system updates and to detect cyberattacks that had passed its defense mechanisms. 

The IT department and management were frustrated that the health-care personnel were indifferent 

regarding cyberattack prevention. “When, for instance, security updates are performed, every option is 

bad. [Our health-care personnel] think: ‘Can’t you understand that I am busy, and there is no good 

time [for the update]?’ They should understand why we are carrying out [these updates]. Updates are 

made because there are so many bad guys who are improving their tactics. […] This is a constant race. 

We try to make this easy for the personnel, but every once in a while, they just have to let the computer 

update” (IT department D). 

The IT department felt that the health-care personnel did not consider the threat of cyberattacks seriously 

enough. This was seen to be caused by poor awareness of cyberattacks and their threats and risks. This 

is surprising, since “the [recent, tabloid-reported attack on a private mental health organization] also 

woke us up to think about these things, but what kind of problems would we need to have so that we 

would be able to consider [IT security] on time? I really hope that it will not be necessary, but we seem 

to always learn the hard way” (Health-care personnel, C). 

The interviewees were unanimous that a cyberattack would do significant harm to patients. However, 

while the potential harm was acknowledged, there remained low enthusiasm among the health-care 

personnel for contributing to cyberattack prevention. They did not understand the versatility of different 

cyberattacks or believe that a cyberattack could happen in their organization. “It is very difficult to 

imagine that someone would actually do something like that, but still, [attacks] happen. What kind of 

impact can [cyberattacks] have, and how much and in which ways we can prepare? These are the things 

we need training for” (Health-care personnel, F). 

They also said that cyberattacks were the responsibility of the IT department: “Couldn’t the IT people 

come up with something so that we would not have to be afraid all the time, whether at work or at 

home?” (Management, B). 

Communication problems were extensively discussed. While the external communication protocol, 

such as from the hospital to the press, was well defined, internal communication was not. There were 

explicitly defined communication routes for system downtimes, but the social perspective was 

somewhat missing. For instance, it was stated that certain managers were responsible for communicating 

with their subordinates, but it was not clear who was to take the lead if they were not available during 

an attack. “We should start thinking about communication and its impacts right away. In this type of 

situation, there are fast emerging impacts that affect patient care. It is the first thing that needs to be 

considered in outside communication but also internally, to the employees” (Management, A). 

In addition to the challenge of information flow, there were problems in creating a shared language. The 

management-level interviewees were frustrated that the IT department lacked contextual understanding 

and that its staff were not able to communicate with the management in language that they could 

understand, relying instead on technical jargon. This problem was also apparent among IT staff: “Our 

IT partner suggested that we should isolate one machine and take it out of use. Thit means that the 

machine is then no longer available for care provision and will impact the patients’ safety. The 

management team will make the decision if the precaution is to be taken. […] We should be better at 

presenting things to the management. They are not interested if some server is down; that tells them 

nothing. We should ourselves understand the impact that a server that is down will have on care. The 

managers can then make a decision on whether [the situation is] serious or not” (IT department, A). 

A similar kind of disparity in preparedness was present between the units, and there were significant 

differences in internal instructions. For example, one health-care personnel member said: “To get 

ready for this interview, I went and checked it out. As far as I know, our unit has no guidelines, and I 

could not find any instructions regarding cyberattacks on our intranet either. […] If we were to face [a 

cyberattack] and quickly looked for instructions on our intranet, we would not find them” (Health-care 

personnel, F). The lack of instructions reflected the lack of appreciation for cybersecurity issues. The 

health-care personnel felt that much had been invested in generic security issues but cybersecurity had 



Preparing for cyberattacks 

Thirty-first European Conference on Information Systems (ECIS 2023), Kristiansand, Norway  10 

been ignored: “We put lot effort on fire and personnel safety in the monthly security surveys, but 

information and system security are in their infancy, in our unit, at least” (Health-care personnel, F). 

Medical devices had their own issues. While the IT department had great interest in improving the 

security of systems and devices, its hands were usually tied. Many device manufacturers were 

specialized and had a significant market share, so they had no real competitors. The hospital had to 

acquire the devices it needed, regardless of their security level. For manufacturers, device security was 

not considered a key priority or a market-winning strategy. Despite the shared efforts of several 

hospitals, improvements were slow. Many medical devices undermined cybersecurity. 

Although the interviewees criticized the hospital’s preparedness for cyberattacks and its general level 

of resilience, they felt that there was a good safety culture. However, since the hospital was large, its 

size created significant challenges in providing a good overview of the organizational situation on the 

readiness for cyberattacks. Consequently, a shared understanding of the organization’s status and 

ability to identify, respond to, and recover from cyberattacks remained unknown. For example, there 

was no clear view of how the health-care personnel should act when the hospital was under attack. The 

employees acknowledged that the operations should proceed as normally as possible; however, there 

was some uncertainty and lack of clarity about how they should actually address this. The health-care 

personnel had concerns about the IT department and the external IT partner’s insufficient understanding 

of the hospital context and the extent to which their suggestions might impact care provision. Instead, 

the hospital focused on preventing attacks, not activities during or after an attack. In other words, its 

level of resilience was relatively low. 

5 Discussion 

Our case study shows how an organization has built its capability to react to unexpected situations; that 

is, how it has tried to improve its resilience at the organizational level. As the hospital example 

illustrates, preparing for cyberattacks is not an easy task in large organizations. In the case at hand, 

cyberattack preparation measures seemed to focus on improving robustness against different attack 

scenarios. While some activities and challenges were technical, such as protecting existing IT and IS 

and challenges with unsecured medical devices, most issues were non-technical by nature.  

Here, we focus especially on the non-technical activities, most of which aim to help the organization 

and its employees continue the provision of care no matter what happens. In this respect, the hospital’s 

preparation activities worked reasonably well. The activities to raise awareness, at least based on the 

threats and potential consequences identified by the interviewees, had been successful—to some 

degree—and the means of training, instruction, and technical prevention had been developed and 

distributed to the appropriate receivers. On the other hand, the challenges that related to the hospital 

employees’ attitudes created a significant problem. While the staff had identified and partly 

acknowledged the risks of cyberattacks, they did not see themselves as actors in terms of improving 

cybersecurity or general resilience. The principle that the care personnel would continue to provide care 

even during a cyberattack or other crises distanced them from any resilience improvement. The 

preparedness for cyberattacks seemed to be related only to IT people and top management. 

The cyberattack training was targeted at the management and IT staff, which improved the hospital’s 

ability to operate under attack. For instance, identifying the challenges, such as with communication, 

during the training sessions enabled the hospital to proactively improve its processes. Since 

proactiveness is a core feature of resilient organizations (Braunscheidel and Suresh, 2009; Shukla et al., 

2011), training, even when offered to a limited target group, is an important activity for improving 

cyberattack resilience.  

The training also enabled feedback to be provided on different instructions. Such instructions are critical 

during and after crises because they increase the robustness of the hospital and improve its resilience. 

However, as the interviews showed, these instructions were not consistent, coherent, or made available 

throughout the organization. Similar kinds of deficiency were also apparent in measuring organizational 



Preparing for cyberattacks 

Thirty-first European Conference on Information Systems (ECIS 2023), Kristiansand, Norway  11 

readiness. They seemed not to have a good overview of the hospital’s capability to prevent, survive, and 

recover from cyberattacks or its resilience. 

Nevertheless, we believe this situation and these shortcomings are not unique. The activities the hospital 

had undertaken to prepare for cyberattacks are in line with earlier suggestions (Hubbard et al., 2017). 

Also, these challenges are not new (Bada et al., 2015). When the activities and challenges were observed 

from an organizational resilience point of view (Burnard and Bhamra, 2011), it seems that most of them 

focused on operational robustness; that is, regardless of the situation, care providers should not be 

disrupted. This approach might be adequate for short-term problems but easily becomes an issue if, for 

example, essential IS and patient records were not available or usable for a prolonged period of time.  

Improving both cybersecurity and organizational resilience requires a collaborative effort from all actors 

in an organization (Rajivan and Cooke, 2017). Instead of individuals working alone to survive and learn 

from crisis situations, groups and individuals need to work together to mitigate the possible 

consequences of different crises (Goldstein, 2012). In this sense, while activities to increase awareness 

had prepared the hospital to identify the threats, this had not necessarily improved its ability to cope 

with an attack when it occurred or recover after it. 

These notions were collected into a framework for analyzing and improving organizational resilience 

(see Figure 1). First, we divided the process of improving resilience into three main phases: before, 

during, and after a possible crisis (e.g., a cyberattack). We borrowed these temporal phases from 

previous research in the context of resilience (Maruyama et al., 2014; Weber et al., 2021) and from 

studies of disaster management (Lettieri et al., 2009) and business continuity management (Jain et al., 

2020; Niemimaa et al., 2019). They are useful for studying and structuring behavioral activities over 

time. Next, referring to our findings, we stated that health-care organization needs a certain set of 

prerequisites, such as competences, skills, and organizational processes, to prepare for possible threats 

and upcoming crises (Gallopín, 2006; Kurtz and Varvakis, 2016; Välikangas and Romme, 2012). Based 

on our data collection, these measures included preparatory measures, such as education and training, 

to increase awareness of cyberattacks among departments. However, the respondents criticized, for 

example, attitude problems and, as a result of them, there was a low level of commitment on the part of 

individuals to update their information systems. 

Our framework (see Figure 1) synthesizes the results and provides a basis for further research to advance 

the concept of organizational resilience. We also see the potential to explore the framework in other 

contexts and believe that researchers will come up with similar results. Finally, we believe that health-

care organizations, which are often referred to in the literature as high-reliability organizations (e.g., 

Desai et al., 2016), are in general much more aware of potential risks. Accordingly, we assume that they 

prepare themselves much more consciously and intensively for different risks. In addition, we see a 

potential to compare our case with other hospitals in Finland or within Europe. During the discussions 

with the practitioners of the field, we discovered that different hospitals have different ways of operating. 

Thus, it would be interesting to study whether these differences lead to different results.  

We make use of three temporal phases (prevention, reaction, recovery) to structure the current activities 

and responsibilities initiated by the hospital to prevent cyberattacks and thus improve its organizational 

resilience. For example, in the case of cyberattacks, the whole organization monitors unexpected 

incidents in the IS and among the health-care personnel as a part of their care activities and the IT staff 

as their (or someone’s) main job. During an attack, the IT staff focus on stopping it while the health-

care personnel care for patients in the best possible way. During the recovery phase, the groups work 

together to find ways to return to a normal situation. Similarly, the management tasks vary from phase 

to phase.  
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Figure 1.  Framework for analyzing and improving organizational resilience.  

Training and instructions should be targeted to the whole organization and provide adequate information 

to each actor that is aptly tailored to their tasks in each phase. As each actor receives the appropriate 

information, the internalization of the instructions is also improved. The training sessions provide 

feedback for assessment learning and further improve organizational resilience. Communication should 

be active both inside and outside the organization. These findings reflect earlier studies which point out 

that organizations need to learn to deal with turbulent changes and disruptions. In particular, they must 

learn which vulnerabilities can lead to such adverse events (e.g., Fiksel et al., 2015). 

A retrospective analysis of our case hospital using our framework showed that its focus was very 

fragmented. It did the right things by providing training and developing instructions, but since there 

were severe problems with the prerequisites (awareness of cyberattacks, the attitudes of the personnel, 

and the ability to distribute instructions and deliver training), the instructions and guidelines were not 

effectively internalized. An instruction remained a distant piece of advice and did not meet the 

organizational reality of the health-care units.  

6 Conclusion 

In this paper, we applied a single qualitative case study to identify how to prepare for cyberattacks at 

the organizational level. Our case offers insights into how an organization prepares for cyberattacks and 

consequently improves its organizational resilience. To synthesize the results, we developed a 

framework and have provided some lessons learned, supporting practitioners and researchers to study 

resilience at the organizational level. It should be emphasized that the hospital saw cyberattacks mainly 

as being related to IT staff and top management. In contrast, we identified a lack of sufficient education 

and awareness training for health-care personnel to respond appropriately. From a practical perspective, 

this can be vital in the event of a prolonged IT shutdown. 

Finally, our study does not come without limitations. Our single case study is limited to the health-care 

context, and thus generalizing the details to other contexts should be done cautiously. However, we 

found a considerable amount of previous work dealing with similar topics, such as increasing awareness 

or realizing preparatory measures. Furthermore, our results should be interpreted cautiously if they are 

applied to smaller or privately financed hospitals. Without substantiating this fact, we believe that large 

government-funded hospitals (as our case organization) may be differently capitalized and managed, 

leading to different types of training or even larger investment in preparing for cyberattacks. 
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Appendix: Interview Questions 

Personal Introduction 

Could you introduce yourself and provide a description of your responsibilities in the hospital. 

 

Cyberattacks - General 

How are cyberattacks detected in the organization? / How would you get the information of an ongoing 

cyberattack? 

When a cyberattack is detected, what happens? Why? 

 

Governance 

In your opinion, does everyone knows what they are supposed to do during an attack? Do they have the 

necessary information? How do they see their tasks? 

Who will do what and why? 

 

Potentials and Challenges 

What are the potential consequences of a cyberattack? 

What potential challenges could you face during a crisis situation? What problems could arise? 

 

Measures and Procedures 

Do you measure your preparedness for cyberattacks in some way? 

How do the operations return to normal after an attack? 

 

Concluding Questions 

Who do you think we should interview next? 
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