
Association for Information Systems Association for Information Systems 

AIS Electronic Library (AISeL) AIS Electronic Library (AISeL) 

ECIS 2023 Research-in-Progress Papers ECIS 2023 Proceedings 

4-24-2023 

A Look Through a Broken Window: The Relationship Between A Look Through a Broken Window: The Relationship Between 

Disorder and Toxicity on Social Networking Sites Disorder and Toxicity on Social Networking Sites 

Nils Messerschmidt 
University of Bamberg, nils.messerschmidt@stud.uni-bamberg.de 

Jana Gundlach 
Weizenbaum Institute for the Networked Society, janagundlach@uni-potsdam.de 

Annika Baumann 
Weizenbaum Institute for the Networked Society, annika.baumann@uni-potsdam.de 

Follow this and additional works at: https://aisel.aisnet.org/ecis2023_rip 

Recommended Citation Recommended Citation 
Messerschmidt, Nils; Gundlach, Jana; and Baumann, Annika, "A Look Through a Broken Window: The 
Relationship Between Disorder and Toxicity on Social Networking Sites" (2023). ECIS 2023 Research-in-
Progress Papers. 9. 
https://aisel.aisnet.org/ecis2023_rip/9 

This material is brought to you by the ECIS 2023 Proceedings at AIS Electronic Library (AISeL). It has been 
accepted for inclusion in ECIS 2023 Research-in-Progress Papers by an authorized administrator of AIS Electronic 
Library (AISeL). For more information, please contact elibrary@aisnet.org. 

https://aisel.aisnet.org/
https://aisel.aisnet.org/ecis2023_rip
https://aisel.aisnet.org/ecis2023
https://aisel.aisnet.org/ecis2023_rip?utm_source=aisel.aisnet.org%2Fecis2023_rip%2F9&utm_medium=PDF&utm_campaign=PDFCoverPages
https://aisel.aisnet.org/ecis2023_rip/9?utm_source=aisel.aisnet.org%2Fecis2023_rip%2F9&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:elibrary@aisnet.org%3E


Thirty-first European Conference on Information Systems (ECIS 2023), Kristiansand, Norway                             1 

A LOOK THROUGH A BROKEN WINDOW:  

THE RELATIONSHIP BETWEEN DISORDER AND 

TOXICITY ON SOCIAL NETWORKING SITES 

Research in Progress 

 

Messerschmidt, Nils, University of Bamberg, Germany, nils.messerschmidt@stud.uni-

bamberg.de. 

Teitscheid, Jana, Weizenbaum Institute for the Networked Society, University of Potsdam, 

Germany, jana.teitscheid@uni-potsdam.de. 

Baumann, Annika, Weizenbaum Institute for the Networked Society, University of Potsdam, 

Germany, annika.baumann@weizenbaum-institut.de. 

Abstract 

Toxicity has increased on social networking sites (SNSs), sparking a debate on its underlying causes. 

While research readily explored eligible social factors, disorder induced by the very nature of SNSs has 

been neglected so far. The relationship between disorder and deviant behaviors could be revealed within 

the offline sphere. Incorporating the theoretical lens of the Broken Windows Theory, we propose that a 

similar mechanism is prevalent in the online context. To test the hypothesis that perceived disorder 

increases toxicity on SNSs, the study compares two subcommunities on Reddit dedicated to the same 

topic that differ in their perceived disorder. Sampling the toxicity scores via data collection and natural 

language processing yields the first evidence for our hypothesis. We further outline subsequent studies 

that aim to investigate further the phenomenon of how disorder-related factors contribute to toxic online 

environments. 

 

Keywords: Toxicity, Perceived Disorder, Reddit, Broken Windows Theory. 

1 Introduction 

Social media, particularly social networking sites (SNSs), promote unprecedented interactions between 

individuals, creating a space for social encounters. SNSs are primarily known for their potential to 

provide social support (Liu et al., 2018). However, where there is light, there is also shadow. Especially 

in recent years, disrespectful tones, hate speech, trolling, and other deviant behavior have vastly 

increased on SNSs (Herring et al., 2002; Lowry et al., 2017). All such deviant behaviors can be classified 

under the umbrella term toxicity, which refers to behavior incongruent with society's dominating values 

and norms (Lowry et al., 2017). While prevailing in different forms, all share that toxicity deteriorates 

individual interactions. In the online context, 41% of US adults have personally experienced harassment, 

with 25% even experiencing severe forms. Meanwhile, 79% agree that SNSs are not doing enough 

against cyberbullying on their platforms (Vogels, 2021).  

Extant research on cyberbullying and online harassment identified social influences as drivers for toxic 

behavior, such as anonymity, limited control, and accountability (Barlett et al., 2016; Lowry et al., 

2017). While eligible social factors have been the focus, negligibly research is yet attributed to the design 

features of online platforms that could drive this phenomenon. Within the offline sphere, the Broken 

Windows Theory (BWT; Wilson and Kelling, 1982) suggests that environmental decay (e.g., vandalism) 

may trigger deviant behavior. On an abstract level, it suggests that disorderliness in an environment 

indicates a certain norm that induces people to act similarly disorderly or even in an antisocial manner 
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(Cialdini et al., 1990). Transferring this to the online environment, especially SNSs, deteriorated, 

chaotic, and disordered SNS environments may signal a certain norm and lead users to behave 

antisocially by contributing toxic content or engaging in toxic interactions. Following this logic, this 

paper aims to investigate whether design features on SNSs promote toxic interactions by asking the 

following research question: 

Does perceived disorder on SNSs increase toxicity? 

To take a first step in investigating this research question, we pair subcommunities of an SNS aimed at 

the same topic but varying levels of perceived disorder against each other to analyze differences in 

toxicity among them using natural language processing methods. We find toxicity is observed more 

frequently in the subcommunity with the higher perceived disorder. We further find that the more toxic 

subcommunity acquires fewer new users, but its existing users become more active. Thus, the 

subcommunity is becoming increasingly more homogeneous, potentially leading to inherently higher 

toxicity levels. 

This research in progress provides a first step in investigating the connection between perceived disorder 

within the SNS environment and their respective toxicity scores. Further, it introduces the theoretical 

lens of the BWT within the SNS domain. The study dives into the highly relevant topic of antisocial 

online behavior. It goes beyond the prevalent social explanations and investigates the design-related 

drivers on the systems side. By focusing on this aspect, we extend the existing knowledge to understand 

toxicity within the SNS environment. Suggesting a starting point for developing an objective 

measurement of perceived disorder, this paper further motivates future research avenues investigating 

the relationship between perceived disorder and antisocial behavior on SNSs. More specifically, the 

paper suggests how to spotlight factors that cause perceived disorder on SNSs and, therefore, could 

provide starting points for countermeasures. For example, if perceived disorder increases toxicity, then 

reversely, countering factors that cause perceived disorder may decrease the level of toxicity. This is of 

interest to platform operators and policymakers in emphasizing the importance of SNS design in setting 

certain signals in the online environment.  

2 Theoretical Background 

2.1 Toxicity 

Toxicity comprises deviant behaviors incongruent with society's dominating values and norms (Lowry 

et al., 2017). Such deviant behavior occurs in various online environments and can manifest in multiple 

ways. One form of toxicity constitutes trolling, a deliberate provocation of individuals (Herring et al., 

2002). Another form of toxic behavior includes hate speech, which devalues certain groups or 

individuals based on ethnic, religious, or gender stereotypes. Further, actions related to cyberbullying 

or cyberstalking (Lowry et al., 2017) occur related to various topics such as religion, celebrities, news, 

current events, and personal or emotional information (Statista, 2017).  

While toxicity prevails in different forms, each manifestation is unfavorable and deteriorates individual 

interactions. Yet, despite the increasing need to investigate and understand toxicity in the online 

environment, there is no predominantly used definition. More recently, scholars have adapted the 

definition of toxicity as "a rude, disrespectful, or unreasonable comment that is likely to make one leave 

a discussion" (Dixon et al., 2018, p. 68; Hosseini et al., 2017, p. 2). The 'Perspective' API has also 

employed this definition, a research project developed by Google researchers and news outlets, 

including The New York Times and The Wall Street Journal (Google Jigsaw, 2022).  

2.2 Broken Windows Theory and norm-setting 

The Broken Windows Theory (Wilson and Kelling, 1982) originates in criminology and postulates that 

a neighborhood's crime rates increase due to its environmental disorder condition (Welsh et al., 2015). 

The theory has been developed based on an experiment by Zimbardo (1973) demonstrating that 

seemingly abandoned cars were quickly stripped for parts and further vandalized when left in high-crime 
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instead of low-crime neighborhoods. In addition, numerous studies confirm that individuals increased 

littering behavior within an already littered environment instead of a clean environment (Cialdini et al., 

1990; Keizer et al., 2008).  

According to the BWT, disorder is characterized by physical and social disorder components that might 

cause deviant behavior. The first one, which also the name of the theory relies heavily on, is related to 

the immediate environmental state. As Wilson and Kelling (1982) stated, several more will likely follow 

if a broken window is apparent. The first pathway relates to the more indirect second pathway of social 

disorder. Since environmental decay signals carelessness, a deteriorated state of a physical place affects 

the perception of an increased likelihood of criminal activities (Costa, 1984). The swayed perception 

might cause law-abiding citizens to limit their presence in areas affected by disorder and simultaneously 

attract individuals with deviant intentions due to lessened social control (Wilson and Kelling, 1982). In 

turn, lessened social control might result in more criminal activities happening.  

In general, the BWT states that a disordered environment indicates a prevalent norm that induces people 

to act similarly in a disordered manner (Cialdini et al., 1990). Norms can affect human behavior 

systematically (Reno et al., 1993). Related research concludes that injunctive, descriptive, and personal 

norms impact the littering behavior of individuals (Reno et al., 1993). Based on the results, although 

norms may contradict, the focal norm will dictate the individual's behavior (Reno et al., 1993).  

Other fields of academia have applied the theory within their specific context, such as law (Harcourt, 

2006), social psychology (Sampson et al., 2015), and public health, where the disorder of a 

neighborhood has been related to sexual disease transmission (Cohen et al., 2000). In Information 

Systems (IS) research, the BWT has been applied in the context of website design and security behavior 

regarding passwords (Grimes et al., 2014). The study finds that poor website design signals that insecure 

behavior is the norm.  

In summary, within the offline context, the BWT states that disorder comprises two pathways: the direct 

pathway of environmental deterioration and the more indirect one relating to increased social incivilities. 

Therefore, adapted to the online context of SNSs, we assume disorder follows a similar composition and 

define perceived disorder as a combination of the two pathways of the BWT, i.e., design-related 

deterioration and the resultant increased incivility of users which, in turn, leads to more toxicity.  

2.3 Broken Windows Theory on SNSs and toxicity 

SNSs are a breeding ground for toxic behavior due to low entry barriers, such as the anonymity of their 

user base (Barlett et al., 2016). Consequently, the phenomenon has been researched on multiple 

platforms, such as Twitter (Chatzakou et al., 2017; Davidson et al., 2017) and YouTube (Chen et al., 

2012; Dinakar et al., 2011). Especially Reddit has been revealed to be a flourishing platform for hate 

speech (Chow, 2022) and toxicity (Almerekhi et al., 2019; Chipidza, 2021; Xia et al., 2020). Despite 

some efforts to diminish those effects by closing known toxic communities and updating its hate speech 

policies (Stephan, 2020), toxicity is fostered by Reddit's fundamental characteristics (Massanari, 2017). 

While SNSs such as Facebook, YouTube, or Instagram rely on algorithms that direct the attention of 

their user base toward popular content, users on Reddit typically vote on the popularity of topics and 

interact in separate communities aimed at specific topics that are the so-called subreddits. As these 

subreddits can be created independently, highly related communities by topic can co-exist (Hessel et al., 

2016). The prefix "r/" is added to the community's name to indicate a subreddit. 

The design configurations of subreddits can vary tremendously in terms of color, shape, background, 

and arrangement. Posts need not be consistent and can vary in size, form, media type, and visual aspects. 

Usually, subreddits follow specific rules and are moderated. Moderators can individualize rules of usage, 

the degree of moderation and customize visual features (e.g., background images, colors, post flairs) 

within their respective subreddit. Consequently, subreddits, even the ones dedicated to similar topics, 

can vary heavily in appearance.  

Given these unique characteristics of Reddit, we have chosen this particular SNS platform to investigate 

our research question. It offers the opportunity to select subreddits dedicated to similar topics while 

simultaneously having varying levels of perceived disorder. 
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3 Methodology 

3.1 Pre-test and considerations 

Different topics might lead to varying toxicity levels as, for example, they are more polarizing than 

others. Polarization can be seen as individuals or groups adopting more extremist views (Kitchens et al., 

2020). Similarly, specific topics might exert more extreme viewpoints that additionally might get 

reflected in the way how individuals interact with each other. For example, the toxicity levels of an 

argument concerning politics might, under certain circumstances, not be comparable to that of an online 

book community. Therefore, we assume that more polarized topics bear a higher likelihood of 

disagreeable standpoints, with exposure to opposing views leading to aversive reactions (Minson and 

Dorison, 2022). Aversion can result in a higher possibility of objecting and attacking others (Mackie et 

al., 2000), reflecting tendencies that, ultimately, might result in more toxic behavior. 

Considering this aspect and since we aim to disentangle the contributing factor of perceived disorder on 

toxicity on SNSs, selecting subcommunities on Reddit (i.e., subreddits) dedicated to a very similar, if 

not the same, topic was deemed essential. The identified subreddit pairs had to fulfill certain 

requirements to be considered suitable. Firstly, as we needed varying levels of perceived disorder, the 

subreddit pairs should differ in design configurations across our selected observation years (e.g., color, 

shape, background). To check that the discrepancy in terms of design-related aspects stayed as similar 

as possible throughout the years, we checked available snapshots of subreddit candidates on archive.org. 

Secondly, the subreddit pairs should have as similar descriptive metrics as possible (e.g., community 

size, creation date) to maximize similarity regarding the respective user base, as a newly created or small 

community functions differently than an established one. Additionally, all subreddits should use English 

as the primary language and predominantly use textual means of communication, rather than images, 

videos, or hyperlinks, to be accessible for natural language processing methods and minimize external 

influences from consuming third-party content.  

In the preliminary stage of analysis, several content pairs of subreddits with a wide variety of topics 

(e.g., friendship, relationships, science, books) were identified and investigated. First, data were 

collected for all identified pairs containing 75 thousand posts to validate feasibility. Subsequently, the 

sentiment was analyzed using word clouds and libraries such as Vader (Hutto and Gilbert, 2014). 

Finally, after extensive research and monitoring of the identified pairs, we have chosen to investigate 

the two subreddits within the topical field of "venting" for analysis based on the mentioned requirements 

and preliminary results. More specifically, the subreddits r/venting and r/vent are the contexts of choice.  

This decision is based on the following factors. First, both subreddits serve the same purpose and display 

similar structural characteristics and sentiments. The community size is similar (at the time of this study, 

122 thousand members for r/vent and 75 thousand for r/venting). r/venting was created in 2011, while 

r/vent was created in 2008, making them both long-lasting subreddits. We further found 425 users who 

are active in both subreddits simultaneously, indicating that the topics are indeed overlapping. This share 

was the highest overlapping number of users relative to the community size across all investigated pairs. 

As outlined above, the BWT considers two pathways that might lead to increased toxicity, namely 

environmental and social decay. Here, we will mainly focus on environmental decay through design-

related aspects. Therefore, an essential requirement was a high similarity of the selected subreddit pair 

in content and descriptive characteristics and varying levels of perceived disorder in relation to visual 

clutter. An extensive discussion among the paper's authors resulted in an informal categorization of each 

considered subreddit on the level of perceived disorder. The vent-related pair displayed the highest 

discrepancy in design configurations from all pairs investigated. Regarding visual features, r/vent uses 

an individual header image, a customized background color, and post flairs with varying colors, whereas 

r/venting entirely relies on the generic visual representation. In addition, r/vent distinguishes itself by 

stating numerous moderating rules shown on the right side, leading to additional visual clutter, whereas 

r/venting does not. For both subreddits, snapshots on archive.org were available in the observation 

period from 2020-2022. In the case of r/venting, the only snapshots available in 2020 are from 
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December. Otherwise, we selected several available snapshots from July for all observation years. The 

subreddit r/vent had changing moderators and continued to employ several moderation rules throughout, 

thus leading to visual clutter, whereas r/venting had consistently the same moderation team and 

maintained very few, but straightforward rules. More importantly, the discrepancy in perceived disorder 

between the two subreddits was continuously apparent for all snapshots observed based on extensive 

discussions among the paper's authors. 

3.2 Data collection and toxicity analysis 

All published data on Reddit is publicly available. The data was collected using Communalytic (Gruzd 

et al., 2020) and Pushshift (Baumgartner et al., 2020) and is based on all submissions, comments, and 

replies to comments that were published in each of the two subreddits. As the data basis is considerably 

large, we selected a specific month of analysis over three years. Specifically, we accessed the data 

published on r/vent and r/venting from 1-28 July in the years 2020 until 2022. The analysis across 

multiple years was done to examine whether changes in the degree of toxicity over time have taken 

place and, if so, whether this trend was accompanied by structural changes of the respective subreddit 

(e.g., an influx of new users, average user activity, comment intensity). 

The degree of toxicity is measured using the Perspective API, which contains machine learning modules 

to identify toxic behavior. Specifically, the model distinguishes between the following attributes: 

toxicity, severe toxicity, identity attack, insult, profanity, and threat, as termed by the developers 

(Google Jigsaw, 2022). Importantly, as we consider toxicity the umbrella term for behavior incongruent 

with society's dominating values and norms (Lowry et al., 2017), all attributes used by the Perspective 

API, even though partially having the same or similar names, constitute subcategories of our definition 

of toxicity. Employing the model on our data, each post gets assigned a value between 0 and 1 according 

to the degree of each attribute, e.g., a severe toxicity score of 0.4 indicates that 4 out of 10 people would 

rate this content as severely toxic. Posts within the range of 0.3 to 0.7 are classified as uncertain, while 

a rating between 0.7 and 1 indicates that an attribute is most likely prevalent. For our study, we selected 

0.7 as a threshold that demonstrates the prevalence of an attribute, as it is also commonly employed 

within social sciences (Gil et al., 2017; Hua et al., 2020). 

 

Sub-

reddit 
Community 

Size 
Year 

Total 

Posts 

Collected 

Total 

Active 

Users 

Average 

Posts 

Per User 

Average 

Post 

Length 

Average 

Post 

Score 

Average 

User 

Karma 

Vader 

Sentiment 

r/vent 

47k 2020 14,777 3,726 3.97 353.06 4.01 17,076 0.06 

75k 2021 24,934 5,699 4.38 304.00 3.82 15,958 0.06 

122k 2022 49,899 11,842 4.21 330.83 3.37 10,763 0.04 

r/venting 

8k 2020 1,587 503 3.16 452.46 2.92 16,851 0.12 

28k 2021 8,484 2,705 3.14 345.73 4.27 11,982 0.15 

75k 2022 12,225 4,110 2.97 395.49 4.68 10,479 0.09 

Table 1.  Descriptives of the subreddits r/vent and r/venting. 

4 Results 

As seen in Table 1, each year, both subreddits have grown considerably. On average, the number of 

posts in r/vent approximately doubled each year, accumulating almost 50 thousand posts within one 

month in 2022. Despite r/vent roughly having only a 60% bigger community size in 2022, its users are 

significantly more active, as seen by the average post per user. Meanwhile, r/venting has attracted more 

new active users over time than its counterpart. Whereas in 2020, it had just 17% of the active users 

compared to r/venting, that percentage has increased to 35% in 2022. Whereas the average post score 

has slightly decreased for r/vent, it has increased in r/venting from 2.92 in 2020 to 4.68 in 2022. For the 

Vader sentiment compound score (ranging from -1, indicating negative sentiment, to +1, indicating 
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positive sentiment), a downward trend can be observed for r/vent, only slightly above 0 throughout the 

years. For r/venting, the score is well above 0.1 and rising over time (except for 2022). 

Figures 1 and 2 present the toxicity scores for the two subreddits across 2020-2022 among the toxicity 

attributes. While Figure 1 shows the number of total posts and therefore accounts for the growth of both 

subreddits, Figure 2 represents the toxicity as a percentage of all posts. Our results indicate that the 

toxicity scores are higher for the r/vent subreddit across all levels and that the margins between those 

subreddits did not decrease over time. Of all the toxicity sub-groups investigated, profanity is the most 

prevalent at the 0.7 threshold, affecting up to 20% of all the traffic created within the subreddits. About 

10% of the traffic in r/vent is identified as toxic, with about 7% for r/venting. More than half of the toxic 

content is severely toxic for both subreddits. Forms of insults seem to be quite prevalent across both 

subreddits but more so for r/vent. Moreover, for identity attacks and threat, while the scores were 

relatively low in 2020, they seem to be increasing over the years for both subreddits.  

 

 

Figure 1.  Comparison of toxicity scores across subreddits r/vent and r/venting (in total posts). 

 

 

Figure 2.  Comparison of toxicity scores across subreddits r/vent and r/venting (as a percentage). 

5 Discussion 

Our results present initial evidence for the prevalence of the BWT phenomenon occurring within the 

digital sphere based on the SNS Reddit. Across all toxicity measures, r/vent – the subreddit identified 
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as more disordered – exceeds the subreddit r/venting in toxicity scores across 2020-2022. Moreover, 

additional robustness for that statement is provided, as the severe toxicity attribute displays the same 

margins as the basic toxicity attribute when comparing both subcommunities over time. This observation 

yields initial evidence for the BWT. Perceived decay and chaos on the SNS platform may, according to 

the theory, foster antisocial behavior that manifests in toxic expressions.  

In addition to evidencing this hypothesized link, the results also confirm extant research findings. More 

specifically, identity attacks are increasing over the years, confirming studies establishing this link in 

political communities (Mittos et al., 2020; Tahmasbi et al., 2021). Furthermore, the average number of 

posts per user steadily increases in the community with higher toxic behavior. Combining this with the 

results from Figures 1 and 2, our research shows that the average toxicity exerted by each user is 

increasing. Simultaneously, our structural analysis reveals that the subreddit with lower toxic behavior 

receives significantly more new users over time. This could indicate that toxic communities get smaller 

and more homogenous and thus increase their toxicity inherently, as suggested by prior research (Horta 

Ribeiro et al., 2021; Atari et al., 2022). Finally, our data indicate that among the 425 users present in 

both communities, those users generally receive fewer upvotes in the less toxic subcommunity. This 

could indicate norm-setting and that these users are not as accepted within the community due to their 

deviant behavior toward the norm.  

Theoretically, insights from our research will add to the understanding of the body of literature on dark 

sites of SNSs (O'Donnell and O'Donnell, 2022). More specifically, by offering first exploratory 

empirical insights, the study has the potential to enhance our understanding of the factors that cause 

toxicity on SNSs beyond structural factors identified through prominent social network analysis 

approaches (Almerekhi et al., 2020; Mittos et al., 2020) or social factors (Chan et al., 2021) by 

particularly considering disorder perceptions. Additionally, it generates a more nuanced understanding 

of how toxicity can lead to even more toxicity, creating a vicious circle of antisocial behavior. While 

this is in fashion with Horta Ribeiro et al. (2021), our work argues in terms of the BWT and hence, sheds 

light on a novel perspective by considering the design features of SNSs. So far, the BWT has not been 

prominently used in IS research (except for Grimes et al., 2019), albeit the circumstance that the digital 

environment is increasingly replacing our external environment in terms of social interactions and other 

advances. This study thus provides an exploratory first step and paves the way for linking disorder and 

toxicity in the online context in subsequent studies.  

Practically, our insights add to the understanding of the effects of dynamic interactions on the platform 

Reddit beyond well-researched social factors. The call for the importance of considering the design is 

predominantly critical for three stakeholders. First, platform providers should rethink their responsibility 

to provide adequate structures that allow a clean comprehension of information. Similarly, in the offline 

context, the owner of an offline environment, like a parking lot, may be liable for keeping the 

environment clean and orderly and getting rid of any litter. Whether this responsibility needs to be shared 

with policymakers is yet to be debated. Similar to measurements taken in New York in the sixties to 

counter criminal behaviors by cleaning neighborhoods (Harcourt and Ludwig, 2006), policymakers and 

platform providers may consider the role of a clean and orderly online environment in preventing toxic 

interactions. Finally, users are responsible for contributing to the community by not littering, loitering, 

or vandalizing – offline and online.  

6 Future Study Plan  

The study plan is three-fold. In the first step, we aim to administer a survey to 300 panel members at 

Prolific. The survey’s main goals will be to (a) develop an objective measure of perceived disorder and 

(b) gain more empirical evidence for the perceived disorder. The study consists of two parts. Participants 

are asked to rate subreddits regarding their perceived disorder in the first part. After briefly browsing 

subreddits for at least 2 minutes in randomized order, participants are asked to answer the following 

item, “I feel that the subreddit is disordered.” on a 7-point Likert scale (Strongly agree – Strongly 

disagree). Following this rating task, in the second part, participants are requested to answer the 

following open-ended questions: "How come the subreddit was perceived as disordered by you?" and 
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"What has caused this perception?". Participants' answers are then coded inductively using open coding. 

These codes are then clustered in higher-level codes and overarching categories. The answers to these 

questions will contribute towards answering our research question and provide dimensions of perceived 

disorder that will help develop a measurement instrument. 

In the second step, we aim to utilize the newly developed measurement instrument to use it in an 

experimental design with two groups administered to panel members at Prolific. Both groups will 

receive the task of browsing an artificial but real-life-inspired subreddit page. We aim to keep as many 

aspects constant between the two groups as possible, e.g., the subreddit will contain duplicate threads. 

However, both groups will differ regarding the perceived disorder related to design-related aspects. The 

differing levels of perceived disorder will be pre-tested using the measurement instrument developed in 

the first study. In this regard, whereas the control group receives an ordered subreddit, the experimental 

group will receive the disordered version. After browsing the subreddit for a few minutes, both 

experimental groups will be requested to leave a comment below one of the threads of the subreddit. 

The comment will then be coded according to their level of toxicity. 

We aim to return to the data-driven approach in the third and final step. This time, we aim to develop 

an automated method to gather disorder levels of an SNS such as Reddit over time. We then seek to 

monitor specific subcommunities with varying levels of perceived disorder over a prolonged period to 

track the perceived disorder and toxicity levels in an uninterrupted and controlled manner.  

7 Challenges and Outlook 

As our explorative study is not without limitations, it offers several additional important angles for future 

research. Firstly, next to significantly extending the underlying dataset, we believe that variations of 

different subreddit pairs in combination with varying facets of toxicity would yield promising results. 

In line with this, the various nuances of toxicity may be affected differently by their perceived disorder. 

A distinction will enhance our understanding of the phenomenon but is beyond this study's scope. 

Secondly, by comparing subreddits, additional information on individual participants will generate more 

insights. Within our analysis, we have neglected participant overlaps, but those 425 participants make 

up ten percent of all the active participants in the subreddit with lower toxicity observed. This allows 

further investigation as interdependency effects could occur (Hessel et al., 2016). Potentially, these users 

are more toxic in one subreddit as they adapt to the different climates to fit in. A further survey for this 

specific subgroup could shed light on their behaviors. In addition, moderation could serve as an inhibitor 

of toxicity. However, in the study, the subcommunity with higher toxicity had specified more usage 

rules, especially related to the structure and content of participants' posts. This observation is potentially 

explained by rules not actively enforced, but further research should be conducted to explore 

moderation's effect on the link between perceived disorder and toxicity. This research should seek to 

distinguish between the existence of moderation rules and the intensity of actual moderation. Similarly, 

we have not considered the effect of low interaction with posts and how this may affect toxic behaviors. 

Finally, while we endeavored to identify two subcommunities as similar as possible, finding a match 

where the underlying characteristics (e.g., creation date, community size) were identical was impossible. 

Instead, it was only possible to select a subcommunity pair that resembled as similar characteristics as 

possible to match the main factor we wanted to rule out to be responsible for varying toxicity levels, i.e., 

the topic. Since Reddit has subcommunities ranging from 1 to more than 50 million members, we assume 

the two chosen subreddits, r/vent, and r/venting, are similar enough to be comparable. However, future 

research should consider this aspect and match subcommunities in a more fine-grained way. 
Overall, the study offers potential for extensions in various directions and initially explores the 

phenomenon. It signifies the first step of a long-term project to measure the link between perceived 

disorder and toxicity over time. More specifically, when toxicity and perceived disorder can be gathered 

over time, the connections between the level of disorder and toxicity may be investigated to derive 

countermeasures for ameliorating interaction between users on SNSs.  
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