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Abstract: Among literature reviews, scoping review is a relatively new 
approach that is increasingly gaining popularity since it helps researchers in 
defining emerging and multidisciplinary fields. While artificial intelligence for 
text processing can help researchers in this sense, we still lack clear procedures 
and tools to improve the reviewing process. Following a design science 
approach, in this article we propose a novel tool based on natural language 
processing (NLP) to support scoping review and to visualise its results. The 
tool (NLP4Scoping) is implemented using open-source software and is made 
available for reuse on GitHub. Each phase for its proper application is 
described focusing on the nascent literature stream on innovation management 
in digital ecosystems. 
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1 Introduction 

Among literature reviews, scoping reviews is a relatively new approach that is 
increasingly gaining visibility since it helps researchers in defining emerging and 
multidisciplinary fields (Munn et al., 2018). A scoping review has the aim of determining 
the scope of a body of literature on a given topic, to give an indication of the volume of 
documents available as well as an overview of its focus. It is particularly useful in the 
following cases (Munn et al., 2018): 

• identify and classify available evidence in the field 

• clarify key concepts in the field, and give definitions 

• list the used research approaches 

• identify knowledge gaps. 

In all the other cases, (e.g., guide decision making, confirm current practices, inform for 
future research or investigate conflicting results), researchers can rely on other 
approaches for literature review. 

Currently there exists little guidance for researchers regarding 

1 how to carry on a scoping review 

2 how to use recent technologies such as natural language processing (NLP) to support 
this process. 
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As for point (1), scoping reviews (Munn et al., 2018) follow a defined and structured 
approach to determine the coverage of a field of study, indicating information such as the 
volume of literature available in the field, its focus, how research is conducted, and which 
are the main gaps to be filled (Armstrong et al., 2011). Even if scoping reviews are newer 
with respect to systematic literature reviews, they increasingly represent a common 
approach for mapping broad topics. Furthermore, because of variability in their adoption, 
there exists a need for a methodological standardisation (Pham et al., 2014). 

One of the most used frameworks to conduct scoping reviews has been proposed by 
Arksey and O’Malley (2005). The approach includes the following five phases: 

1 identifying the research question 

2 identifying relevant studies 

3 study selection 

4 charting the data 

5 collating, summarising, and reporting the results. 

As reported by Pham et al. (2014), although Arksey and O’Malley (2005) framework is 
the most frequently used, about 50% of the published reviews did not use any framework. 

As for point (2), the increased creation of knowledge, and the complexity of its 
structure, calls for supporting tools to help researchers in reviewing the scope of a 
literature domain. This process is creating interesting opportunities for artificial 
intelligence, to support scientists in their activity and make them more efficient and 
reproducible. AI tools, among other things, enable the reduction of authors’ efforts in 
time-consuming and repetitive tasks. In this way, researchers can dedicate more time to 
the creativity-intensive tasks, such as interpretation, intuition, and contextualisation 
(Tsafnat et al., 2014). 

In several fields, artificial intelligence is starting to change traditional research 
methods (Wagner et al., 2021). Literature review activities stand out in this setting 
because they work with vast, quickly expanding amounts of partially organised data. In 
general, AI may speed up parts of the literature review process, but AI utilisation in this 
context is still in its early stages of development. 

Recently, Wagner et al. (2021) have developed a framework that classifies AI tools 
for supporting literature review, considering each step of the review process. These steps 
are: 

• Problem formulation: identify the research questions, central concepts (Templier and 
Paré, 2018), or specify the research gap to verify (Müller-Bloch and Kranz, 2015). 

• Search: collect the relevant literature using different search methods, such as 
database or citations searches, table-of-content scans, and complementary manual 
searches (Templier and Paré, 2018). 

• Screen: filter for relevant papers, based on some pre-defined of relevancy for the 
topic (Harrison et al., 2020). 

• Quality assessment: to check studies for methodological consistency (Higgins and 
Green, 2008; Kitchenham and Charters, 2007). 
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• Data extraction: identify relevant of data (qualitative and quantitative) and collect 
them for further analysis (Jonnalagadda et al., 2015). 

• Data analysis and interpretation: can take various forms depending on the type of 
review but aims at synthetising the results. 

Despite the work of conceptualisation done by Wagner et al. (2021), there still exists a 
lack of contributions that shows how to use AI tools to analyse the textual content of the 
papers, and that arrive to a re-usable output for other researchers. 

Recently, NLP has proven to be an effecting AI tool to support literature reviews 
(Chiarello et al., 2021; Kobayashi et al., 2017; Belingheri et al., 2021). 

The purpose of this article is to propose a novel NLP tool to support scoping review. 
The tool, named NLP4Scoping, is implemented using open-source software and is made 
available for reuse on GitHub. Each phase for its proper application is described focusing 
on the nascent literature stream on innovation management in digital ecosystems. 

The article is structured as follows. In Section 2, we discuss the requirement of this 
tool, under the lens of design science. In Section 3, we disclose the design of 
NLP4Scoping tool and explain its functionalities in a real-world scenario for the analysis 
of the literature on digital ecosystems. 

2 Requirement analysis 

Considering the state of the art, it emerges the need for a tool to support researchers in the 
implementation of scoping reviews. A wide literature exists on the process to be adopted 
to design it and the main contribution comes from information systems (IS) discipline. 
Hevner et al. (2004) argues that, in order to apply this knowledge to solve real world 
problems, it is important to rely on the paradigm of design science. 

The design-science paradigm is a problem-solving paradigm and has its roots in 
engineering and the sciences of the artificial (Simon, 1988). Its goal is to create 
innovations: define the ideas, practices, technical capabilities, and products through 
which the analysis, design, implementation, management, and use of IS can be effectively 
and efficiently accomplished. Hevner et al. (2004) provide a set of guidelines which help 
IS researchers conduct, evaluate and present design-science research and to define the 
requirements to guide the development of the artefact. In the case of NLP4Scoping tool, 
the requirements have been identified following these guidelines. 

The set of requirements are: 

• Usability: design science research must create a viable artefact in the form of a 
construct a model, a method or, in our case, a software. The software must adapt to 
users’ skills and knowledge’s. 

• Relevancy: the tool must solve a real need emerging from the state of the art. In our 
case, the application of the tool must let the user to gain new knowledge and to 
support the scoping review process. 

• Novelty: the tool must solve an unsolved problem or solving a known problem in a 
more effective or efficient manner. Thanks to the mix of NLP and interactive 
visualisation of results, our tools is novel with respect to the state of the art in 
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scientific literature analysis and has different goals with respect to widely used tools 
such as Scopus Search Analytics1, or WoS viewer. 

• Scientifical solidity: the tool must rely on scientific evidence and practices. For this 
reason, we relied on the theory of latent Dirichlet allocation (LDA) (Blei et al., 2003) 
and on the evaluation of the quality of unsupervised learning process (Deveaud et al., 
2014) to provide the user with quantitatively validated results. 

• Communicability: the results must be presented effectively to technology-oriented 
audience (research) as to managerial audience. For this reason, we describe the tool 
in the present paper. 

• Accessibility: the tool has been developed using only open-source software. Also, we 
have released the tool on git-hub, with further guidelines for its application. 

• Elasticity: the tool can take as input data coming from different scientific articles 
database. In the present paper we consider Scopus, but similar results can be 
achieved using other sources such as WoS, or private databases. 

Figure 1 Workflow (see online version for colours) 

 

3 Designing the tool 

We followed a slightly modified version of a widely used framework in the context of 
scoping reviews (Arksey and O’Malley, 2005). The four stages (Figure 1) are described 
in further detail in the next sections. Each phase for its proper application is described 
focusing on the nascent literature stream on innovation management in digital 
ecosystems. 

3.1 Collecting relevant scientific papers 

The goal of the first stage is to identify and collect articles that discuss innovation in 
digital ecosystems. First, we collected all the scientific papers (journal and conference 
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papers), published between 2000 and 2020 and containing the sequent string in the title, 
abstract or keywords: 

‘innovation AND (ecosystem OR platform) AND (digital OR digitalisation OR 
‘artificial intelligence’ OR ‘big data’ OR ‘data science’ OR blockchain OR ‘cloud 
computing’ OR ‘augmented reality’ OR ‘virtual reality’ OR ‘Embedded Systems’)’. 

As it is evident, the query is the intersection of three set of documents: innovation 
related documents, ecosystems related documents and digital technologies related 
documents. For this last set, we selected the technological keywords considering previous 
literature on the topic (Chiarello et al., 2018). 

We decided to search the documents in the Scopus database. This approach, executed 
in July 2021, led to the collection of 1,115 scientific papers. The search was constrained 
to the last 20 years since even if DS has sub-fields, such as AI, that have roots in the early 
1960s (Minsky, 1961), the specific field has emerged only in the early 2000s (Cleveland, 
2001). 

3.2 Text pre-processing 

Text pre-processing aims at transforming text into a tabular format that is analysable by 
further statistical models. In the present section, we describe the pre-processing chain we 
applied to the title and abstract of the selected papers. These steps have been performed 
using the R package udpipe (Straka and Straková, 2017). 

3.2.1 Data preparation 
We prepared the data following these steps: 

• Tokenisation: splitting the text in tokens (single words). 

• Speech tagging: tagging words considering their morphological role and 
morphosyntactic context; for instance, if the token is a determiner, the next token is a 
noun or an adjective with very high confidence. 

• Lemmatisation: determining the dictionary root of a word; the output allows finding 
if two words share the same root, despite their surface differences; lemmatisation 
was preferred over stemming considering the interpretability of the output; in fact, 
lemmatisation attempts to return the lemma or dictionary form of a word, while 
stemming returns the stem, (e.g., both methods may return ‘work’ for ‘working’, but 
only lemmatisation correctly outputs ‘good’ from ‘better’). 

3.2.2 N-grams extraction 
An n-gram (or multi-word) is a sequence of words that has a meaning that is different 
from the single words (e.g., ‘credit card’, ‘machine learning’). Identifying multiword is 
crucial for scientific literature analysis since most of the technical jargon is made of 
multi-words. Multi-word extraction is usually implemented with statistics and linguistic 
rules, thus using the statistical properties of n-grams, or machine learning approaches 
(Newman et al., 2012). However, in this paper we rely on keywords identified by Scopus 
to take multiword in texts, as accomplished by Mazzei et al. (2021). 



   

 

   

   
 

   

   

 

   

    Design and implementation of a text mining-based tool 153    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

3.2.3 Feature selection 
The entire text corpus comprised 250,704 words and multi-words. We applied a series of 
words unification and removal steps, to merge words with similar meaning and to select 
only the relevant words for each abstract (i.e., features). These steps have proven to be 
effective in several similar works (Chiarello et al., 2019; Cascini et al., 2013). 

We thus removed: 

• Sparse terms occurring in less than 0.1% of all documents. 

• Common terms occurring in more than 10% of all documents. 

• List of domain-related stop-words (e.g., abstract, paper, research). 

• Short words, composed of less than three characters. 

• Every part of speech that does not belong to nouns and adjectives. 

At this stage, the entire text corpus comprised 54,215 words and multi-words. Finally, 
output data were structured as a document-term matrix comprised of 1,115 documents 
and 3,537 (unique) terms. This matrix is the input of the following topic modelling step. 

3.3 Charting the data 

Following this, we implemented a charting phase, where data were collected in a 
database using the statistical software RStudio. The database is composed of 1,115 
scientific papers and has the following structure: reference number, Scopus ID, authors, 
year of publication, name of the journal or of the conference, title, paper type (journal or 
conference paper), number of citations and topic probability vector. To identify the 
relevant topics within the paper set, we use the LDA (Blei et al., 2003). The primary 
assumption behind LDA is that the topics have a sparse Dirichlet prior distribution (Ng et 
al, 2011). This assumption is supported for abstracts of papers, since these documents are 
likely to cover only a small set of topics. This method has already been proven to work in 
texts as scientific abstracts (Amami et al., 2016). 

LDA computes two relevant values: alpha and beta. Given a set of D documents 
represented by T different tokens (words and multi-words) and chosen K as the number 
of topics, these two values can be defined as: 

• Alpha: maps the topics on the documents; it indicates for each of the K topics, which 
is the probability that a document belongs to it; thus, a K-dimensional vector is 
computed for each document. 

• Beta: maps the words on the topics; given a topic, indicates for each of the T tokens 
which is the probability that the considered topic contains each token; thus, a  
T-dimensional vector is computed for each topic. 

The ideal number of clusters K is unknown a priori, as is the case with many clustering 
tasks, and must be calculated either by some measure judging the grouping’s quality or 
through domain knowledge. In the first case, the Kullback divergence of the salient 
distributions derived from the LDA model’s factorisation matrices (Arun et al., 2010), the 
density-based approach to maximise intra-cluster similarity and minimise inter-cluster 
dissimilarity (Cao et al., 2009), the Jensen-Shannon divergence of the topic distribution 
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(Deveaud et al., 2014), and the maximum likelihood estimator (Griffiths and Steyvers, 
2004) were all tested. There isn’t a single statistic that works in every situation. As a 
result, all four criteria stated above were employed, and K was chosen as the point at 
which all, or almost all, of the metrics agreed. 

3.4 Summarising and reporting 

Topic modelling algorithms gives a rich output in terms of topics-documents relations 
and topics-words relations. 

The first group opens to a series a visualisation and analysis of the results, where 
topics can be linked to meta-information on the paper, such as year if publication and 
journal. This can give insight on how the topics are distributed over time, and how 
different sources are more (or less) focused on specific topics. To this aim, static graphs 
such as bar-plots and scatter plot are used. 

Topics-words relations are useful to have a focused view on the content of the topic. 
The visualisation is useful to understand the content of each topic and how they are 
related to each other. Since the content is particularly reach, to summaries this report we 
used a Shiny-based interactive interface for exploring the output from LDA topic models 
(Sievert and Shirley, 2014). 

We used an open-source software, LDAvis (Sievert and Shirley, 2014), to 
interactively explore the results of the scoping review. LDAvis is an interactive and  
web-based visualisation tool built using a combination of R and D3 that provides a  
bird-eye view of the whole results of the topic model, showing similarities and 
dissimilarities between the topics. Also, it makes it possible to explore the terms most 
highly associated with each individual topic. The visualisation system allows users to 
flexibly explore topic-term relationships using relevance to better understand a fitted 
LDA model. 

4 The visualisation tool 

The visualisation tool (illustrated in Figure 2) has two basic zones of analysis. 
The left panel presents a global view of the topic model. Here the topics as circles in 

two-dimensional space where the position of the circles are determined by computing the 
distance between each topic, and then by using multidimensional scaling to project the 
inter-topic distances onto two dimensions, as is done in Chuang et al. (2012). The area of 
the circle encodes topics’ prevalence. Also, the topics are numbered in decreasing order 
of prevalence. 

The right panel of the visualisation tool shows a bar chart that represent the individual 
terms. The terms are at the top-30 in terms of saliency, and are the most useful for 
interpreting the currently selected topic on the left. This visualisation can help users in 
understanding the meaning of each topic, supporting the process of labelling it with the 
most representative words. Each overlaid set of bars represents both the corpus-wide 
frequency of a given term as well as its topic-specific frequency, as in Chuang et al. 
(2012). 
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Figure 2 The layout of LDAvis (see online version for colours) 
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Figure 3 The layout of LDAvis (topic 1 selected) (see online version for colours) 
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Figure 4 The layout of LDAvis (the word ‘firm’ selected) (see online version for colours) 
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The left and right panels are linked. If the user selects a topic on the left, the tool adapts 
to reveal the most useful terms on the right. Also, if the user selects a term on the right, 
the left panel shows the conditional distribution over topics for the selected term. 

As said, a first important functionality of the LDAvis is to give the possibility, once a 
topic is selected, to explore the most relevant terms that are related to that specific topic. 
In Figure 3, topic 1 is selected, and its 30 most relevant terms populate the bar chart to 
the right (ranked in order of relevance from top to bottom). The widths of the blue bars 
represent the corpus-wide frequencies of each term; the widths of the red bars represent 
the topic-specific frequencies of each term. By comparing the widths of the red and grey 
bars for a given term, users can quickly understand whether a term is highly relevant to 
the selected topic because of its lift (a high ratio of red to grey), or its probability 
(absolute width of red). The top three most relevant terms in Figure 3 are ‘government’, 
‘chapter’, and ‘knowledge’. Also, a slider allows to change the value of delta, which can 
alter the rankings. 

On the left panel, two visual features provide a global perspective of the topics. First, 
the areas of the circles are proportional to the relative prevalence of the topics in the 
corpus. In the five-topic model fit to the data, the first three topics comprise about the 
30%, of the corpus, and all contain common, non-specific terms. In addition to 
visualising topic prevalence, the left pane shows inter-topic differences. 

The second core feature of LDAvis is the ability to select a term on the bar chart to 
reveal its distribution over topics. This distribution is visualised by altering the 
dimensions of the circles such that they are proportional to the term-specific frequencies. 
This allows the user to verify if the multidimensional scaling of topics has faithfully 
clustered similar topics (i.e., containing similar words) in two-dimensional space. For 
example, in Figure 4, the term ‘firm’ is selected. As it can be seen, the left side of the 
left-panel contains all the topics that talks about ‘firm’. This means that the left area of 
the two-dimensional space is linked to this concept. Upon inspection, this group of topics 
can be interpreted broadly as a discussion of companies and business. This verifies, to 
some extent, their placement, via multidimensional scaling, into the same  
two-dimensional region. 

Finally, it is worth mentioning that the output of the visualisation tool can be easily 
shared by creating an HTML page. We make available our results, to let other researchers 
explore the tool and our results (https://bl.ocks.org/FilippoChiarello/raw/f0d070021b 
7e4218e072b46d8536e918/?raw=true). 

5 Conclusions 

The purpose of the presented article is to propose NLP4Scoping, a novel tool to support 
the scoping review process thanks to the use of NLP techniques and interactive data 
visualisation tools. The requirements of the tools have been developed following a design 
science approach. Each phase for the proper application of the tool has been described, to 
guide researchers in the application of the tool in any field of research. Also, we used the 
literature of innovation in digital ecosystem as a context of application. The code and the 
tool are made available on GitHub for reuse (https://github.com/FilippoChiarello/ 
scientific-paper-analysis). 

The work presents some limitations that can be mitigated by future research. First, we 
are aware that more advanced and modern NLP techniques could lead to better 
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classification of the results. For instance, other approaches for topic modelling (e.g., 
Peinelt et al., 2020) can be tested. Also, future activities can focus on the measuring and 
improving the usability of the user interface, using approaches such as A/B testing to 
understand if and which different user interfaces and data visualisation of the tool can 
improve its usability. 

Finally, the tool can show more information about the results, mixing the topic 
modelling with the metadata of the paper. In this way, the user can have access to 
relevant information, such as the number of papers published for each topic in each year, 
the distribution of topics on the scientific journals and conferences, the most important 
authors and universities per topic and the geographical distribution of topics. 
Interestingly, Elsevier’s Scopus API (used in the present paper), offers this information. 
Researchers and computer scientist wanting to add this information to the tool, have the 
information already available, that only need to be integrated with the one presented in 
this paper. 

To conclude, some steps of the process, (e.g., paper retrieval, topic validation) need 
still an important manual effort. Research can focus on automatising these steps to make 
the process even more efficient. In this way, experts will have more time to work on the 
most value-added activities (design of the research questions and interpretation of the 
results). 
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