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Abstract: Calibration of the existing building simulation model is key to correctly evaluating the
energy savings that are achievable through retrofit. However, calibration is a non-standard phase
where different approaches can possibly lead to different models. In this study, an existing resi-
dential building is simulated in parallel by four research groups with different dynamic simulation
tools. Manual/automatic methodologies and basic/detailed measurement data sets are used. The
calibration is followed by a validation on two evaluation periods. Monitoring data concerning the
windows opening by the occupants are used to analyze the calibration outcomes. It is found that for
a good calibration of a model of a well-insulated building, the absence of data regarding the users’
behavior is more critical than uncertainty on the envelope properties. The automatic approach is
more effective in managing the model complexity and reaching a better performing calibration, as the
RMSE relative to indoor temperature reaches 0.3 ◦C compared to 0.4–0.5 ◦C. Yet, a calibrated model’s
performance is often poor outside the calibration period (RMSE increases up to 10.8 times), and thus,
the validation is crucial to discriminate among multiple solutions and to refine them, by improving
the users’ behavior modeling.

Keywords: building energy simulation; calibration; validation; users’ behavior; automatic/manual
optimization; free-floating; monitoring

1. Introduction

In order to reduce the energy consumption of the building stock, important efforts
should be devoted to the retrofit of existing buildings. According to a recent report by the
Italian Agency for Energy and Environment ENEA [1], 76% of the certified Italian building
stock dates back to before 1991. Considering only the residential sector, the certified average
annual non-renewable energy consumption is equal to 207, 218, and 275 kWh/(m2.yr) for
buildings dating to the periods 1977–1991, 1945–1976, and before 1945, respectively. A
building energy simulation (BES) is a powerful tool used to predict the impact of renovation
interventions and identify the most promising ones, provided that a reliable model of the
building and HVAC system have been developed. To this purpose, the simulation model
is usually tested against measured data concerning utility bills or energy monitoring in
the short or long term. The few existing guidelines, such as the ASHRAE Guideline 14 [2],
basically provide the criteria and acceptable limits to consider a model calibrated.

Calibration is a process that aims at reducing the discrepancies between BES pre-
dictions and actual metered energy behavior by fine-tuning the model parameters that
are affected by some uncertainty. Unfortunately, calibration is a non-standard process
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and a shared methodology is presently lacking. The current approaches to calibration
are comprehensively presented and discussed in the literature [3–5]. Depending on the
analyst’s role, they can be classified into manual or automatic. In a manual calibration,
the modeler adjusts the model parameters iteratively until the required matching between
the simulation outputs and the metered/measured data is reached. The large number of
parameters to be varied and the amplitude of the corresponding range of variation make it
difficult to perform a systematic manual calibration. For this reason, the process is often
streamlined by the modeler’s experience [6], or, in a more objective way, by a preliminary
sensitivity analysis identifying the most influential parameters. In an automatic calibration,
the analyst identifies the uncertain parameters and their variation, while an automated
process based on mathematical or statistical methods is used to perform the calibration [7].
Optimization methods are often adopted, so that one or more objective functions are set
and the solutions of the calibration problem correspond to the local minima obtained by an
optimization program coupled with the BES tool. More recently, statistical inference meth-
ods such as Bayesian analysis have been applied to calibration [8,9], allowing the direct
integration of uncertainty into the process. In a Bayesian approach, uncertain parameters
are given prior distributions that are updated using observations through a formal set up in
which the likelihood of obtaining observations from the BES model drives the updating [8].
Despite the higher computational demand, the advantage of Bayesian calibration is that the
modeler can quantify a confidence level in the calibrated model [9] and eventually perform
a risk analysis to rank competing retrofits [10].

The calibration of a BES model is an inverse ill-posed problem that lacks the uniqueness
of the solution. Therefore, many calibrated models can usually be identified, which may
be more robust than searching a single optimal solution [11]. However, not all of them
may be representative of the actual building behavior outside of the calibration period.
Validation, namely testing the calibrated model predictions on a different period, is usually
recommended, often leading to a refinement of the calibrated model [12].

Another way to reduce the uncertainty in the calibrated model is to adopt a multi-
step calibration, consisting of dividing the building and the systems into sub-models
and calibrating them individually [13,14]. This way, the number of uncertain parameters
at each calibration step is decreased, and compensations due to counteracting effects of
the simultaneous variation of different parameters are reduced. In a previous paper by
the authors [15], the sub-modeling approach was brought to the single wall limit. A
methodology to calibrate the thermo-physical properties of the walls was suggested as a
first step toward the achievement of envelope calibration, in case the detailed measurements
related to heat flow and internal and surface temperatures were available. To overcome the
constraints that most BES tools require, namely the modeling of at least one thermal zone,
and to be able to perform a single-wall simulation, the concept of a fictitious thermal zone
was introduced and demonstrated.

Both validation of the calibrated models and multi-stage calibration process demand
additional metered data; the first is because an independent set of data is necessary, and
the second because data referring to individual components or sub-systems are required in
addition to global ones. The kind of information on the building and system available to
the analyst can largely vary, so that the different levels of calibration can range from level 1
(when only energy bills and as-built data are available) to level 5 (when even long-term
monitoring data are accessible) [4]. As far as the metered quantities are concerned, the
overall building energy consumption is mostly chosen, so that the ASHRAE standard
14-2002 provides criteria for considering the calibration acceptable using statistical indexes
related to energy. Yet, long term and detailed monitoring may address other physical
quantities related to the building envelope thermal response, the HVAC systems input
and outputs, or even the users’ behavior, such as temperatures in key positions as well
as power consumption and status of specific components. For instance, microclimatic
parameters are typically metered and used for calibration in historical buildings, where
there is often no heating, cooling, or ventilation systems installed [5]. It has to be noticed
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that, when these metered quantities are used for calibration, there are no specific criteria in
the guidelines that the calibrated model has to comply with. In general, it may be argued
that the resolution, in both qualitative and quantitative terms, of measured data available
to energy modelers, orientates the modeling itself and potentially has an impact on the
calibration approach and the subsequent results. The following question then arises: to
what extent is detailed metering necessary to produce a high-fidelity calibrated model?

Among building parameters that should be taken into consideration in the calibration
phase, users’ behavior is one of the most uncertain. At present, occupants’ behavior is
widely recognized as a major source of the discrepancy between expected and observed
energy performances, which is also known as the energy performance gap [16,17]. Users’
behavior may be defined as the presence of people in the building, but also, as the actions
that users take (or not) to influence the indoor environment [18]. Such actions include
the opening/closing of the windows, the handling of controls and thermostats, and the
operating of shading systems, lighting, and appliances. Recognizing the influence of
the inhabitants’ energy consumption in the building has, on the one hand, led to the
development of strategies to reduce the energy performance gap, specifically addressing the
building users [19], and on the other hand, it has led to the improvement of the modeling
of users’ behavior in the building energy simulation [20]. Data collection concerning
the users’ habits is typically the first step in the modeling, either through monitoring
occupancy, equipment use, and adaptive behavior, or through surveys and interviews [21].
The monitoring periods to gather data to develop and verify an occupant model typically
extend over at least a few months.

Occupants’ behavior models can be classified according to increasing complexity [22],
into deterministic or non-probabilistic models, probabilistic models, and agent-based
models. A priori time schedules or profiles are deterministic models that predict a user’s
behavior on the basis of day-types. They can be refined by incorporating deterministic
rules where actions are caused by specific drivers, such as the indoor air temperature or
the solar irradiance. Stochastic/probabilistic models capture and describe the probability
that a specific behavior will occur based on historical or statistical data [23]. Finally, agent-
based models take diversity into account by simulating individual actions as well as the
interactions among them. However, adopting the most complex occupants’ behavior
model is not necessarily the best choice; therefore, a fit-for-purpose approach was recently
suggested to identify the most appropriate way to model users’ behavior [24]. The topic is
further complicated by the fact that existing users’ behavior models should be deployed
within their validity range [20]. Finally, identifying the true driving factors for the users’
actions is quite challenging, as outlined by Fabi et al. [25]. The authors divided the drivers
into five groups, namely physical environmental, contextual, psychological, physiological,
and social factors. By reviewing the literature concerning users’ operation of the windows,
they highlighted the lack of a shared approach to identifying the driving forces and found
contradictions regarding the variables that were found not to be drivers. In the end,
the occupants’ behavior understanding and modeling still suffers from several research
gaps [23].

Although pros and cons of each approach to the calibration problem are illustrated
in the scientific literature, they are rarely demonstrated in a cross-compared case study.
Additionally, Chong et al. [26] pointed out that among others, one of the gaps in the
calibration literature is the lack of collaboration and reproducibility of analyses to ensure
transparency and the independent verification of studies. Common exercises involving
different researchers were performed in Subtask 2 of the IEA EBC Annex 55 [27]; specifically,
multiple participants were asked to carry out five common exercises, sharing the same
case study and calculation tool, to evaluate the available methods for a probabilistic
assessment of the performance and cost of energy efficiency in a building retrofitting. The
performed exercises, specifically common exercise 1, showed how the differences in the
results obtained by the researchers can be minimized by performing the exercises with a
larger group of experts and by applying rigorous and shared procedures.
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The same IEA EBC in annex 71 [28] made another exercise for the validation of
building energy simulation programs. The experimental setup chosen in this validation
was comparable with other exercises but with more realistic boundaries and occupancy
profiles. Among the various results obtained, they noticed deviations from the various
software tools between the simulated radiation on the facades and the measured radiation
intensities. Larger deviations were observed for the south-facing façade with large glazing
areas. The authors concluded that the main reason for this deviation was the treatment
of the solar radiation reflected from the ground. Regarding the whole validation process,
the authors concluded that the complexity considered, even if it allowed for the validation
of many modeling aspects under realistic but still well-known conditions, it nonetheless
considerably increased the level of difficulty in the exercise.

In this paper, the main open issues related to the calibration approach are addressed
through a collective calibration exercise involving research groups from four universities,
whose preliminary results were presented in [29]. The case study consists of a story of well-
insulated social housing in Northern Italy, where detailed monitoring was implemented,
which also detected the window opening actions taken by some occupants. By sharing
the same case study, a direct comparison is performed among the different approaches
to calibration, which is inherently related to different BES modelers. The main objective
of the work is to investigate the reproducibility of the calibration process results, when
different modelers perform the calibration exercise according to their habits, experience,
and means, which includes the choice of the BES tool, the adoption of either a manual
or automatic procedure, and the use of a basic or a deep metering data set. The research
question addressed is therefore, to what extent will the modelers be able to obtain calibrated
models with the following: (i) a similar accuracy and (ii) a physical coherence. At the same
time, the calibration exercise allows us to demonstrate and discuss the following: (a) the
impact of different BES tools; (b) pros and cons of manual and automatic methods; and (c)
the relevance of having access to basic or detailed metered data, especially those related to
the users’ behavior modeling. Finally, the key issue concerning the non-uniqueness of the
solutions is critically addressed.

2. Materials and Methods

In this study, an intermediate floor of an existing residential building is simulated
in parallel by four different research groups (PoliTO, PoliMI, UniTN, and UniTOV), each
using a dynamic simulation tool (EnergyPlus, TRNSYS, and IDA ICE, respectively). PoliMI
and UniTN both adopt TRNSYS 17 (Table 1).

Table 1. Settings of the research.

Research Group Tool Measurement Data Set Calibration Approach

PoliTO EnergyPlus 9.4 Basic Manual

PoliMI TRNSYS 17 Basic Manual

UniTOV IDA ICE 4.8 Basic Automatic

UniTN TRNSYS 17 Detailed Automatic

The building envelope was simulated in free-floating, namely, without any active
HVAC system, as if it were the first step of a multi-stage calibration approach that could
include the HVAC system in a future second phase. A set of basic information and mea-
surements of the building were made available to three groups, while detailed information
and measured data were provided to the fourth one. As it is shown in Table 2, the detailed
measurement data set differs from the basic one because of the time and space resolution
of the acquisition and because additional quantities are provided. The different groups
developed their own baseline models, and then calibrations were performed by minimizing
the discrepancy with the indoor air temperature measured profile. Two groups adopted
manual calibration, based on sensitivity analysis to envelope properties and occupants’ be-
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havior parameters, while the other two groups adopted automatic calibration by means of
optimization algorithms. Materials and methods for each research group are summarized
in Table 1. The base and the calibrated models were then compared against each other.
Calibrated models were tested on two free-floating periods for a comprehensive validation.

Table 2. Detailed and basic measurement data sets.

Detailed Set Basic Set

Time step 10 min 1 h

Meteorological data x x

Floor indoor air temperature For each room in apartment A
For the main room in apartments B and C Average among apartments A, B, and C

Neighboring floors’ air temperature For every apartment in the upper and in
the lower floor

Upper floor average
Lower floor average

External wall surface temperatures and
heat flow densities x Not provided

Window’s opening switch For every window in apartment A Not provided

Mechanical ventilation supply
temperature In apartment A Not provided

2.1. Case Study Building and Monitoring System

The case study refers to a 5-story social housing building recently built in the province
of Trento (Northern Italy, Alpine region). The building has a platform frame structure
and a reinforced concrete stairwell. The envelope is composed of highly insulated walls
(U = 0.12 W/(m2·K)) and triple-pane low-e windows (Ug = 0.6 W/(m2·K), hemispherical
Tsol = 0.43, hemispherical Tvis = 0.66). The heating system consists of a centralized condens-
ing boiler supplying the radiant floor systems and it is controlled by room thermostats. A
mechanical ventilation system provides fresh air to the apartments with a constant airflow
rate of 0.5 ACH. During the heating period, heat recovery on the exhaust air is implemented,
while during the free-floating period, a manual damper at each apartment level is allowed
to by-pass the heat recovery. No active cooling is provided during the summertime. The
occupants are free to open the windows independently from the mechanical ventilation
system operation, both to operate the window roll-up shutters and to modify the thermostat
set point.

A weather station close to the monitoring site, whose details are given in [30], collects
the weather data every 10 min (dry bulb temperature, relative humidity, wind speed, and
solar irradiance on horizontal are specifically used for this study). A monitoring system
measures the indoor air temperature every 10 min and the thermal energy delivered daily
by the radiant floor system in every apartment, although the latter quantity was not used in
the calibration process since it was performed in a free-floating period. In a few apartments,
additional sensors were installed, concerning the heat transfer behavior of the external
wall (internal and external surface temperatures and heat flow densities, as shown in
Figure 1), the indoor air temperature in different rooms, the mechanical ventilation air
supply temperature, and the open/closed status of the windows.
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Figure 1. (Left) external wall stratigraphy and probes installed (thermocouples T1–T4 and heat flow
meters HFM); (right) building floor layout and showing apartments A, B, and C.

For the purpose of this work, an intermediate floor of the building was chosen, where
apartments named A, B, and C are identified (Figure 1). Apartment A, as shown in Table 2, is
the one equipped with additional probes. As previously mentioned, in order to investigate
the impact of the granularity of the metering on the calibration results, two data sets were
created (Table 2). The detailed data set, made available to UniTN, includes all the metered
quantities concerning the intermediate floor at the highest measurement frequency. The
basic data set, provided to the other three research groups, consists of a selection of the
metered quantities at a lower time and space resolution. Therefore, the basic data set can
be seen as the output of a more essential monitoring system that has been installed in
the building.

2.2. Modeling

The building floor and the surrounding buildings were firstly drawn in open studio
(Figure 2), and then the geometry was imported in each energy simulation environment.
This way, the possible shadows produced by neighboring buildings were taken into account.
Clearly, the spatial resolution of the metered quantities influenced the physical modeling,
so that the research groups provided with the basic data set adopted a simple thermal
zoning, and represented the building floor as two thermal zones, corresponding to the
set of the three apartments and to the stairwell (see again Figure 2). In turn, the research
group provided with the detailed data set defined fourteen thermal zones, namely five
zones in apartment A, and nine zones corresponding to apartments B and C and the
stairwell. Internal partitions were neglected by PoliTO, PoliMI, and UniTOV, while they
were explicitly modeled by UniTN.

From the yearly meteorological data set, the month of October 2017 was extracted to
be used as the calibration period, considering the first week for the conditioning of the
building inertia and the remaining 3 weeks for the proper calibration. During October,
thanks to the high level of thermal insulation, the heating system was off. The length of the
calibration period is in line with the literature, as it can be deduced from the data in the
review paper by Chong [26]. By analyzing the calibration studies based on temperature
monitoring data, it was found that in 48% of the papers, the calibration period was up to
1 month, while in 72% of the papers, it was up to 2 months.

Subsequently, two further monthly periods where the building remains in free-floating
were identified, namely May 2018 and August 2018, which are to be used as validation
periods. It may be argued that the climatic conditions in May are more similar to October,
while August should provide a more challenging test for the models calibrated in October.
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Figure 2. Case study geometrical model (objects modelled as shadings and obstructions are colored
in purple).

The baseline case models implemented constructions as described in the design docu-
mentation and standard internal gain schedules for residential units [31]. Window roll-up
shutters were supposed to be in use only during night-time. A constant mechanical ventila-
tion flow rate equal to 0.5 ACH was assigned (ACHMV = 0.5). In the baseline case models
developed by PoliTO, PoliMI, and UniTOV, additional natural ventilation flow rate due to
possible windows opening by the occupants was assumed null.

Differently from the others, the baseline case model developed by UniTN benefited
from the additional data available in the detailed data set (Table 2). The detailed monitoring
showed that in apartment A, the windows are often open during the day, and that the
mechanical ventilation air supply temperature is not necessarily equal to the outdoor
temperature, as if the occupants did not switch on the heat recovery by-pass. Therefore,
in the baseline case model by UniTN, the windows in apartment A are open according
to the measured switch signals; a natural ventilation flow rate, additional with respect to
the mechanical one, is calculated depending on the wind pressure and the temperature
difference, thus following the standard approach [32]. Firstly, the window opening area
(Aow) is estimated according to the measured state of opening, the opening angle evaluated
based on the windows sizes, and the occupants’ habits drawn from an interview. An angle
of 10 degrees is considered for windows; 20 degrees is considered for French doors; and
90 degrees is considered for the bathroom window.

Then, the airflow rate for natural ventilation is modeled for each room in apartment A,
considering the single side impact configuration by Equation (1). This equation is solved in
a coupled fashion in Trnsys, which both affects and depends on the internal temperature of
the room.

ACHNV =
1800

V
·Aow· 2

√
Ct + Cw·w2 + Cst·H·|Ti − Te| (1)

where:

V is the room air volume in (m3);
Ct takes into account wind turbulence and is assumed equal to 0.01, according to EN 15242;
Cw takes into account wind speed and is assumed equal to 0.001, according to EN 15242;
Cst takes into account stack effect and is assumed equal to 0.0035, according to EN 15242;
H is the free area height of the window in (m);
w is the wind speed from weather file in (m/s);
Ti is the room air temperature in (◦C) from the room energy balance;
Te is the outdoor air temperature in (◦C) from the weather file.
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As far as the mechanical ventilation in apartment A is concerned, the measured air
supply temperature profile is given as input. Finally, the natural ventilation flow rates in
apartments B and C are modeled scaling the corresponding flow rate in apartment A by
proper scaling factors, whereby the values are considered as parameters of calibration.

2.3. Performance Metrics

As already discussed in the introduction, in the calibration process, the most frequently
metered quantity is energy consumption, and thus, calibration criteria are usually expressed
in terms of percentage of discrepancy between measured and simulated consumption. In
the present case, where the building is simulated in free-floating, indoor air temperature
appears as the most natural quantity to assess the performance of the models. Therefore,
the simulated indoor air temperature was compared with the measured one at every
time step of the calibration period. The overall agreement between simulation results
and measurements on the whole simulation period was evaluated through the root mean
squared error, i.e.,

RMSE =

√
∑k(Mk − Sk)

2

N
(2)

where Mk and Sk represent the measured and simulated temperature at time step k, respec-
tively, and N is the number of time steps. In the absence of indication form standards and
guidelines regarding the maximum acceptable discrepancy in a calibrated model when
targeting the indoor temperature rather than the energy consumption, it was decided to
adopt a physical limit, namely, the experimental accuracy for the temperature measurement
in the monitoring system. Thus, the research groups handling the basic data set (Table 1)
considered the model as calibrated if the RMSE referring to the air temperature of the
apartments thermal zone was lower than the temperature measurement accuracy ε = 0.5 ◦C.
The research group dealing with the detailed data set (Table 1) defined an RMSE for every
thermal zone in apartment A and for apartments B and C, and then calculated a weighted
average RMSE considering the zone/apartment volumes. Furthermore, the standard devi-
ation σ among the individual RMSEs, each referring to either an apartment or a room, was
used as an additional calibration objective to ensure uniformity of performance.

Finally, correlation plots of the simulated air temperature versus the measured one
were drawn, and the R2 value of the linear interpolation was used as a simulation perfor-
mance indicator.

2.4. Manual Calibration with Basic Data Set

PoliTO and PoliMI performed a manual calibration, which was preceded by a sensi-
tivity analysis to the main building envelope parameters, and user behavior parameters
are reported in Table 3. The envelope parameters considered were as follows: the thermal
conductivity of the insulation layers, the thermal bridges overall correction, the g-value of
the glazings, and the internal mass. The latter, including the furniture, was modeled in the
following different ways: through a multiplier of the indoor air volume capacity (ACM) as
suggested in [33], and/or by introducing explicitly internal partitions. Regarding the occu-
pants, the following parameters were considered: the internal gains daily profile, the use of
roll-up shutters also during the day for solar shading when a minimum solar irradiance on
the window is reached, and the natural ventilation flow rate resulting from the windows
opening. The latter was modeled using the following two approaches: opening according
to a daily schedule or opening when outside air temperature reaches a given threshold.
In both cases, opening the windows determines the given ACHNV, which is then added
to the ACHMV. In other words, a deterministic model of the occupants’ operation of the
shadings and of the windows was chosen, either in the simplest form of a time schedule or
by implementing a deterministic rule.
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Table 3. Parameters of the sensitivity analysis performed in the manual calibration approach (base
values and range), and range of variation of the parameters in the automatic calibration approach.

Parameter Base Value Variation (Manual) Variation (Automatic)

en
ve

lo
pe

Mineral wool/wood fibers
thermal conductivity

λmw = 0.038 W/(m·K)
λwf = 0.05 W/(m·K) + 5% ÷ + 20% -

Thermal bridges ΨL = 0 ΨL = 5 ÷ 15 W/K ΨL = 0 ÷ 50 W/K

Glazings g-value g = 0.52 g = 0.34 ÷ 0.40 -

Internal mass

Air capacity multiplier ACM
= 1

Partitions surf. Spart = 0
No furniture

ACM = 1 ÷ 10
Spart = 259 m2 ÷ 1034 m2 (to

include furniture)
ACM = 1 ÷ 11

oc
cu

pa
nt

s

Internal gains schedule standard (UNI 11300–1, 2014)
(a) Reduced by factor 5% ÷ 50%
(b) Modified conserving daily

energy gain

Increased or decreased
up to 50%

Solar irradiance threshold for
shutters use Gmin = 1376 W/m2 Gmin = 200 ÷ 300 W/m2 Gmin = 50 ÷ 1000

W/m2

Natural ventilation flow rate ACHNV = 0
ACHNV = 0.5 ÷ 1.5
(a) hourly schedule
(b) when Text > Tmin

ACHNV = 0 ÷ 1.5
constant

The parameters were varied one-at-a time and the sensitivity was evaluated by means
of a sensitivity index s:

s =
∆O

∆I/Im
(3)

where O and I are the output (indoor air temperature) and the input (parameter), respec-
tively, ∆O represents the root mean squared variation of the outputs with respect to the
baseline case value at every time step k, as in Equation (4):

∆O =

√
∑N

k=1(Ok −Obk)
2

N
(4)

while ∆I/Im represents the variation of the input with respect to the baseline value, which is
normalized by the average input as in Equation (5):

∆I
Im

=
I − Ib

Im
(5)

In Equations (3)–(5) the subscript m indicates the mean value and the subscript
b indicates the baseline value. It has to be mentioned that in the case of natural ventilation,
I is set as equal to the total air changes, namely the sum of ACHMV and ACHNV, so that
Ib = ACHMV = 0.5, since in the baseline case, the windows are assumed to be closed.
Different forms of sensitivity indexes, either dimensional or not, can be found in the
literature related to building energy simulations [34]. The sensitivity index s proposed by
the authors is a revised version where the input variation is normalized by the mean value,
so that sensitivities to different quantities can be compared, but the output variation is not
normalized. Actually, using a normalized output ∆O⁄Om for the environmental temperature
possibly leads to very small values, hardly distinguishable from each other’s. Following
sensitivity analysis, the most influential parameters were combined and adjusted in order
to reach the calibration target.

2.5. Automatic Calibration with Basic Data Set

UniTOV performed an automatic calibration by coupling IDA ICE with the opti-
mization engine GenOpt, through the parametric runs macro. The authors also used this
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approach in case of existing/historical buildings, where indoor climate variables (i.e.,
temperature and relative humidity) were collected over time [35,36]. The objective func-
tion was identified in the RMSE for the apartments thermal zone, which is defined in
(1). Since automatic calibration enables an easy variation of the parameters compared to
manual calibration, this potential was exploited. More in detail, the 3 steps of the inter-
nal gains scheduled from the standard [31], namely 11 p.m.–7 a.m., 7 a.m.–5 p.m., and
5 p.m.–11 p.m., were allowed to vary, possibly leading to a profile that was very different
from the base one. Moreover, the possibility that the threshold for shutter activation de-
pended on the window orientation was tested. The range of varied parameters is reported
in Table 3.

2.6. Automatic Calibration with Detailed Data Set

UniTN benefited from the detailed monitoring data of the external walls and adopted
a multi-stage calibration process. First, the thermal properties of the wall layers were
calibrated by performing a simulation at the single-wall level as in [15]. The wall response
in terms of inside and outside heat flow densities under imposed surface temperatures
(equal to measured profiles in October 2017) was simulated. The wall properties were then
optimized in order to reproduce the measured heat flow densities on both sides and the
calibrated wall models were implemented in the baseline model of the building floor. At
this stage, the calibration procedure based on the optimization of RMSE and a penalty
function was followed [12], due to the availability of design documentation and material
certificates. The penalty function (P) is calculated as the sum of the individual penalty
functions of each j-th calibrated material property (vj), by penalizing values that deviate too
far from the value declared in the data sheets (IGj). Therefore, a Gaussian distribution of
variance Var2

j around the IGj value of each individual property is considered. The overall
penalty function will then be as follows:

P = ∑j

1− exp
(
− vj−IGj

2Var2
j

)
√

2Var2
j

(6)

As a second step, multi-objective automatic calibration on the baseline model was
carried out using a custom optimization algorithm based on a generation-based control ap-
proach driven by a MARS meta-model [37]. Besides internal gain’s profiles, the calibration
parameters involved the threshold irradiance for shutter’s activation for each apartment,
the indoor air volume capacitance multiplier, the windows opening angle in apartment A,
and the scaling factors for natural ventilation flow rates for apartments B and C. Finally,
among the Pareto front solutions, a single solution was selected through a post-Pareto
analysis described in Equation (7):

min
i ∈ Pareto

0.7
RMSEi

max
i ∈ Pareto

(RMSEi)
+ 0.3

σi
max

i ∈ Pareto
(σi)

 (7)

where the first index measures the overall root mean square error (RMSEi) evaluated as a
volume-weighted average of the RMSEs of individual rooms/apartments and normalized
against the maximum value among the solutions of the Pareto front. On the other hand,
the second index looks at the standard deviation (σi) between the different RMSEs trying
precisely to also minimize the values of the individual rooms that weigh less in the first
index because of the lower room volume. The choice of weights was made to consider the
differences in importance of the two indices.
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2.7. Validation and Revision

The calibrated models obtained by each group were tested on two further monthly
periods, namely May and August 2018. The minimum, average, and maximum dry bulb
temperature as well as the average daily solar irradiation on a horizontal surface during the
calibration month and the validation months are reported in Table 4, in order to highlight
similarities and differences in the climatic conditions. It may be observed that both May
and August are warmer than October, but May conditions are more similar to it. Therefore,
validation in May is expected to be less challenging than in August.

Table 4. Climatic parameters in the calibration month (October 2017) and in the validation ones (May
and August 2018) for the case study.

Dry Bulb Temperature—min,
Average, Max (◦C)

Daily Solar Irradiation on
Horizontal—Average (kWh/m2)

October 2017 4.0–13.9–23.6 2.93

May 2018 9.3–17.9–29.9 4.65

August 2018 12.2–24.2–35.7 5.40

3. Results
3.1. Baseline Models Results

The apartments indoor air temperature during the third week of October obtained
from the baseline model simulations is reported in Figure 3, together with the measured
profile. In the case of the more detailed baseline model developed by UniTN, the indoor
temperature is obtained as the weighted average of the various thermal zones, in which
apartments A, B, and C are subdivided. The RMSE calculated over the calibration period
for each baseline model is reported in Table 5. It can be noticed that the outputs from
the different simulation tools are generally coherent with each other. Compared with the
measured profile, they all capture the weekly trend, but they overestimate the indoor air
temperature mean value and variation amplitude; moreover, they anticipate the peaks.
By comparing the outputs from PoliTO, PoliMI, and UniTOV, who adopted a common
modeling approach with respect to thermal zones, it can be derived that using different
simulation tools does not lead to relevant discrepancies. On the contrary, UniTN and
PoliMI adopted the same simulation tool, i.e., TRNSYS, while implementing different
modeling approaches, specifically, a detailed and a simplified one, respectively. In this
regard, Figure 3 shows that the simulation output by UniTN is generally damped, espe-
cially in the warm peaks, with respect to the output obtained by PoliMI. This outcome
can be attributed to the inertia of the partition walls that are modeled in the base case
by UniTN, but they are not considered by PoliMI and the other groups. In general, Ta-
ble 5 shows that the baseline model simulations do not match with the measured data
within the probe’s measurement uncertainty; therefore, none of the baseline models can be
considered acceptable.

Table 5. Baseline model’s performance (October 2017).

Research Group Tool RMSE (◦C)

PoliTO EnergyPlus 9.4 1.8

PoliMI TRNSYS 17 1.8

UniTOV IDA ICE 4.8 1.6

UniTN TRNSYS 17 1.5
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3.2. Manual Calibration Results

The sensitivity analysis performed by PoliTO and PoliMI showed a modest influence
of the external opaque envelope parameters, namely, the thermal conductivity of the
insulation layers and the thermal bridges correction. On the contrary, reducing the glazing
solar heat gain coefficient, introducing external solar shading, reducing/modifying the
internal gains profile, adding internal mass, and introducing natural ventilation during the
day all have an impact on the simulation output. An example is shown in Figure 4, where
the variation in the indoor air temperature profile during the third week of October 2017
for some parametric variations brought to the base model is reported (PoliTO-EnergyPlus
simulations). The negligible impact of an increase by 20% of the thermal conductivity of
the insulation layers can be noticed, while reducing the window’s g-value or the threshold
for activating the shutters to 300 W/m2 significantly helps to lower the temperature peaks,
although the shape of the curves is still different from the measured one. For every
parameter varied according to Table 3, many values were considered, and thus, many
sensitivity index values calculated as in Equation (3) were achieved. For the sake of
simplicity, for each parameter varied, the maximum sensitivity index was identified and
reported in Figure 5 (PoliMI-TRNSYS simulations).
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The combination of the most influential variations resulted in several acceptable
solutions, listed in Table 6, named PoliTO 1–4 and PoliMI 1–6, which were obtained with a
minimum of two and a maximum of four variations together. It can be noticed that all of
the solutions require the modeling of additional internal mass, either through a lumped
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capacity approach applied to the air volume (ACM) or through an explicit simulation of
internal partitions (Spart). The indoor air temperature variation in the third week of October
obtained by some of the calibrated models is shown in Figure 7, for a comparison with the
measured profile and with the baseline case’s simulation profiles reported in Figure 4.
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Table 6. Calibrated models by PoliTO, PoliMI, and UniTOV.

Model Internal Mass Thermal Bridges
Correction

Natural
Ventilation Internal Gains a Solar Shading

Activation Threshold RMSE (◦C)

Po
liT

O
-E

ne
rg

yP
lu

s

PoliTO 1 ACM = 5
Spart Spart = 259 m2 - ACHNV = 0.5

1 p.m.–10 p.m. - 300 W/m2 0.5

PoliTO 2 ACM = 5
Spart = 259 m2 - ACHNV = 0.5

1 p.m.–10 p.m. Profile PoliTO 300 W/m2 0.4

PoliTO 3 ACM = 8
Spart = 0 - ACHNV = 0.5

1 p.m.–10 p.m. Profile PoliTO 300 W/m2 0.4

PoliTO 4 ACM = 5
Spart = 259 m2 - ACHNV = 0.5

11 a.m.–9 p.m. Profile PoliTO 300 W/m2 0.4

Po
liM

I-
TR

N
SY

S

PoliMI 1 ACM = 5
Spart = 259 m2 - - - 200 W/m2 0.5

PoliMI 2 ACM = 3
Spart = 1034 m2 - - - 200 W/m2 0.5

PoliMI 3 ACM = 5
Spart = 259 m2 - ACHNV = 0.5

1 p.m.–10 p.m. - 300 W/m2 0.5

PoliMI 4 ACM = 5
Spart = 259 m2 - ACHNV = 1.5

if Text > 18 ◦C - 200 W/m2 0.5

PoliMI 5 ACM = 3
Spart = 1034 m2 - ACHNV = 1.5

if Text > 16 ◦C
Base reduced

by 25% - 0.4

PoliMI 6 ACM = 3
Spart = 1034 m2 - ACHNV = 0.5

1 p.m.–10 p.m.
Base reduced

by 25% - 0.4

U
ni

TO
V

-
ID

A
IC

E

UniTOV ACM = 11 Ψ·L = 0.32 W/K ACHNV = 0.08 Profile UniTOV

350 W/m2 N
65 W/m2 E
611 W/m2 S
64 W/m2 W

0.3

a Internal gain’s profiles are presented in Figure 6.
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3.3. Automatic Calibration/Basic Data Set Results

The automatic calibration performed by UniTOV using IDA-ICE resulted in a cali-
brated model with a very good agreement with measured data, namely, RMSE = 0.3 ◦C.
The calibrated parameters are shown again in Table 6: the air capacity multiplier is set to 11,
a modest thermal bridges correction is applied, and a small amount of natural ventilation
(0.08 h−1) is added to the base mechanical ventilation rate (0.5 h−1). The internal gain’s
profile is modified with respect to the base one, according to a profile named UniTOV, and
it is shown in Figure 6 together with those resulting from the calibrations performed by
the other groups. Different solar irradiance thresholds for shutter’s activation are actually
found for different orientations of the windows. The small threshold irradiances resulting
from calibration for the east and west orientation suggest that shutters are used primarily
on these facades.

3.4. Automatic Calibration/Detailed Data Set Results

The calibration of the thermal properties of the external walls (Table 7), which was
obtained from single-wall level analysis, resulted in a negligible modification of the
thermal conductivities of the layers, so that the U-value of the wall remains equal to
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0.12 W/(m2.K). The reduction in the material’s density with respect to the base values ap-
pears more significant, although the latter already allows for the classification of the wall as
a
“light” one.

Table 7. UniTN-TRNSYS calibration of the external wall: base and calibrated properties.

Base Properties (Calibrated–Base)/Base

s
cm

ρ

kg/m3
c

J/(kg·K)
λ

W/(m·K) ∆ρ (%) ∆c (%) ∆λ (%)

6 160 2100 0.050 −29 −3 1

1.8 550 1221 0.098 −56 7 −2

18 40 1030 0.038 −9 −12 −2

1.8 550 1221 0.098 −56 7 −2

6 50 2100 0.038 −27 1 0

1.5 1200 1100 0.320 −47 −5 0

The automatic calibration at the building level resulted in the model described in
Table 8. It is worth noticing that in the calibrated model, the shutters are activated at
different thresholds for the three apartments. Moreover, in apartment B, the natural
ventilation flow rates are half that of the apartment A flow rates, while in apartment C, the
windows are generally closed. The overall performance of the calibrated model, in terms of
the mean floor air temperature, is RMSE = 0.5 ◦C.

Table 8. UniTN-TRNSYS calibration of the building model: parameters range and calibrated values.

Range Calibrated

Solar irradiance shading closed Ap. A 200–1400 W m−2 200 W m−2

Solar irradiance shading closed Ap. B 200–1400 W m−2 300 W m−2

Solar irradiance shading closed Ap. C 200–1400 W m−2 1400 W m−2

Solar irradiance difference shading closed–open Ap. A 0–200 W m−2 200 W m−2

Solar irradiance difference shading closed–open Ap. B 0–200 W m−2 200 W m−2

Solar irradiance difference shading closed–open Ap. C 0–200 W m−2 50 W m−2

Window opening angle Ap. A. Zone KS 10–90 deg 10 deg

Window opening angle Ap. A. Zone WC 10–90 deg 40 deg

Window opening angle Ap. A. Zone LS 10–90 deg 10 deg

Window opening angle Ap. A. Zone LM 10–90 deg 10 deg

ACHNV Ap. B/Ap. A 0–1.5 0.5

ACHNV Ap. C/Ap. A 0–1.5 0

ACHMV 0.5–0.65 0.55

Stairwell zone infiltration ACH 0.1–0.6 0.3

(Tsupply–Text) Ap. B/Ap. A 0.5–1.5 0.5

(Tsupply–Text) Ap. C/Ap. A 0.5–1.5 0.5

Time shift internal gains profile compared to base profile −2–+2 h −1.167 h

Morning gain amplification living area 0.5–1.5 1.1

Afternoon gain amplification living area 0.5–1.5 1.3
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Table 8. Cont.

Range Calibrated

Evening gain amplification living area 0.5–1.5 0.5

Morning gain amplification sleeping area 0.5–1.5 0.7

Afternoon gain amplification sleeping area 0.5–1.5 1.3

Evening gain amplification sleeping area 0.5–1.5 1.5

Air capacity multiplier 1–5 2.25

3.5. Validation and Revision Results

The performances of the calibrated models in the two validation periods of May and
August 2018 are shown in Figure 8, where the performances during the calibration period
are also reported in order to ease the comparison. In general, as it can be expected, all the
calibrated models performed worse in the validation periods, with an RMSE generally
greater than the threshold representing the measurement uncertainty. While the mismatch
with respect to the measured data remains somehow limited in May, it becomes dramatic in
most of the cases in August. It can be noticed that among the manually calibrated models,
the ones named PoliMI 4 and PoliMI 5 are less prone to decreases in their performances
in both validation periods. By inspecting the model’s settings in Table 6, it is found that
they are the only models where the natural ventilation flow rates are provided through a
deterministic rule, rather than in terms of constant or hourly variable values. The models
obtained through the automatic calibration process appear robust as long as the validation
period is relatively similar to the calibration one, yet they will not necessarily perform well
in August, as the case of the UniTOV model shows. The more sophisticated model by
UniTN, implementing a detailed thermal zoning approach as well as benefitting from the
detailed measurement data set, also performs well in August. However, its performances
are similar to the simpler model PoliMI4.
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The results of the validation process led the research groups who obtained unsatis-
factory results to revise the models calibrated in October, with the idea that the occupants’
behavior was not properly captured by the previous approaches.

PoliTO decided to implement a deterministic rule for natural ventilation during the
daytime, based on a minimum and maximum outdoor air temperature (equal to 16 ◦C and
27 ◦C, respectively): when the air temperature is between them, ACHNV is set as equal to 2,
otherwise it is set to 1, and during the night it remains equal to 0.5. At the same time, the
solar irradiation threshold for activating the shutters during the day was set to 200 W/m2

(PoliTO 5) or 300 W/m2 (PoliTO 6). As is shown in Table 9, the revised models by PoliTO
perform in an acceptable way in both October and May, with PoliTO 5 performing better
in May and PoliTo 6 performing better in October, suggesting that the threshold for the
shutter’s activation should be adjusted monthly or seasonally. Yet, they both maintain an
important discrepancy with the measured data during August.

Table 9. Performance of the revised models.

Model Internal Mass Thermal
Bridges Corr. Natural Ventilation Internal

Gains

Solar Shading
Activation
Threshold

Oct.
RMSE (◦C)

May
RMSE (◦C)

August
RMSE (◦C)

PoliTO 5 ACM = 5
Spart = 259 m2 -

11:00 a.m.–11:00 p.m.
ACHNV = 1.5 if

18 ◦C < Text < 26 ◦C

Profile
PoliTO 200 W/m2 0.6 0.5 3.0

PoliTO 6 ACM = 5
Spart = 259 m2 -

11:00 a.m.–11:00 p.m.
ACHNV = 1.5 if

18 ◦C < Text < 26 ◦C

Profile
PoliTO 300 W/m2 0.5 0.6 3.8

UniTOV 2 ACM = 11 Ψ·L = 0.32
W/K ACHNV = 0.81 Profile

UniTOV 2

528 W/m2 N
53 W/m2 E
53 W/m2 S
53 W/m2 W

- - 0.5

In parallel, UniTOV decided to repeat the automatic calibration on August, allowing
all the parameters used in the calibration of October to vary again. This exercise led to the
parameter’s setting, shown in Table 9, for the model named UniTOV 2. By comparison with
Table 6, the parameters related to the building envelope, although they were allowed to
vary, reached the same calibration values, while all the parameters related to the occupants
reached different values. In particular, a higher natural ventilation flow rate, a new internal
gains profile with lower values during the central hours of the day and the evening hours
and, remarkably, a lower threshold for activating the shutters on the South façade were all
obtained. It has to be remarked that the revised models are all reported in Table 9 for the
sake of simplicity, but while the models PoliTO5 and PoliTO6 were achieved by manual
calibration addressing October, May, and August, the model UniTOV2 resulted from an
automatic calibration, specifically during August.

3.6. Windows Opening Monitoring Results

Since the calibrated models obtained differ from each other mainly because of the
parameters related to the occupants’ behavior, it is worth presenting the only measurements
included in the detailed data set that refer to it, namely, the operation of the windows in
apartment A (again, see Table 2). Figure 9 shows the fractions of the time when at least one
of the windows in each room of the apartment is open in the three periods of interest. The
behaviors are quite unexpected considering the presence of a mechanical ventilation system.
These figures seem to point to a lack of knowledge of how the building works combined
with a rebound effect related to the high energy efficiency of the building. The operation
of the windows by the occupants appears to be quite different in the three months and in
the various rooms. With the remarkable exception of the living room, which includes the
kitchen and where windows are frequently open in every season, windows are closed most
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of the time in October, and they are open most of the time in August, with an intermediate
situation in May.

Energies 2023, 16, x FOR PEER REVIEW 18 of 24 
 

 

 

 

Figure 9. Fraction of each time frame when windows are open in the different rooms of apartment A
during October 2017, May 2018, and August 2018.



Energies 2023, 16, 2979 19 of 24

By looking more in detail to the different time frames of the day and to the different
rooms, it can be noticed that the habit of keeping the windows open in the bedrooms during
the late afternoon and evening hours (time frame from 5:00 p.m. to 10:00 p.m.) starts in
May and extends to the night hours (from 10:00 p.m. to 6:00 a.m.) in August. This behavior
can clearly be interpreted as a comfort ventilation strategy implemented by the occupants
to mitigate the warm climatic conditions in the absence of an active cooling system.

4. Discussion
4.1. Comparison among Tools

The possible impact of the different BES tools can be analyzed by comparing the results
obtained by the three research groups who had access to the same basic data set and shared
the same modeling approach in terms of thermal zoning and ventilation, namely PoliTO
(EnergyPlus), PoliMI (TRNSYS), and UniTOV (IDA ICE). The base models behave in a very
similar way, as shown in Table 5 and Figure 3, since the RMSEs are all comprised between
1.5 ◦C and 1.8 ◦C. In fact, given that the building is simulated in free-floating, the potential
differences among the tools are limited mainly to the processing of solar radiation data and
to the modeling of the heat transfer across the components of the building envelope.

4.2. Manual Versus Automatic Calibration

Some considerations regarding the advantages of automatic calibration over manual
can be derived by comparing the results obtained on the one side by UniTOV (automatic
calibration) and on the other side by PoliTO and PoliMI (manual calibration). These three
models are chosen because they are all based on the basic data set (Table 1). As the very
low RMSE = 0.3 ◦C achieved by the UniTOV calibrated model demonstrates (Table 6), an
automatic calibration can be more effective than a manual one in terms of reaching a more
accurate matching with the measured data, even though it manages more parameters (e.g.,
different thresholds for shutter’s activation rather than a unique) and thus obtains a more
detailed model. Moreover, this effectiveness of the automatic calibration process enabled
an easy refinement of the model, after testing its performance in May and August, as it was
reported in Section 3.6. It has to be remarked that a direct comparison of the workload in
the performing manual and automatic calibration was not carried out in the present study;
however, to the authors’ experiences, the workload is usually heavily reduced through
automation, which also allows the evaluation of a higher number of scenarios [7].

4.3. Basic Versus Detailed Data Set

The performance in October of the calibrated model obtained by UniTN is similar
to that of the other calibrated models (Figure 8). From this point of view, it appears that
having access to detailed monitoring does not guarantee a better calibration. In particular,
the detailed monitoring of the external wall, providing, in principle, precious information,
did not lead to significant modifications of the corresponding thermal properties with
respect to the design ones (Table 7). This outcome is coherent with the fact that the
other simulations models also proved to be poorly sensitive to the building envelope
properties (Figure 5).

Indeed, the relatively good overall performance of the UniTN calibrated model is the
result of the combination of a very good performance in predicting the temperature in
apartment A (the one with detailed monitoring) and a less good performance in predicting
the air temperature in apartments B and C. These different performances are shown in
(Figure 10), where the simulated temperature is correlated to the measured one for apart-
ment A (R2 = 0.7135) and apartment B (R2 = 0.579). This means that monitoring the opening
of windows is useful, but it should be extended to most of the building users to guarantee
an excellent quality of the calibration as a whole. Moreover, it suggests that in the calibra-
tion of a well-insulated building, it is more important to monitor the users’ behavior than
the heat transfer across the building envelope.



Energies 2023, 16, 2979 20 of 24Energies 2023, 16, x FOR PEER REVIEW 20 of 24 
 

 

 
Figure 10. UniTN calibrated model—apartment A (left) and B (right): simulated vs. measured tem-
perature; the linear interpolation (black line) and the corresponding equation are shown. 

By looking at the validation results (Figure 6), it seems that having access to detailed 
monitoring data leads to a more robust calibrated model, namely, performing well outside 
the calibration month. Yet, as already mentioned, this may also be the case of a model 
developed with access only to limited data (PoliMI 4). 

4.4. Validation and Users’ Behaviour 
As expected, since calibration is an ill-posed inverse problem with many unknown 

parameters, multiple calibrated solutions are obtained. Each of them could be considered 
an acceptable representation of the building and its use under the boundary conditions 
acting during the chosen calibration period. In this regard, the validation phase proves to 
be crucial because (a) it helps discriminating among the different solutions, identifying 
the more robust ones (e.g., PoliMI 4 and PoliMI 5 among the PoliMI ones) and (b) it high-
lights the necessity to refine them. It has to be noticed that the choice of the validation 
period is critical because if in the latter, the boundary conditions are too similar to the 
calibration period (e.g., May versus October), the validation phase fails to detect the weak 
points of a model (Figure 8).  

In this case study, the weak points of the calibrated models concern the users’ actions. 
The occupants are adaptive actors of the building, changing their habits according to the 
climatic conditions, especially in the absence of active systems. High performance build-
ings are characterized by a non-negligible impact of occupants on energy demand. Hence, 
an incorrect modeling of users’ behaviors during the calibration can lead to an over-cali-
bration of the other parameters. Nonetheless, those parameters that are related to the oc-
cupants (internal gains profile and operation of the windows and of the roll-up shutters) 
can, in principle, vary from season to season. Consequently, the validation phase naturally 
leads to a revision of the calibration models, thus aiming to improve their flexibility and 
capability to capture the variations of the users’ actions. 

4.5. Reproducibility 
If the final parameters of the models calibrated by the four groups (Tables 6–8) are 

compared, it is possible to notice both some similarities and discrepancies. Starting from 
the common features, all the models are characterized by an additional internal mass with 
respect to the mere indoor air volume mass; although, this additional mass is either mod-
eled explicitly in terms of partitions or implicitly in terms of fictitious air mass. Moreover, 
in the calibrated models, the building envelope thermal properties are either unmodified 
with respect to the baseline case (PoliMI and PoliTO) or only marginally modified (Uni-
TOV introduced a correction for thermal bridges, which results in increasing transmission 
losses by less than 1%; UniTN varied the layer’s properties without changing the wall 

Figure 10. UniTN calibrated model—apartment A (left) and B (right): simulated vs. measured
temperature; the linear interpolation (black line) and the corresponding equation are shown.

By looking at the validation results (Figure 7), it seems that having access to detailed
monitoring data leads to a more robust calibrated model, namely, performing well outside
the calibration month. Yet, as already mentioned, this may also be the case of a model
developed with access only to limited data (PoliMI 4).

4.4. Validation and Users’ Behaviour

As expected, since calibration is an ill-posed inverse problem with many unknown
parameters, multiple calibrated solutions are obtained. Each of them could be considered
an acceptable representation of the building and its use under the boundary conditions
acting during the chosen calibration period. In this regard, the validation phase proves to
be crucial because (a) it helps discriminating among the different solutions, identifying the
more robust ones (e.g., PoliMI 4 and PoliMI 5 among the PoliMI ones) and (b) it highlights
the necessity to refine them. It has to be noticed that the choice of the validation period is
critical because if in the latter, the boundary conditions are too similar to the calibration
period (e.g., May versus October), the validation phase fails to detect the weak points of a
model (Figure 8).

In this case study, the weak points of the calibrated models concern the users’ actions.
The occupants are adaptive actors of the building, changing their habits according to the
climatic conditions, especially in the absence of active systems. High performance buildings
are characterized by a non-negligible impact of occupants on energy demand. Hence, an
incorrect modeling of users’ behaviors during the calibration can lead to an over-calibration
of the other parameters. Nonetheless, those parameters that are related to the occupants
(internal gains profile and operation of the windows and of the roll-up shutters) can, in
principle, vary from season to season. Consequently, the validation phase naturally leads to
a revision of the calibration models, thus aiming to improve their flexibility and capability
to capture the variations of the users’ actions.

4.5. Reproducibility

If the final parameters of the models calibrated by the four groups (Tables 6–8) are
compared, it is possible to notice both some similarities and discrepancies. Starting from
the common features, all the models are characterized by an additional internal mass with
respect to the mere indoor air volume mass; although, this additional mass is either modeled
explicitly in terms of partitions or implicitly in terms of fictitious air mass. Moreover, in the
calibrated models, the building envelope thermal properties are either unmodified with
respect to the baseline case (PoliMI and PoliTO) or only marginally modified (UniTOV
introduced a correction for thermal bridges, which results in increasing transmission losses
by less than 1%; UniTN varied the layer’s properties without changing the wall thermal
transmittance). In every calibrated model, it is found that solar shading systems are active
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during the day, although the thresholds for activation may differ from model to model. As
far as the internal gain’s profile is concerned, it can be noticed that calibrated profiles by
PoliMI, UniTOV, and UniTN, although different (Figure 6), all result in a 24–25% reduction
on the daily energy gain with respect to the base profile. In turn, additional air changes
related to the opening of the windows are found in each calibrated model. The apparently
small value of the natural ventilation flow rate in the UniTOV model (ACHNV = 0.08 h−1,
Table 6) is indeed coherent with the higher ventilation flow rates in the other models
(Tables 6 and 8), since in the latter, they are concentrated in a part of the day, while in the
former, they are considered active all day long.

In the end, it can be stated that the calibration process carried out in parallel by the
four groups led to partially coherent results. The models are obviously different, starting
from their settings, but the changes that were applied to the baseline models in order to
match the measurements data mostly point in the same directions. The following question
then arises, which must be addressed in a future development of the present study: to
what extent does using differently calibrated models to design retrofit or management
interventions lead to different conclusions?

5. Conclusions and Prospects

A BES model calibration exercise was performed in parallel by different research
groups, adopting either manual or automatic calibration, with access to basic or detailed
monitoring data, and using different simulations tools. It was found that, despite these
differences in the calibration settings, the calibrated models obtained by the different
groups are characterized by a certain degree of coherence, in terms of the building’s
envelope properties, internal gain’s profiles, solar shading strategies, and users’ operation of
the windows.

It was found also that calibrated models can perform in an unsatisfactory way outside
the calibration period (RMSEs in May and August are between 1.1 and 10.8 times the
corresponding RMSE in October), and thus, it is recommended to identify at least another
period, which is similar but at the same time challenging, to validate the calibrated models.
The validation phase was sorted in the rejection of the models with the worst performance
and in the revision/refinement of the most promising ones. In the present case study, the
weak points of the calibrated models worthy of a revision refer to the users’ actions, namely,
the internal gain’s profiles and the modeling of the operation of the roll-up shutters and of
the windows.

In the present study, the calibration is limited to the thermal behavior of the building
envelope and the users’ operation in free-floating periods of the year. If the final purpose
of developing and calibrating a simulation model of an existing building is evaluating the
impact of various retrofit interventions on energy consumption, the calibration should also
involve the HVAC system model and the users’ behavior in the heating or cooling season,
which could be a further development of the present study. With a view of calibrating
the BES models in different periods, the advantage offered by an automatic calibration
approach in easily managing the multi-parametric nature of the problem has to be taken
into account. An expert user can guarantee the effectiveness of the automatic procedure;
otherwise, the lack of control in such a system would determine an increase in erroneous
outputs. To overcome this issue, the human–computer interaction is showing to be an
encouraging technique to be used in the near future. It would allow for the development
of user-centered building performance simulation systems that would also provide the
non-expert user with a conscious performing of his/her task [38].

The model calibrated by UniTN also resulted in a relatively good also in the validation
periods. Thus, it can be inferred that having access to detailed monitoring data, besides
orientating the development of the building model, leads to more robustly calibrated
models. Among the detailed information, it was found that, at least for a highly insulated
building analyzed in free-floating conditions, the monitoring data regarding the heat
transfer of the building envelope components are less important than the data regarding
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the users’ actions, as the BES model proved to be less sensitive to the former than to the
latter. At the same time, users’ behavior is characterized by diversity, so that it was found
that observations on a single apartment cannot be simply transposed to the others, and
data on users’ actions should refer to sufficiently large samples.

As the calibration in this study referred to the free-floating operation of the building,
the performance of the model was evaluated in terms of its capability to predict the
indoor temperature profile, rather than energy consumption. Since the current guidelines
concerning calibration identify the maximum acceptable discrepancy values to consider
the model calibrated only in terms of energy, in this paper, the physical threshold of the
accuracy of the temperature measurement was adopted. Further efforts could be devoted
to identify less strict thresholds for indoor temperatures, possibly discussing the impact in
terms of predicted thermal comfort.
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