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Abstrak 

Penggunaan tanda tangan sangat sering kita jumpai dalam berbagai dokumen publik 

mulai dari dokumen akademik hingga dokumen bisnis yang menjadi tanda bahwa keberadaan 

tanda tangan sangatlah krusial dalam berbagai proses administrasi . Seringnya penggunaan 

tanda tangan bukan berarti sebuah prosedur tanpa celah, tetapi kita harus tetap waspada 

terhadap pemalsuan tanda tangan yang dilakukan dengan berbagai motif dibelakangnya. Oleh 

karenannya dalam penelitian ini dikembangkan sistem verifikasi tanda tangan yang bisa 

mencegah terjadinya pemalsuan tanda tangan dalam dokumen publik dengan menggunakan citra 

digital dari tanda tangan yang ada. Dalam penelitian ini digunakan jaringan syaraf tiruan 

dengan arsitektur berbasis jaringan kembar yang juga memberdayakan teknik self supervised 

learning untuk meningkatkan akurasi pada ranah data yang terbatas. Evaluasi akhir terhadap 

metode pembelajaran mesin yang digunakan mendapatkan akurasi maksimal sebesar 83% dan 

hasil ini lebih baik daripada model pembelajaran mesin yang tidak melibatkan metode self 

supervised learning.  

 

Kata kunci— pembelajaran mesin, siamese network, self supervised learning, tanda tangan 

 

Abstract 

The use of signatures is often encountered in various public documents ranging from 

academic documents to business documents that are a sign that the existence of signatures is 

crucial in various administrative processes. The frequent use of signatures does not mean a 

procedure without loopholes, but we must remain vigilant against signature falsification carried 

out with various motives behind it. Therefore, in this study, a signature verification system was 

developed that could prevent the falsification of signatures in public documents by using digital 

imagery of existing signatures. This study used neural networks with siamese network-based 

architectures that also empower self-supervised learning techniques to improve accuracy in the 

realm of limited data. The final evaluation of the machine learning method used gets a maximum 

accuracy of 83% and this result is better than the machine learning model that does not involve 

self-supervised learning methods.  

 

Keywords—machine learning, siamese network, self-supervised learning, signature 

 

1. INTRODUCTION 

 

In so many kinds of scenarios that confidentiality can be considered a very important 

aspect of it, biometrics technology deemed very useful to be used. The main purpose of biometrics 

technology is to provide a means of identifying an individual based on certain merit such as 

behavioral or physiological attributes. In many cases, this can be achieved by measuring certain 

aspects such as fingerprint, iris, palm, voice, facial expression, etc [1]. Amongst them, the 

handwritten signature also can be used to verify certain individuals and is probably still the most 

commonly used since the ancient times for so many things such as bank checks, forms, insurance, 
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etc [2]. As a part of the Biometrics system, a handwritten signature can be used for two basic 

things: 1) Identification and 2) Verification. Identification means to be used to identify a particular 

person from a group of known users in the systems. Verification means to facilitate the 

authentication of a certain signature in other words it can be used to determine whether a certain 

signature is genuine or forgery [3].  

In the case of handwritten signatures, we can further divide the categories into two major 

groups: 1) Online Signature Verification and 2) Offline Signature Verification [1], figure 1 for 

example. Online Signature Verification happens when the writer is writing their signature and 

involves a special device to record the pen activity such as pressure, speed of writing, angle, 

coordinate point, etc thus having more complete data available to be used for determining whether 

the signature is a forgery or genuine than the Offline counterpart. This method comes with certain 

weaknesses such as the cost of such a specialized system making real-world scenarios become 

less practical such as not scaled well in case we need to verify thousand of signatures and also 

require the person in question of their signature to be present physically. Offline Signature 

Verification system involved only scanned image of a person's signature [4] thus making a real-

world application become more practical because in day to day scenarios the signature is already 

contained in paper, the practicality also extends to when we need to verify thousand of signature 

and also we can do the verification at any time without the presence of the person in question to 

giver his/her signature. In this research, the author uses the Offline Signature Verification because 

of the aforementioned advantages and practicality. 

        
(a) (b)                                  

Figure 1 (a) Online Signature (b) Offline Signature 

 

The offline Signature Verification system can again be classified into two categories:  1) 

Writer Dependent (WD) and 2) Writer Independent (WI) [1]. As the name implies, a Writer 

Dependent System can only decide whether the signature in question belongs to a specific writer 

that the system has been specialized to recognize. For example, if the system was able to recognize 

Mr.A signature, the system will give an output denoting whether the signature in question belongs 

to Mr.A or not, restricting the system to Mr.A signature only. This kind of system is not scaled 

well if for example in a banking scenario where thousands of people making transactions or 

opening a bank account in a certain local bank branch, then the bank will need to have way too 

many systems to verify each account holder signature and thus render it quite impractical for a 

real-world scenario. In contrast, the Writer Independent (WI) system is even more general because 

it can be used to verify whether a pair of signatures is belonging to a pair of genuine or forgery 

signatures, the system as the name suggests not assume a particular writer thus can be used to 

arbitrarily any new signature. The second option is more applicable to a real-world scenario in 

terms of practicality and scalability. This research will use the Offline Writer Independent 

Signature Verification system because of the aforementioned advantages and practicality. 

As the current advancement in machine learning can be applied to almost any scenario to 

help solve so many problems, recently many successful machine learning applications in 

computer vision-related problems, in particular, can be traced to utilize Convolutional Neural 

Network or CNN[5] this is not an exception for signature verification. A handwritten signature is 

a unique stroke pattern drawn on paper/documents as an identification sign [6], yet very simple 

and easy to use which makes it very common sense in day-to-day scenarios. The actual problems 

emerge when someone decides to fabricate a forgery of someone else's signature, which is 
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considered illegal by many. Many systems developed to combat a forgery depend on the fact 

someone's signature is unique according to the pattern of strokes he/she performs. In order to 

create s successful signature verification system at least these two steps is required: 1) Extracting 

the signature feature, and 2) Measure the difference between the two signatures in question [7]. 

CNN or Convolutional Neural Network has been a primary tool for tackling machine 

learning problems related to computer vision [5]. The rise of CNN primarily is due to difficulties 

in obtaining features (feature extraction) using a hand-crafted feature extraction method, CNN 

offers a means to automatically learn features from raw data thus making it a very popular choice 

these days [8]. CNN's success can be attributed to three features that help it learn data 

representation automatically: 1). Local Receptive Field, 2) Shared Weights, and 3) Sampling 

techniques [9].  

With all of those benefits, CNN does have some drawbacks, one of which is time-

consuming process of training CNN to be useful for specific tasks and scenarios. To solve this 

gap, some researchers tried to train a pioneer CNN model on large datasets, with the goal that 

their CNN weights would be shared and used for other research objectives after the training has 

been completed. This model is called pre-trained model [10]. Since the ImageNet dataset contains 

14,197,122 images categorized further into nearly 20,000 categories, it is commonly utilized to 

train those models [10]. A scenario of using those pre-trained model is called transfer learning, 

and with those principles, a researcher can reuse the pre-trained model to be applied to their 

specific task without the need to train the model from scratch thus this method not only save time 

but also improve performance. 

The emerging use of transfer learning has been making a few handfuls of pre-trained 

models to be available for use and adoption for new tasks and scenarios. Namely, the number of 

a model born out of transfer learning scenarios using ImageNet Dataset has increased year by year 

some notable models like AlexNet, VGG-Net, GoogLeNet, and ResNet [11]. Those models differ 

from their respective architecture has been known to be successful in a transfer learning scenario, 

as such this research will utilize one of them namely ResNet. ResNet developed by [12] has been 

the winner of the ILSVRC challenge in 2016 by adopting a unique network architecture so-called 

Residual Block. ResNet has been praised for its good generalization ability despite having a quite 

deep layer in which before the ResNet era has been considered to have a bad generalization 

capability, thus the study by [13] also justifies the effectiveness of ResNet.  

Metric Learning can be described as the way for machine learning to express similarity 

and dissimilarity between objects/data points [14]. The goal of metric learning is to learn a 

representation that will map certain objects/data points into some embedding space in which their 

“distance” should be close enough for similar samples and far enough for a dissimilar sample 

[14]. The importance of metric learning in terms of signature verification is undebatable because 

only by comparing the signature representation we can give some prediction of whether a certain 

signature is genuine or forgery example. Unlike humans that are capable of distinguishing an 

object by just looking once, (we can know which one is an apple or orange by just looking at it 

once) machines didn’t have such a privilege to do so, instead, they rely on thousand of example 

to help it learn and distinguish. Just like any other machine learning application it requires a 

certain type of loss as a “teacher” to give guidance on how to learn correctly, in metric learning 

certain type of loss function is desirable to help it solve the problem of distinguishing certain 

objects/data points. To enable machine learning to learn similarity and dissimilarity between those 

data points certain types of loss function has been proposed such as 1) Contrastive Loss, and 2) 

Triplet Loss, these functions provided the means to increase the distance between the dissimilar 

object and to decrease the distance for similar object [15].  

Contrastive Loss [16] has been a well-known loss function for metric learning and is 

probably the most intuitive. Let 𝑥1, 𝑥2 be the sample data points and 𝑦1, 𝑦2 is their respective 

labels. Also in condition if 𝑦1 = 𝑦2 the 𝐶(𝑦1, 𝑦2) will be 1 and otherwise will be 0 and α is a 

margin. Contrastive Loss can be formulated as equation (1): 

 

ℒ𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑖𝑣𝑒 = 𝐶(𝑦1, 𝑦2) 𝐷2(𝑥1, 𝑥2)   +   𝐶(𝑦1, 𝑦2) max (0, 𝛼 − 𝐷2(𝑥1, 𝑥2))   (1) 
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Within the left hand of equation (1), we will see that if the labels of 𝑦1 = 𝑦2 then the loss 

function will push the network to learn that the mapping distance between x1 and x2 should be 

close, otherwise the loss will increase. And in the right hand of equation (1), we will see that if 

the labels of 𝑦1 ≠ 𝑦2 then the loss function will guide the network to learn the mapping to make 

𝛼 − 𝐷2(𝑥1, 𝑥2) < 0 thus making the loss zero if only the mapping distance is far away and the 

loss will increase if the mapping distance becomes close. 

The next improvement to achieve the ability to do metric learning is proposed by [17] via 

Triplet Loss, as the name suggests is using three samples. Let 𝑥𝑎 , 𝑥𝑝, 𝑥𝑛 (sometimes called 

triplets) be some samples and 𝑦𝑎 , 𝑦𝑝, 𝑦𝑛 is their respective labels in which 𝑦𝑎 = 𝑦𝑝 and 𝑦𝑎 ≠ 𝑦𝑛, 

usually 𝑥𝑎 will be named anchor, 𝑥𝑝 will be named positive because of the same label, and 𝑥𝑛 

will be named negative because of different label. Triplet loss can be formulated as equation (2): 

 

ℒ𝑡𝑟𝑖𝑝𝑙𝑒𝑡𝑠 = max (0, 𝐷2(𝑥𝑎, 𝑥𝑝) −  𝐷2(𝑥𝑎 , 𝑥𝑛) +  𝛼)                 (2) 

 

Triplet loss provided a better discrimination using both intra-class and inter-class samples 

simultaneously [15], show in figure 2. This discrimination characteristics comes because at the 

same time the distance between anchors with positive samples must be close and the distance 

between anchors with negative samples must be separated away. In short, triplets loss will guide 

the network to learn to satisfy this inequality equation (3): 

 

𝐷2(𝑥𝑎 , 𝑥𝑝) + 𝛼 <  𝐷2(𝑥𝑎 , 𝑥𝑛)         (3) 

 

 There are some cases of random triplets that will directly satisfy equation (3), these 

situations are deemed not effective for the training process [17], [18]. We want to find triplets that 

will dissatisfy the condition or 𝐷2(𝑥𝑎 , 𝑥𝑛) <  𝐷2(𝑥𝑎 , 𝑥𝑝) (distance between anchor and negative 

is smaller than distance between anchor and positive) to train the network, the triplets that directly 

satisfy the condition is referred as easy triplets and those who don’t is referred as hard triplets. 

Study by [18] suggests that easy triplets won’t produce the best embedding result instead hard 

triplets will produce better embedding result and very essential if we want a successful result of 

using triplet loss. Another study [19] showed that hard triplets are very useful because essentially 

hard triplets are an error in embedding representation that needs to be updated to train a neural 

network in metric learning. 

 While the loss function for metric learning is already discussed, the architecture for metric 

learning also plays an important role, namely Siamese Network [20] has been proven to be useful 

for metric learning. In the basic form of the Siamese Network will receive a pair of images (either 

positive-positive or positive-negative) then the distance between those will be calculated via a 

loss function and then weights update will be performed, thus that process makes Siamese 

Network become a suitable model for maximizing and minimizing the distance between the 

object. Siamese networks employ shared weights that will positively affect the performance of 

the neural network when used to gather useful patterns of images in metric learning scenarios. It 

is possible to combine Siamese Network and CNN to work in tandem which included the 

capability to learn similarities directly from pixel, color, and texture at the same time [15]. 

Siamese network shown in figure 3 can use contrastive loss and triplets loss. 
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Figure 2 Triplet Loss 

 
Figure 3 Siamese Network with contrastive and triplets loss 

 

Many of the above techniques are considerably used by many studies to create a signature 

verification system. A study by [21] proposed a signature verification that used two-phased 

training: a writer independent feature extractor learning followed by writer dependent classifier 

system however, this study is different from the initial intention to train writer independent 

signature verification system. A study by [2] introduces the use of Siamese Network to train 

signature verification system using contrastive loss as a loss function alongside CNN from scratch 

as a feature extractor, this study sparks so much interest in using Siamese Network for offline 

signature verification.  Another study by [22] shows some interest in using transfer learning for 

offline signature verification using some architecture like GoogLeNet and ResNet, while a later 

study by [23] also introduces the use of active learning for signature verification in the hope of 

gaining more accuracy. Finally, a study by [24] introduces the usage of triplets loss for online 

signature verification by combining it with Siamese Network this also differs from the initial 

intention to train offline signature verification. 

 Within the growing application of machine learning especially supervised learning which 

requires the presence of data samples and labels to effectively learn [5] making its way into many 

practical applications. While the machine learning application is growing the need for data also 

growing because ultimately data is just like a “fuel” for machine learning system, even if in the 

era of big data with the abundance of data their need for labels in supervised learning scenarios 

can limit its practical use and limit the performance. Many recent advancements try to mitigate 

these problems by introducing techniques like transfer learning, data augmentation, active 

learning, etc, one such recent example is self-supervised learning techniques which have the 

capabilities to learn representation from the unlabeled dataset [25]. One key difference from self-

supervised learning is the usage of two-phased tasks namely: 1) Pretext task, and 2) Downstream 

task. The pretext task is the first phase and acts as an important strategy to learn a meaningful 

representation of using pseudo labels from data, usually, pseudo labels can be generated 

automatically. The result of the Pretext task can be used in the various downstream task such as 

classification, segmentation, detection, etc where the availability of labeled data is limited and 

with the expectation of improving the performance after learning a useful data representation [26] 

and also performance evaluation of pretext task often neglected [27]. 

 To give a simple analogy of how self-supervised learning will work consider this example 

of playing badminton. Usually, people before playing badminton will do some warm-ups like 

running around the field before. We can think of the pretext task like a warm-up activity that aims 

to prepare physically before playing badminton and therefore the main goal is to play badminton 

then how many times we manage to run around the field is not so important, the important thing 

is that we are more physically prepared to play badminton compared to us directly playing 

badminton without warming up. This badminton is an example of the downstream task that we 

will do even so the activity of running around the field itself (pretext task) is not only useful for 

playing badminton and even playing football will be better if we warm up first.  
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Similarly, what happens in self-supervised learning with the existence of a pretext task will 

provide an opportunity for machine learning models or CNN models to be able to learn data 

representations first so that they can be used better in the downstream task that will be done. 

Because it has successfully learned data representation, it is likely that when doing the 

downstream task will not need too much data because the model has learned good data 

representation. The pretext task will utilize unlabeled data while the downstream task will utilize 

labeled data. 

SimCLR is a self-supervised learning framework developed by [28], pseudocode availabe 

in figure 4. This framework uses contrastive learning as the pretext task to learn a meaningful 

representation of data, and utilizes some data augmentation techniques to create more examples 

for learning. The augmentation will be applied twice to get a different point of view from the 

same image and then will be used to train the feature extractor to learn in a contrastive learning 

fashion. After the step is completed the feature extractor/feature encoder component can be used 

for another downstream task. 

 
Figure 4 Ilustrasted overview of SimCLR 

 

2. METHODS 
 

 This study will propose a writer independent offline signature verification that consists 

of the above method. Using a self-supervised learning scenario thus there will be pretext tasks 

and downstream tasks. The pretext task will be based on a framework created by [28] named 

SimCLR (will be discussed after) and the downstream task will use the Siamese network in 

tandem with triplets loss. T The last stage incorporates verifying if the signature is a genuine 

signature pair or a genuine-forgery signature pair using learnt representation. Those steps will 

assume the use of ResNet 50 as the feature. For all stages, apply Adam optimizer with learning 

rate 0.01 for 50 epoch with early halting (5 patience). General overview is shown in figure 5. 

 

 
 

Figure 5 General Overview 

2.1 Dataset 

 This study will leverage the available online dataset from CEDAR [29] which contains 

signature images from 55 writers consisting of 24 genuine signatures and 24 forgery signatures 

in a grayscale fashion. Figure 6 shows some sample. 
 



IJCCS  ISSN (print): 1978-1520, ISSN (online): 2460-7258   ◼ 

Siamese-Network Based Signature Verification using Self ... (Muhammad Fawwaz Mayda) 

121 

 
 

(a) (b) 

Figure 6 Signature samples a) genuine signature (b) forgery signature 

2.2 Image Pre Processing 

 Signature images will go through these preprocessing steps: 1) Thresholding with Otsu, 

2) Mean Filtering, 3) Thinning and, 4) Resizing. Threshold will provide a clear separation 

between the signature and the background of paper then mean filtering will be performed to clean 

up any remaining noise. Thinning will make the signature strokes to be in uniform / equal width 

(in certain cases signature line width will different because of different pen sizes) and the last step 

is to resize the images to a certain size which is 224 x 224 (size of ResNet input). At the end of 

the step, the images will be stored in a specific folder to save time so that subsequent step of 

training will only need to read images from the specific folder itself. 

2.3 Feature Extractor 

 Matched with the previously mentioned fact that the signature verification system will 

need a feature extractor component for capturing the representation of signature images, the 

author will use ResNet 50 as the feature extractor/feature encoder. The reason for choosing 

ResNet is primarily because of suggestion from [13] and also because the next step of training is 

leveraging self-supervised learning using SimCLR method, [28] suggests that SimCLR may 

benefit from a deep network as such ResNet with their respective variants, thus making it become 

a prevalent choice. 

2.4 Self Supervised Learning 

SimCLR will use as the self-supervised learning framework and after this step finish, 

there will be ready to use feature encoder to be used in the downstream task (triplets training). 

Also, the author will try to compare the performance when this step is performed and when isn’t. 

2.5 Triplets Training 

 In this step, the author will utilize Siamese Network paired with Triplets Loss to learn the 

embedding to discriminate signature images. Triplets to form anchor, positive, and negative will 

be selected from the genuine signatures of certain writers for both anchor and positive samples 

and the forgery of certain writers for negative. While in this stage the author will also compare 

the different results of applying hard mining (using hard triplets only) and easy mining (using all 

available triplets) strategies. 

2.6 Classification Training 

 The classification model is trained from the learnt representation of the preceding triplets 

training procedure as the final step in the training process. Simply put, the model from this stage 

will generate a binary classification of 0 for genuine-forgery signature pairs and 1 for genuine 

signature pairs. The assessment will be based on cross-validation, using 5 fold validation (80% 

for training and 20% for testing). Because the goal was to create independent authors, the split 

will be based on the number of writers; 44 will be utilized for training and the remaining 11 for 

testing; the model will never see the testing writer beforehand. Figure 7 depicts the many 

comparisons that will be done. 



◼            ISSN (print): 1978-1520, ISSN (online): 2460-7258 

IJCCS  Vol. 17, No. 2,  April 2023 :  115 – 126 

122 

 
 

                      Figure 7 General Comparison 

 

3. RESULTS AND DISCUSSION 
 

 Conclusion of the result supported the main hypothesis that self-supervised learning will 

improve the overall accuracy when used. Table 1 shows more detailed of the result achieved. 
 

Table 1 Comparison Between Models 

 
No Name Fold TP TN FP FN Accuracy FAR FRR 

1 Pre train + 

hardmining 

1 446 320 208 60 0,741 0,394 0,119 

2 Pre train + 

hardmining 

2 448 392 136 58 0,812 0,258 0,115 

3 Pre train + 

hardmining 

3 442 318 210 64 0,735 0,398 0,126 

4 Pre train + 

hardmining 

4 314 404 124 192 0,694 0,235 0,379 

5 Pre train + 

hardmining 

5 442 418 110 64 0,832 0,208 0,126 

 
AVERAGE 

     
0,763 0,298 0,173 

6 Pre train + 

easymining 

1 416 372 156 90 0,762 0,295 0,178 

7 Pre train + 

easymining 

2 448 402 126 58 0,822 0,239 0,115 

8 Pre train + 

easymining 

3 366 368 160 140 0,710 0,303 0,277 

9 Pre train + 

easymining 

4 194 414 114 312 0,588 0,216 0,617 

10 Pre train + 

easymining 

5 292 480 48 214 0,747 0,091 0,423 

 
AVERAGE 

     
0,726 0,229 0,322 

11 Hardmining 1 422 256 272 84 0,656 0,515 0,166 

12 Hardmining 2 360 416 112 146 0,750 0,212 0,289 

13 Hardmining 3 390 340 188 116 0,706 0,356 0,229 
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14 Hardmining 4 302 302 226 204 0,584 0,428 0,403 

15 Hardmining 5 346 446 82 160 0,766 0,155 0,316 
 

AVERAGE 
     

0,692 0,333 0,281 

16 Easymining 1 302 362 166 204 0,642 0,314 0,403 

17 Easymining 2 366 432 96 140 0,772 0,182 0,277 

18 Easymining 3 0 528 0 506 0,511 0,000 1,000 

19 Easymining 4 184 390 138 322 0,555 0,261 0,636 

20 Easymining 5 458 406 122 48 0,836 0,231 0,095 
 

AVERAGE 
     

0,663 0,198 0,482 

 

Here is a visualization using tSNE [30] from a model that involves self-supervised pre-

training stages and hard mining triplets on the fifth fold (the latter). Here we can see that the 

original and fake signatures are quite separated both where there is a considerable distance 

between the two. If we look more deeply at writer number 50 his original and fake signatures the 

distance is not too far. In the interest of visualization tSNE also the author does not include all 

signature samples because it will make the analysis less good when visualized. 

 
Figure 8 tSNE Visualization 

 

After a visual inspection, the author found that the signature pattern of the 50th writer is 

quite easy to fake so it is possible if the two are more or less in close proximity. Both look similar 

and according to the author will be quite easy to fake. Here's an example: 

 

 
(a)                             (b) 

Figure 9 Example of writer no 50 signatures 
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 Here the author concludes that the distance separator that exists between the cluster from 

the original signature and the fake signature will be the determinant of success in classifying 

existing signatures. This ability is certainly obtained by going through the main triplet loss 

training stage, but the addition of the self-supervised pre-training stage makes the process of 

triplet loss training better because there is already learning of representations that can be used in 

distinguishing real and fake signatures. 

 Also, can be concluded that the use of triplets loss will greatly benefit from good triplets 

selection as per experiment show hard triplets (obtaining using hard mining) perform better than 

their counterpart which use easy mining in both scenarios with and without self-supervised pre-

training. Within the use of the self-supervised pre-training method, we can see improvement in 

the model's ability to capture meaningful representation, in experiment shows that models with 

self-supervised + easy mining perform better than the model with hard mining only. Thus this 

finding aligns with a study by [31] which stated that self-supervised methods can provide good 

results in the realm of cases that have limited data because the self-supervised pre-training stage 

provides good regularization to prevent overfitting of the model for the next downstream task 

stage. So that it becomes a good alternative solution in the case of signatures because the signature 

data is considered privacy so the availability is scarce. 

 

 

4. CONCLUSION 
 

Combining triplets loss with good triplets selection algorithms, such as only training the 

network from hard triplets (whose violated the triplet inequality), can be used in signature 

verification. To compensate for the lack of signature imagery, we may choose self-supervised 

learning to improve accuracy of the model and generalization capability. 
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