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Abstract

Supersonic nozzle flows play an important role in aerospace engineering, e.g. controlling mo-
tions, attitudes, and orbits of space vehicles using various propulsion systems. Supersonic nozzle
flows include free nozzle flows and restricted nozzle flows, such as plume-surface interactions
if a surface obstructs the flow propagation.

When compressed gas is discharged from a nozzle into a low-pressure environment in the case
of free nozzle flows, the shock wave diffracts around the nozzle lip and a vortex loop forms.
These phenomena have attracted much attention in the continuum flow regime, but how the
shock diffraction and vortex behave under rarefied flow conditions has received less attention.
Understanding transient flow in rarefied conditions is helpful for increasing thrust vector control
and avoiding potential contamination and erosion of spacecraft surfaces.

Furthermore, comprehending plume-surface interactions is critical for the design of lander mod-
ules and future bases on bodies such as the moon, as it is necessary to anticipate surface erosion
patterns and the transport of displaced regolith material. Extraterrestrial conditions are difficult
to recreate experimentally (e.g. the effects of low gravity, strong radiation and extreme tem-
perature difference). Available numerical techniques for modelling regolith entrainment and
subsequent movement suffer from limited accessibility and different levels of sophistication.

In this thesis, a design for an open-ended shock tube connected to a vacuum chamber is pre-
sented. This is used to release a shock wave into a low-pressure environment and study the
subsequent vortex ring formation as the gas diffracts around the shock tube exit. Schlieren vi-
sualisation and pressure measurements of the vortex ring formation are conducted. The flow
structure degenerates through a decrease in the strength of the embedded shock waves and an
increase in their thickness, and the counter-rotating vortex ring when the environmental pres-
sure decreases. The existence of the vortex ring is confirmed through spectral analysis when the
environmental pressure is as low as 1.0 kPa.

Due to limitations with experimental measurement equipment and techniques, the shock wave
diffraction problem should be complemented with numerical techniques. A program to generate
ensemble-averaged direct simulation Monte Carlo (DSMC) results is designed. Computational
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fluid dynamics (CFD) and ensemble-averaged DSMC methods are implemented to simulate the
formation of a two-dimensional vortex loop due to shock wave diffraction around a 90◦ corner.
The influence of the Mach number and rarefaction on the development and growth of the vortex
loop are studied. A concept, called rorticity, was used to investigate the transient structures
of vortex loops. The simplification of the internal structure of vortex loops and postponement
of the vortex loop formation due to the increase of the rarefaction level are confirmed. Two
properties from the decomposition equation of vorticity to quantify the vortex strength; rorticity
flux (i.e. representing the vortex rotational strength), and the shear vector flux (i.e. representing
the vortex shear movement strength), are derived. A mutual transformation relationship between
the rorticity and shear vectors has been identified, suggesting that this concept can be employed
to better explain vortex flow phenomena. It is found that the increase of the Knudsen number
thickens the Knudsen layer, causing the failure of the generation of the vortex sheet and the
subsequent formation of vortex loops.

A new solver based on dsmcFoamPlus – rarefiedMultiphaseFoam, is developed for solving rar-
efied multiphase flows. The solver is extended to include a two-way coupling model and a
particle phase change model. Additionally, the solid stochastic collison model and the multi-
phase particle-in-cell (MPPIC) method for solving dilute and dense granular flows, respectively,
have been implemented in the new solver. The models mentioned are rigorously benchmarked
against analytical solutions and previous results in the literature. The benchmarking results of
the two-way coupling method show excellent agreement with analytical results. The results of a
reproduced uniform gas-solid flow and a purely gravity-controlled granular flow sedimentation
agree well with previous numerical results in the literature. A solid particle is allowed to expe-
rience a physical and continuous phase change and diameter variation using the updated phase
change model.

Finally, the rarefiedMultiphaseFoam solver is used to simulate two lunar plume-surface interac-
tion (PSI) cases using the stochastic collision model and the MPPIC method, respectively. Both
methods are applied to a scaled down version of the Apollo era lunar module descent engine and
comparisons are made between the two simulation results. The results show that the transient
effects are essential to both the gas and solid phase evolution and the entrained dust particles
significantly influence the evolution of the gas flow. In the PSI simulations, the MPPIC method
is more reliable than the stochastic collision method because it takes enduring contacts and the
close-packing limit into account. Furthermore, it is identified that the breakdown of the locally
free-molecular flow assumption has a significant impact on the solid particle temperatures.
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Chapter 1

Introduction

1.1 Motivation

A supersonic nozzle flow is produced when a compressible gas flow passes through a nozzle
and is accelerated to supersonic speed. Such applications, including free nozzle flows (i.e. free
expansion flow), shown in Figure 1.1(a), and restricted nozzle flows (i.e. a surface exists down-
stream of the nozzle exit and impedes the flow from propagating freely), shown in Figure 1.1(b),
play a fundamental and essential role in controlling the motions, attitudes, and orbits of space
vehicles operating in rarefied conditions.

chamber

nozzle

chamber

nozzle
surface

(a) (b)
Free Restricted 

Figure 1.1: Jet categories.

Typical examples can be found not only in specialized propulsion systems of cost-effective
micro-satellites that can provide thrusts in the micro- and milli-Newton range in low Earth orbit
(LEO) for the purposes of earth observation, telecommunication, and navigation [1, 2], but also
in the main thrusters of space stations and unmanned landing modules of sample return missions
from the Moon [3], Mars [4] and asteroids [5].

1
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When the nozzle operates in rarefied backflow condition, the physics of the flow ejected from
a convergent-divergent nozzle cannot be fully and accurately described by the Navier-Stokes-
Fourier (NSF) equations; rarefied and non-equilibrium gas dynamic effects must be considered.
Rarefied gas dynamics is the study of gas where the local mean free path (MFP), noted as λ ,
is comparable to a characteristic length scale of the problem, L [6]. The rarefaction level is
described by the Knudsen number Kn, expressed as

Kn =
λ

L
. (1.1)

The flow from a nozzle in vacuum will experience a continuous change of Knudsen number
regime from the continuum regime (Kn < 0.001) in the combustion or stagnation chamber, to
the slip and transition flow regime (0.001 < Kn < 10) as the flow passes through the nozzle,
and finally to the free-molecular regime (Kn > 10) when the flow is far away from the nozzle
exit [7].

Figure 1.2: Stages of a supersonic starting jet [8].

Figure 1.3: Schematic of an exhaust plume interfering with the surfaces of a satellite [9].

A supersonic starting jet is formed when the high-speed gas flow reaches the nozzle exit sur-
face and experiences shock wave diffraction around the nozzle lip, with the potential to generate
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Figure 1.4: Image of Artemis I Orion capsule [10].

a vortex loop in a rarefied environment. An example under atmospheric conditions is shown
in Figure 1.2. In general, three aspects of vortex loops have received attention; sound gener-
ation, transport and mixing, and vortex interactions [11]. First, the sound field created by the
discharged gas flow is closely connected to the structure of the flow field (laminar/turbulent).
The sound pressure level and sound frequency spectrum of the sound field created by a rarefied
flow with a low Reynolds number is likely to be significantly different from those in the con-
tinuum regime, which could result in uncertain and unanticipated vibrations. Second, the flow
discharged from the nozzle of liquid and solid rocket propulsion systems may comprise tiny
solid particles and liquid droplets. With the aid of shock wave diffraction and the subsequent
vortex loop, these particles and droplets may impact sensitive surfaces, see Figure 1.3. The im-
pingement will pollute or degrade the surfaces of space vehicles, for example there have been
reports of damage to the International Space Station [12] and satellites [13]. However, the evo-
lution of this transient flow phenomenon remains unclear. Third, multiple thrusters are generally
used at the same time in practice, such as the Artemis I Orion capsule shown in Figure 1.4, and
complicated phenomena involving shock interactions and vortex interactions will be difficult to
comprehend without a fundamental knowledge of rarefied vortex loops. Furthermore, provided
that the gas MFP at the nozzle exit is sufficiently large, or the nozzle dimension is sufficiently
small, the high Knudsen number will have an impact on the subsequent flow development. Pre-
vious studies of compressible vortex loops are limited to the continuum regime, with Knudsen
number 0 < Kn < 0.001, where the Reynolds number is high and the flow is often idealised
as inviscid, and therefore, the Euler equation can give a reasonably accurate model of the flow.
However, under rarefied flow conditions, viscous effects remain important [14].

Despite decades of research vortex loops are yet to be fully understood; the generation, sub-
sequent propagation, and flow impingement of vortex loops have not been investigated in any
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depth under low-pressure or even rarefied circumstances like those found in LEO. The influence
of the reduced environmental pressure, or rarefaction level, on the shock wave diffraction, vor-
tex loops internal structures, along with their propagation ability and coverage remain unknown.
Understanding these may help with thrust vector management and avoid potential contamina-
tion and erosion of spacecraft surfaces [15]. Without knowledge of these rarefied transient flows,
accurate prediction of the disturbing forces and heat loads is not achievable.

Figure 1.5: A schematic of complex flow phenomena found in PSI problems [16].

If supersonic nozzle flows from reverse-thrusters or the main-thruster of a landing module im-
pinge on the ground of extra-terrestrial bodies with atmospheres that present rarefied conditions,
e.g. the Moon and asteroids, regolith granules can be fluidised and entrained in the flow field
around the landing module during soft-landing manoeuvres, leading to a phenomenon called
plume-surface interaction (PSI), shown in Figure 1.5.

The supersonic starting jet plays an important role in PSI because when the thruster begins to
fire, the starting jet, involving the diffracted shock wave, will first hit the uneroded (i.e. dur-
ing an initial landing process) or cratered (i.e. during a return process) surface, followed by
the impingement of the potential vortex loop and its propagation in the thruster radial direc-
tion. The variation of the strength of the diffracted shock wave and the internal structure of
the vortex loop also has significant impact on the regolith granule movements. The flow may
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re-enter the transition, slip, and continuum regimes if there is significant compression near the
surface during the process of PSI. The process in which regolith granules are fluidised, lifted
and then entrained into the flow field by the rocket plume is called surface erosion [16]. Five
mechanisms contributing to the surface erosion have been defined as follows: viscous erosion,
diffused gas eruption, bearing capacity failure, diffusion-driven shearing, and diffusive gas ex-
plosive erosion [17,18]. Surface erosion is fully transient, coupled, and sensitive to variations in
the gas flow field. Entrained regolith particles have the potential to cause obstruction of vision,
impingement and erosion on the surfaces of the rocket’s propulsion device, contamination of
sensitive devices on the module, underestimation of disturbing forces and heat loads [19], and
damage to nearby facilities (e.g. outposts or bases). The lunar regolith has been found to attach
to surfaces, forming a dust coating layer on thermal radiators, space suits, and astronauts during
the Apollo program [20]. Future manned missions using larger landing modules with greater
thrust and numerous landings at a settled outpost or base will result in more severe threats and
cumulative damage [21].

The comprehension of the complexity of PSI is vitally important in protecting hardware around
the landing site and the landing module itself and it is meaningful and helpful in the design and
exploitation of space vehicles [20] for sample collections or base building [22, 23] in the future.

Creating a full-scale and realistic extra-terrestrial environment, including high vacuum, low
gravity, and strong radiation, to study PSI is difficult on Earth [24–26]. As a result, there is
a clear need for an effective and efficient numerical framework to simulate this complex flow
field. The direct simulation Monte Carlo (DSMC) method is the standard tool for dealing with
these dilute flows, but rarefied multiphase solvers are less common due to the complexity of the
essence of rarefied multiphase flow phenomena.

However, existing codes and solvers [24, 27–30] are private codes with restricted accessibility
and extensibility. The transient interaction between the dust layer and the gas flow field remains
to be correctly simulated; it cannot be achieved using an inlet surface to replace the dust layer
or a stochastic collision model where enduring contacts are not considered. Although the DEM
method can solve dense granular phases, it suffers from high computational expense for large
numbers of solid particles. Therefore, an open source approach for rarefied multiphase flow
with enduring contacts an efficient algorithm to solve the evolution of a dense solid phase is
in high demand to simulate this complicated phenomenon with multi-scale and multi-physics
characteristics.

1.2 Aims and objectives

This thesis aims to study transient phenomena that occur when a gas is ejected from a supersonic
nozzle and impinges on a regolith-coated surface in low pressure environments. The fundamen-
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tal flow physics of the supersonic starting jet is investigated both experimentally and numeri-
cally. Supersonic flow from an open-ended shock tube is used in the study of the supersonic
starting jets, rather than a contoured nozzle, since a shock tube is the simplest nozzle and the
supersonic flow from a shock tube is representative. PSI occurs when a regolith-coated surface
obstructs the path of the free nozzle flow. The dynamics of the gas phase and the kinematics of
regolith particulates will be studied using a newly-built numerical tool.

The details of the objectives of this research are to:

• Design a shock tube connected to a vacuum chamber and conduct schlieren visualisation
and pressure measurement of the supersonic starting jets in low pressure environments
to find the limits of the shock tube and the schlieren imaging system applicability and to
study the physics of supersonic starting jets operating in reduced pressure conditions.

• Model the vortex loop formation due to shock wave diffraction around a 90◦ corner
through the established transient ensemble averaged DSMC method and the compress-
ible CFD method, examine the influence of the shock Mach number and the rarefaction
level on vortex loop formation, and identify the structures and developments of vortex
loops in rarefied conditions using the concept called “rorticity”.

• Update an open source code, rarefiedMultiphaseFoam, for solving rarefied gas-solid mul-
tiphase flows with models for solid-solid interactions, including a stochastic collision
model for dilute granular phase and the MPPIC method for dense granular phase, and
benchmark the two-way coupling model, solid phase change model and the reproduced
MPPIC method.

• Conduct two lunar PSI simulations with the stochastic collision model and the MPPIC
method respectively using a scaled down version of the Apollo era lunar module descent
engine, and compare the transient results.

1.3 Thesis outline

The thesis is constituted by the following chapters:

Chapter 2 presents a review literature of supersonic starting jets, including a demonstration of
the fundamental theories of shock waves and shock tubes, followed by the details of the design
of the shock tube that is connected to a vacuum chamber and an description of the experi-
mental layout. Experimental results, including schlieren images and pressure distributions with
different background pressures, of a study of vortex ring formation in low-pressure conditions
(i.e. background/environmental pressure is lower than 1 atm but higher than 900 Pa) are pre-
sented.
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Chapter 3 starts with introductions to the modified CFD method for simulating fluid phenomena
in the near continuum regime and the DSMC method for solving rarefied gas dynamics, followed
by an introduction of a new post-processing method for vortex dynamics. Then, the simulation
results of vortex loop formation due to shock wave diffraction around a 90◦ corner in rarefied
conditions (i.e. Kn > 0.001) will be discussed. The shock Mach number and the Knudsen
number effects on the vortex loop formation are discussed. The structures and evolution of
vortex loops are analysed using the rorticity concept.

Chapter 4 includes a detailed overview of the open source code for solving rarefied multiphase
flows, rarefiedMultiphaseFoam, and the newly developed models will be presented after a review
of existing codes. The results of benchmarking tests of the new open source code for rarefied
multiphase flows will subsequently presented. The validations of the interphase coupling model,
particle phase change model, and the MPPIC method are discussed.

Chapter 5 includes the numerical results of lunar plume-surface interactions using the rarefied-

MultiphaseFoam solver with the addition of models considering the solid-solid interactions. In
one case with low solid number density, the stochastic collision model is used, and in the other
case with high solid particle number density, the MPPIC method is applied. The whole transient
evolution of both phases in the two cases are presented. The gas flow field and the regolith layer
evolution from both solid-solid interaction models are discussed in detail.

Chapter 6 summarises the key findings of this research followed by a discussion of possible
future work based on the conclusions on this thesis.

1.4 Main contributions

The main contributions of this work are listed below:

• The physics of supersonic starting jets operating in reduced pressure conditions (Kn <

0.001) have been studied using a shock tube connected to a vacuum chamber with schlieren
visualization and pressure measurement for the first time. It is proven that the internal flow
structures in a vortex loop degenerate as the environmental pressure decreases. The ex-
istence of the vortex ring is confirmed through spectral analysis when the environmental
pressure is as low as 1.0 kPa.

• The influence of the shock Mach number and the rarefaction level on vortex loop forma-
tion due to shock wave diffraction around a 90◦ corner under rarefied conditions has been
investigated through the established transient ensemble averaged DSMC method and the
compressible CFD method. The failure of the formation of the vortex loop is well ex-
plained as the result of the increase in Knudsen layer thickness.
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• The concept called “rorticity” is applied to identify the internal structures and develop-
ments of vortex loops for the first time. Two properties called “rorticity flux” and “shear
flux” are defined to quantify the fluid rotational and shear strengths, respectively. The mu-
tual transformation between the rotational and shear movements has been observed, and
the quantity of this transformation is equivalent.

• An open source code, rarefiedMultiphaseFoam, has been extended to include a two-way
coupling model, a solid phase change model, and a stochastic collision model for dilute
granular interactions. It has been extended to take solid-solid enduring contacts into ac-
count and is coupled with the MPPIC method for dense granular interactions to solve
rarefied gas-solid multiphase flows. The two-way coupling model, solid phase change
model, and reproduced MPPIC method have been benchmarked and agree well with ana-
lytical and previous numerical data.

• Two lunar PSI simulations are conducted with the stochastic collision model and the MP-
PIC method, respectively, using a scaled-down version of the Apollo era lunar module
descent engine to study the transient interaction between the plume and the dust layer and
the effect of the solid-solid enduring contacts on the PSI. It is found that the transient
influence and the entrained solid particles have significant impacts on the development of
the gas flow field. The numerical result from the MPPIC method is more realistic because
the enduring contacts and the close-packing limit are considered.



Chapter 2

Supersonic starting jet from an
open-ended shock tube in low-pressure
environments

Nozzles have been widely employed inside a vacuum chamber [31–34] to study steady jet flows
in vacuum, but fewer attempts have been made to connect a shock tube to a vacuum chamber [35]
to investigate the formation of vortex rings/loops in low pressure environments. Furthermore, the
basic optical techniques extensively used in the study of compressible flows, including schlieren,
particle image velocimetry, and planar laser-induced fluorescence, have never been applied to
the visualization of compressible vortex rings/loops in low-pressure environments or rarefied
conditions.

Before considering rarefied conditions, the specific objectives of this chapter are to present the
design of a shock tube connected to a vacuum chamber, to validate the feasibility of the shock
tube, to provide preliminary schlieren visualisation, and conduct pressure measurements of vor-
tex rings from an open-ended shock tube when the environmental pressure is lower than ambient
atmosphere, which is followed by a literature review of supersonic starting jets.

2.1 A review of supersonic starting jets

Supersonic starting jets have piqued the interest of researchers due to their effectiveness for
various application, such as improving mixing and combustor performance, noise suppression,
heat transfer, and thrust vector control [36]. The flow patterns of supersonic jet flows depend on
the pressure ratio pexit/pb, where pexit is the pressure at the nozzle exit and pb is known as the

9
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back pressure or the atmospheric pressure. As shown in Figure 2.1, according to the pressure
ratio, supersonic jet flows can be divided into [37, 38]:

• overexpanded jet: When pexit < pb, the gas from a nozzle will be compressed by the
relatively high pressure outside of the nozzle and oblique shock waves attached to the
nozzle exit can be found.

• ideal jet: When pexit = pb, no waves can be found at the nozzle exit.

• underexpanded jet: When pexit > pb, the gas from a nozzle will continue to expand after
it leaves the nozzle, and a series of expansion waves can be observed at the nozzle exit.

Figure 2.1: Three kinds of free jets. From top to bottom; overexpanded jet, ideal jet, and
underexpanded jet [37].

Figure 1.2 depicts a typical numerical work of the stages of a supersonic starting jet. After
a relatively high-pressure gas flow is ejected from a nozzle or tube, the primary shock wave
diffracts at the nozzle exit, resulting in the formation of a vortex sheet or shear layer, which is
described as a thin gas layer with velocity discontinuity or a high velocity gradient in the normal
direction [39], and later, the formation of a vortex pair. Then, by engulfing the surrounding
fluid, the vortex sheet tends to roll up into a vortex ring. This vortex ring expands axially and
radially until it reaches a critical size [40]. A rearward-facing shock wave is formed between the
cores of the vortex ring in the case of a high shock Mach number. This shock wave is noted as a
diaphragm shock [41] or embedded shock wave [42]. During the propagation of the vortex ring,
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it separates from the trailing jet and continues its path. This separation is known as "pinch-off".
Later, the trailing jet will interact with the vortex ring, leading to shock–shear layer–vortex ring
interaction and noise generation [40].

2.1.1 Shock waves

As long as a body moves at supersonic speed in the gas flow, a shock wave can be seen. The
shock wave is a strong compression wave, and it is a negotiation of the flow with the fast-
moving body [37]. Usually, in the atmosphere, shock waves are extremely thin and highly
viscous regions where the gas flow properties change abruptly.

Shock waves can be separated into steady and unsteady shock waves.Steady shock waves include
bow shocks and oblique shocks according to the deflection or turning angle. There is a maximum
flow deflection angle for a given Mach number Ma. When the flow deflection angle is smaller
than the maximum angle, an oblique shock wave occurs, while a bow shock, or a normal shock
wave, forms if the flow deflection angle is greater than the maximum angle.

tanδ = 2cotβ
Ma2sin2

β −1
Ma2 (γ + cos2β )+2

(2.1)

According to Equation (2.1), for a given Mach number and deflection angle, the downstream
flow conditions after an oblique shock wave includes the production of a weak shock and a
strong shock [37]. The downstream flow is still supersonic in the weak shock condition, but it is
subsonic after passing through a strong shock. Oblique shock waves are common targets to be
controlled in aerodynamic applications [43, 44], such as controlled oblique shock waves at the
intake and inside of the propulsion system of a supersonic vehicle to reduce total pressure loss,
and optimized oblique shock waves attached at the front of the vehicle to decrease drag force.

The formation of bow shock waves usually happens around blunt bodies [45, 46]. A typical
bow shock wave can be found in front of the re-entry module of a spacecraft during the re-entry
process. The process when flow passes the bow shock is non-isentropic and the drag force on
the body is significantly increased once a bow shock has formed.

The oblique shocks and the bow shocks mentioned are typically stationary shock waves. If a
shock wave propagates freely in space and the flow field is related to both space and time, this
shock wave propagation is considered unsteady [47]. Examples of unsteady or moving shock
can be seen in the process of an explosion of a bomb or a balloon. The common method to
generate a moving shock wave is to use a facility called a shock tube, as will be described in the
following sections.

The fundamental derivations of the relations before and after shock waves can be found in many
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fundamental textbooks [37, 38, 48], so they are not repeated in this thesis.

2.1.2 Shock wave diffraction

Shock wave diffraction is the result of a moving shock wave encountering a sudden expan-
sion [49] and has been investigated for a wide range of Mach numbers. Figure 2.2 shows an
example of shock wave diffraction.

Figure 2.2: Numerical schlieren image of the shock wave diffraction. I: incident shock
wave. DS: diffraction shock wave. EW: expansion shock wave. CS: contact surface. SL:
shear layer. LS: lambda shock. VV: viscous vortex. VS: vortex shock. V: cortex core [50].

When a shock wave diffracts at a corner, an expansion wave emerges that propagates in the
opposite direction of the primary shock wave. Then a vortex propagates a short distance and a
slipstream occurs, which is explained as the failure adaptation of the shocked gas to the corner.
The presence of the contact surface and the second shock are recognised in the case of a high
shock Mach number. When the shock Mach number exceeds 2.068, the expansion wave cannot
go upstream [51]. Sun and Takayama [52] found that small vortices form in the shear layer
as a result of the enhanced interaction between the viscous effect and the baroclinic effect,
resulting in the characteristic Kelvin–Helmholtz instability structure. Furthermore, it has been
proposed [53] that the vorticity created by the slipstream is a critical part of the total vorticity and
that vorticity production is positively associated with the wall angle. Because of the formation
of flow instabilities, boundary layers, and the flow transition, the shear layer separation and flow
evolution were found to be different as the size of the experimental facilities increased [54].
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Attempts have been made to analytically predict the joint of the incident shock wave and the
expansion wave. Whitham’s theory was widely used for estimations of the shape of the diffract-
ing shock wave [55, 56], but corrections were made due to the intolerable differences between
the experimental results and predictions [49]. There are also some novel shock wave diffraction
investigations, such as diffraction around slotted splitters [57], diffraction with the presence of a
co-flow jet [58], diffraction at a curved exit from the shock tube [59], the interaction of two per-
pendicular diffracting shock waves [60], and vortex merging caused by shock wave diffraction
in three dimensions [61].

2.1.3 Compressible vortex loops

Since 1952, when Elder and Haas [62] were the first to capture the compressible vortex ring at
a shock tube exit using schlieren, researchers have been drawn to the "beauty" of compressible
vortex rings. Vortex loops have been studied intensively for decades, both experimentally and
numerically, to better understand their evolution.

The subsequent phenomenon of the ejection of a moving shock wave from a shock tube is the
production of a shear layer with a strong velocity gradient in the radial direction of the shock
tube. This shear layer then rolls up and entrains the gas around it to form a forward-moving
vortex ring [63]. Through analysis of the vorticity field, this vortex ring was found to separate
from the trailing jet and move forward alone [64]. In general, the compressible vortex ring has
a high Reynolds number, and its propagation speed is fast and dependent on the pressure in the
shock tube’s driver section. When the Reynolds number is sufficiently high, turbulence occurs
in the vortex ring [63].

Some substructures emerge during the formation and propagation of a compressible vortex ring,
resulting in more complicated phenomena. Brouillette and Hébert [65] discovered a link be-
tween the structure variation of compressible vortex rings and the shock Mach number. There
is no shock wave in the vortex ring if the shock Mach number is less than 1.43. There is an
embedded rearward-facing shock wave in the vortex ring if the shock Mach number is between
1.43 and 1.6, which was also observed by Baird [66], and secondary vortex rings form ahead of
the primary vortex ring if the Mach number is more than 1.6. In addition, when the shock Mach
number is higher than 1.4, a pair of vortex-induced shock waves occur on opposite sides of the
main vortex core [67]. These phenomena were also observed in the works of Murugan et al. [42].
They found that the maximum axial velocity along the centerline, the dimensionless mean core
radius, and the propagation velocity of vortex rings increase the shock Mach number, and they
no longer increase when the embedded shock wave forms [68]. A secondary counter-rotating
vortex ring was observed ahead of the primary vortex ring when the shock Mach number reaches
1.63 [63]. Kontis et al. [69] found secondary counter-rotating vortex rings inside a vortex ring as
a result of a Kelvin-Helmholtz type instability of the vortex sheet [70]/slipstream beginning from
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the triple point of the Mach disc and subsequent vortex coupling [71], which was proved by the
numerical results of Zhang et al. [72]. These vortices were strongly dependent on the strength
of the embedded shock wave and the length of the jet. In addition, the strength of the embedded
shock wave will be increased by the tube radius, and its lifetime will be extended with a longer
driver section [70]. The vortex ring’s entrainment phenomena generates vortex-induced shock
waves in the vortex ring’s recirculating zone. These shock waves are connected to the embedded
shock wave and perform as incident shock waves, causing shock-vortex interactions. Within the
primary vortex, weak shock–vortex interactions coexist with strong ones, and they will even-
tually becoming strong interactions [41]. The shock waves created will deteriorate the shear
layer’s stability, resulting in smaller vortices surrounding the vortex centre [73, 74]. The vortex
ring will interact with the trailing jet as it propagates, including the shock–shear layer–vortex
interaction and the shear layer–vortex interaction. It is pointed out that a key Reynolds number
determines the creation of the shock–shear layer–vortex interaction. The noise produced by the
shock–shear layer–vortex interaction has a sound pressure level equivalent to that of a continu-
ous jet [8]. In the condition of the existence of the co-flow around the vortex ring, the circulation
of the primary vortex ring and the strength of the embedded shock and vortex-induced shock
wave decreases with the increase in the speed of the co-flow [75].

In incompressible vortex theory, a vortex is quantified by the circulation, hydrodynamic impulse,
angular impulse, kinetic energy, and helicity [39,74]. Shivamoggi [76] extended the equation of
the hydrodynamic impulse, denoted as I, and the kinetic energy, denoted as E, to compressible
vortices, and they are expressed as

I =
1
2

∫
V

r⃗× (∇×ρ v⃗) d⃗r (2.2)

and
E =

1
2

∫
V

ρ v⃗2d⃗r. (2.3)

The expression for the incompressible thin-cored vortex ring (RV Rc
/

RV R ≪ 1) [73] propagation
speed, which is expressed as

U =
Γ

4πRvr

[
log

8Rvr

Rv f c
− 1

4

]
, (2.4)

is theoretically extended to the compressible case by Moore [77], resulting in

U =
Γ

4πRvr

[
log

8Rvr

Rv f c
− 1

4
− 5

12
Ma2

vr +O(Mavr)

]
, (2.5)

where Mavr is a Mach number that expressed as Γ
/

2πRv f ca∞, Rvr is the vortex ring radius, and
Rv f c is the radius of vortex filament core. Mariani and Kontis [78] observed that a converging
nozzle accelerates vortex ring propagation while a diverging nozzle decelerates it, and that the
vortex ring propagation speed distribution is proportional to the cross-sectional area and pressure
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in the driving section.

It is identified that the vortex rings are sensitive to the nozzle geometry. Qin et al. [79] studied the
effect of straight, diverging, and converging nozzles on the vortex ring evolution using schlieren.
The vortex ring dimension from the diverging nozzle is larger than that from a converging nozzle,
but the propagation speed of the vortex ring from the converging nozzle is greatest among the
three types of nozzles [79]. When the shape of a tube or nozzle exit is non-circular, vortex rings
become vortex loops. Non-circular jets have been identified as an effective passive flow control
technology, and they have been utilised to improve the performance of material mixing, combus-
tion, noise suppression, heat transfer, and thrust vector control [80]. The vortex loop evolution,
including formation, stable laminar phase, unstable phase, and turbulent phase, is very sensitive
to the exit cross-section [36]. The common shapes of non-circular exit cross-sections are tri-
angular, square, and elliptical [74]. Zare-Behtash et al. [69] used schlieren, shadowgraph, and
particle image velocimetry to explore the propagation of vortex loops expelled from various exit
geometries and found that non-circular vortex loops are extremely three-dimensional. Square
vortex loops have much more vorticity in the shear layer and are more prone to stretching. The
introduction of corners at the tube or nozzle exit would accelerate the pace of vortex loop prop-
agation. Entrainment in noncircular jets is intensified by a self-induced Biot-Savart deformation
and the interaction of azimuthal and streamwise vorticity. The Biot-Savart self-induction causes
the vortex part with a small radius of curvature to travel faster and the vortex loop to deform,
leading to the axis-switching phenomenon of supersonic square vortex loop [81]. This defor-
mation gets more complicated during vortex loop convection and redistributes the energy of
azimuthal and streamwise vortices [80]. Through large eddy simulations by Zhang et al. [82],
comparisons have been made between circular and square vortex loops. Strong stretches of
square vortex loops were also observed, and these stretches, in combination with the outward-
wash effect, caused the lateral axis switching phenomenon in the propagation of square vortex
loops, demonstrating that a square vortex loop generated a more effective mixing and entrain-
ment phenomenon. The highly three-dimensional square vortex loop and accompanying shock
waves were discovered in their subsequent study [81]. The shock wave surfaces would suppress
the flow boundary at the corner in the diagonal direction while speeding up the flow boundary
in the symmetry direction, and an ascent in the pressure ratio would enhance the growth of the
boundary in the symmetry direction [81].

Vortex rings become more interesting when they interact with surfaces [84]. A schematic of a
compressible vortex ring impingement on a wall is shown in Figure 2.3. The surface distance
influences the vortex ring development during impingement. When the surface is near to the
shock tube exit, the vortex ring is underdeveloped and when the distance is large, the vortex
ring is completely formed. The following shock and vortex interaction in the impingement
process will also be influenced by the vortex ring at different stages [83]. Kontis et al. [63]
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investigated the interactions of compressible vortex rings with a solid wall experimentally. In all
of their tests, they demonstrated that the state of vortex rings changed from laminar to turbulent
during propagation due to Kelvin-Helmholtz instability. When the primary shock wave hit the
wall and reflected, the reflected wave interacted with the vortex loop, causing the generation of
acoustic waves. The vortex ring then impinged on the wall and spread radially, creating sound
waves that were amplified by the shock Mach number. As the vortex ring gets closer to the
wall, the boundary layer produced on the wall separates, resulting in the formation of a wall
vortex. During the vortex ring-plane wall interactions, the radial dimension of the vortex ring
is positively correlated with the pressure in the driver section and the interactions between the
reflected shock wave and the vortex ring strengthen the noise level [63]. A shocklet is formed
between the primary and wall vortices at the same moment [85]. Some bodies, such as a circular
cone, a sphere, and a cube, interacted with vortex rings, and the vortex rings grew radially as a
result of the interaction.

Some other research groups focused on the vortex ring acoustic characteristics [86, 87]. The
noise of vortex ring evolution has been found to be dominant in the range of 25◦ to 50◦ from
the nozzle axis, and the noise generated from the interactions between shear-layer vortices and
the trailing jet is noticeable [87]. The sound generated during the formation and propagation
of a counter-rotating vortex ring is larger than that of the primary vortex ring [86]. The three
main sources of the far-field noise from the normal impingement of a compressible vortex ring
on a flat plate include the formation and evolution of the vortex ring; the interaction between

Figure 2.3: A schematic of compressible vortex ring impingement on a surface perpendic-
ular to the nozzle axis [83].



CHAPTER 2. SUPERSONIC STARTING JET FROM AN OPEN-ENDED SHOCK TUBE IN
LOW-PRESSURE ENVIRONMENTS 17

the vortex ring and the reflected shock wave; and the vortex ring impingement. The noise of the
vortex ring-wall interaction dominates in the range of 10◦ to 40◦ from the nozzle axis [88].

The preceding studies are restricted to the continuum regime, in which the Knudsen number
0 < Kn < 0.001, where the Reynolds number is high, and the flow is idealized as inviscid.
The effect of the low-pressure and rarefied conditions on the shock wave diffraction and the
subsequent vortex loop formation and propagation remains unknown. Questions such as how
the internal structures (e.g. embedded shocks, CRVR and shock intrusions) change and whether
a vortex ring can be formed in low-pressure and rarefied conditions still require to be answered.

2.1.4 Summary

Supersonic starting jets have been studied intensively for decades, both experimentally and nu-
merically, in the continuum flow regime, but no previous study has investigated vortex ring
formation and transport in low-pressure environments (i.e. the environmental pressure is lower
than 1 atm) or even rarefied conditions (i.e. Kn > 0.001). In addition, no experimental evidence
of compressible vortex loops or vortex rings in low-pressure or rarefied conditions is available
in the literature. Hence, a conventional shock tube is designed to work with a vacuum chamber
for the first time so that the formation and internal flow structures of supersonic starting jets can
be studied in low-pressure environments.

2.2 Experimental apparatus and method

2.2.1 Shock tube

A shock tube is a fundamental instrument to generate various straight blast waves and moving
shock waves. It is often used to investigate compressible gas phenomena, such as shock waves,
vortex loops, high temperature combustion reactions, and hypersonic gas flow [38]. A shock
tube, as shown in Figure 2.4, mainly consists of a driver section which contains high pressure
gas, p4, and a driven section with lower pressure gas, p1. The part separating both sections
is called a diaphragm. When the diaphragm is ruptured, a moving shock wave is generated
due to the sudden discontinuity that is introduced and immediately spreads downstream. In the
opposite direction, a series of expansion waves will be generated at the diaphragm position and
propagate into the driver section. p2 and p3 are the pressures after the initial shock wave and the
expansion wave inside the shock tube, respectively. If the shock tube is open-ended, the shock
wave diffracts at the exit.

In the continuum flow regime, the ratio of the macroscopic properties on both sides of the shock
wave, considering an ideal gas where the vibrational and electronic modes are not excited, is
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Figure 2.4: A schematic of an open-ended shock tube and the x-t waves diagram.

derived according to the continuity, momentum, and energy equations [38]:
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The pressure ratio p2/p1 is considered as the shock strength. Based on the isentropic flow
relation and the Riemann invariants [38], the pressure ratio of the driver and driven section is
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. (2.9)

Equation (2.9) is applicable when different types of ideal gases are used in the driver and driven
sections and it implies that a higher shock Mach number can be achieved through increasing the
gas temperature or using a lighter gas in the driver section [47].

Many attempts have been made to allow design novel shock tubes with lower costs and easier
operation for the purposes of studying shock and blast wave phenomena. The diaphragm has
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been found to be avoidable using a fast acting valve [89–91]. In order to avoid filling gas into
the driver section to generate high pressure, detonations [92] and lasers [93] have also been used
to create the initial pressure discontinuity.

However, there has been less previous literature related to shock tubes with the driven side at-
tached to a vacuum chamber [35] to study transient high-speed flow physics in low pressure
environments. A conventional and simple shock tube connected to a vacuum chamber is de-
signed in this research to study shock wave diffraction and vortex ring formation in low pressure
environments.

Design of the shock tube

Figure 2.5: Overview of the shock tube.

Figure 2.5 shows an open-ended shock tube connected to a vacuum chamber. The small flanges
sealed with aluminium clamps between the tubes are KF40 type vacuum flanges. The outer
diameter of the tube is 25 mm and the inner diameter, denoted D, is 20 mm. The connector,
which is machined from an ISO200 blank flange, is used to connect the shock tube to the vac-
uum chamber whose diameter is around 2.5 m. The red sections are the driver section, while
the blue sections are the driven portion, whose environmental pressure decreases as the vacuum
chamber is evacuated. The lengths of the driver and driven sections are 742 mm and 1405.7 mm,
corresponding to 37D and 70D, respectively. The length of the driven section is substantially
longer than the recommended minimum length (i.e. 8D–10D) [94], allowing for shock wave
formation. The lengths of the driver and driven sections can be adjusted by adding or removing
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tubes. As a diaphragm, 20 micron thick aluminium foil is installed at the flange connection
between the vacuum flange and driver part C. Before any additional improvements are consid-
ered, the feasibility of the shock tube must be proven, hence no diaphragm-breaking system is
included in the current work. The pressure difference between the driver and driven sections
spontaneously breaks the diaphragm. The details of the dimensions of the individual shock tube
parts are available in Appendix D.

2.2.2 Schlieren and experimental setup

Thanks to Robert Hooke, schlieren was developed according to the refractive index difference in
non-uniform medium in the 17th century [95] and it has become a standard optical tool to visu-
alise various flows with density gradients caused by temperature or velocity changes. The basic
difference between the schlieren and shadowgraph photography is that the schlieren technique
uses a knife to intercept some of the deflected light in front of the camera and the shadowgraph
photography does not require the knife edge.

Lens

NI DAQ

vacuum 
chamber

shock tube

Kulite
pressure 
transducer

Xenon lamp

gas cylinder

diaphragm

observation window

PC

Specialized PC

Shimadzu high
speed camera

TTL trigger signal
Signal conditioner

flat plate

Figure 2.6: Overview of the experimental layout.

The experimental layout is presented in Figure 2.6. The red line is the cross-section of the
vacuum chamber, with an outer diameter of 2.52 m and a height of 3.02 m. The shock tube is
connected at a flange opposite the access door to the chamber.

A typical Z-type schlieren system is used outside the vacuum chamber. The system includes a
450–1000 W continuous light source with a Xenon arc lamp (Newport, model: 66921), a pair
of 203.3 mm diameter parabolic mirrors with a focal length of 1829 mm, a knife edge to block



CHAPTER 2. SUPERSONIC STARTING JET FROM AN OPEN-ENDED SHOCK TUBE IN
LOW-PRESSURE ENVIRONMENTS 21

part of the light, and a Shimadzu HPV-1 high-speed camera. The sudden pressure rise signal
induced by the primary shock wave is used as a trigger to the camera. To trigger the camera
shutter and the data acquisition system, a signal conditioner is required to adjust the output
voltage from the transistor-transistor logic trigger signal. The threshold output voltage is related
to the over pressure signal changing with the pressure value inside the vacuum chamber and
must be adjusted before any images are recorded.

Pressure signals were received using Kulite XTE-190M pressure transducers installed in the
driver and driven parts to calculate the pressure ratio. The pressure signal was collected with
an NI-9223 module (National Instruments Corp., 1 MS/s, 16 bit, 4 channels) and an NI-9178
compact data acquisition (DAQ) system controlled by LabVIEW, resulting in a resolution ap-
proximately 700 Pa. To obtain high-frequency data, a sampling rate of 100 kHz was chosen.

The whole optical system, however, is less sensitive than that used to visualise loud sounds and
weak shock waves [96], so it becomes difficult to capture any images when the pressure in the
driver section decreases below a threshold value. To gather information below that low pressure
level, a flat plate with a pressure transducer in the centre is placed in front of the shock tube,
normal to the shock tube exit, as illustrated in Figure 2.6. The distance between the exit of the
shock tube and the flat plate is 55 mm.

2.2.3 Image processing

In comparison with the image background, shock waves usually appear in the form of darker
or lighter lines or parts in schlieren images and it is a common method to distinguish flow
features through brightness intensity extracted from schlieren images. However, a contaminated
background will severely disturb the estimation of the flow features [97]. Typical contamination
of the schlieren image background is caused by some mild scratches and dust attached on the
lens or mirrors or issues with camera senors, such as overheating. Reportedly, the background
noise can be partially removed by cleaning the lens and mirrors, but image processing algorithms
are necessary and effective to provide clean and clear schlieren images. Typical approaches
to remove the background noise consist of background subtraction, image thresholding, image
filters (including convolution, mean filter, Gaussian filter, median filter, bilateral filter [98], Sobel
filter [99], etc.) and image resampling [47].

It is pointed out that background image subtraction in the frequency domain is effective in elimi-
nating noise [47]. Li [47] has detailed the image processing method and the corresponding code
based on Matlab and an image processing toolbox, so the image processing theory, validation,
and the code will not be repeated here. All the schlieren images in this chapter are processed
using the background image subtraction in the frequency domain.
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Figure 2.7: Pressure distributions of shock tube repeatability tests.

2.3 Shock tube repeatability validation

The shock tube repeatability is validated by repeating the pressure measurements 6 times with
the same lengths of the driver and driven sections. For the reason that no diaphragm-breaking
mechanism is installed; the 20 µm aluminium foil being used as the diaphragm will be sponta-
neously ruptured by the pressure difference between the driver and driven sections. Hence, the
time when the diaphragm is broken is related to the pressurisation speed in the driver section, but
the pressure signal distribution should be identical. The time at which the pressure starts to surge
to the peak is considered as the reference time, denoted as tc. Figure 2.7 presents the pressure
distributions due to the passing of the shock wave inside the shock tube through the pressure
transducer. The results show good agreement and the measured overpressure is 1.7735 bar with
±2.5% discrepancies (corresponding to a shock wave of approximately Mach 1.3), proving that
the combination of the shock tube and the aluminium foil is able to produce repeatable shock
waves.

2.4 Results and discussions

The experimental matrix is presented in Table 2.1. The schlieren images of typical starting jets
with background pressures p1 of to 1 bar, 0.36 bar, and 0.2 bar are shown in Figures 2.8, 2.9,
and 2.10. The pressure ratios, p4/p1, of these three cases are 4.2, 8.8 and 15.8, respectively,
corresponding to shock Mach numbers of 1.37, 1.57 and 1.75.

The primary shock waves in all cases diffract at the shock tube exit, followed by the formation
of the shear layer and the subsequent flow separation and rolling up. Finally a vortex ring is
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Table 2.1: Experimental matrix.
Back pressure p1 Free-expansion Flow impingement

1 bar ✓ ✓
0.556 bar ✓
0.487 bar ✓
0.36 bar ✓
0.2 bar ✓ ✓

0.184 bar ✓
0.01 bar ✓

Figure 2.8: Schlieren with p1 = atmosphere. p4/p1 = 4.2, corresponding to a shock Mach
number of 1.37.
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Figure 2.9: Schlieren with p1 = 0.36 bar. p4/p1 = 8.8, corresponding to a shock Mach
number of 1.57.

Figure 2.10: Schlieren with p1 =0.2 bar. p4/p1 = 15.8, corresponding to a shock Mach
number of 1.75.
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generated, as shown in Figures 2.8 (0.366 ms), 2.9 (0.342 ms), and 2.10 (0.104 ms). After the
diffraction, the primary shock wave turns into a spherical shock wave. At the same time, the
vortex ring gradually grows at the nozzle exit and begins to propagate forwards: Figures 2.8
(0.414 ms), 2.9 (0.390 ms), and 2.10 (0.148 ms). In Figures 2.8 (0.470 ms), 2.9 (0.486 ms),
and 2.10 (0.240 ms), relatively small vortices are generated within the shear layer and the lam-
inar structures inside the vortex rings become turbulent due to the instability waves around the
circumference of the vortex ring. The small vortices in the shear layer are important for the
development of the vortex ring because they continuously feed vorticity into the primary vortex
ring, helping the vortex ring growing in size with time.

It is already known from Ref. [65] that the vortex ring is shock-free when the shock Mach
number is lower than 1.4, as shown in Figure 2.8. The shock structures, including the embedded
shock wave and the x-shape oblique shock waves in Figure 2.9 are consistent with those in Figure
5 of Ref. [63]. The embedded shock wave appears inside the vortex ring (0.39 ms in Figure 2.9
and 0.2 ms in Figure 2.10) and the joint of the x-shape oblique shock waves at 0.486 ms in
Figure 2.9 becomes a small Mach disc in Figure 2.10 at 0.2 ms because of the increase in the
pressure ratio. The existence of the counter-rotating vortex ring (CRVR) has been highlighted
in Refs. [63] and [72]. Vortex induced shock waves are visible in Figures 2.9 (0.438 ms and
0.486 ms) and 2.10 (0.240 - 0.28 ms). The length of the vortex induced shock is approximately
tripled at 0.582 ms compared with that at 0.486 ms when p1 = 0.36 ms and a similar growth can
also be observed in Figure 2.10. It is interesting that CRVRs appear when the environmental
pressure is 0.36 bar and 0.2 bar in Figures 2.9 and 2.10. The formation of these representative
structures in a low-pressure environment proves that as long as the pressure ratio, p4/p1, reaches
the threshold values and the gas conditions are in the continuum flow regime, these structures
can be produced by decreasing the environmental pressure.

Flow structures in Figures 2.9 and 2.10 gradually become hard to recognise as the vortex ring
propagates forward. First, the CRVRs are less apparent compared with those observed in at-
mosphere, such as the Figure 5 in Ref. [63] and numerical results in Ref. [72]. Secondly, the
vortex-induced shock is weakened and becomes difficult to distinguish at 0.582 ms in Figure 2.9
and 0.36 ms in Figure 2.10. Third, the vortex ring has a clear boundary during its propaga-
tion in Figure 2.8, while this boundary becomes more diffuse and unrecognisable in Figures 2.9
and 2.10. The primary shock wave significantly thickens from 0.39 ms to 0.438 ms in Figure 2.9
and from 0.148 ms to 0.2 ms in Figure 2.10, respectively. Figure 2.11 shows the trends in the
thickness of the primary and embedded shock waves in different conditions. The thicknesses
of all the shock waves increase during the propagation of the vortex ring, and especially the
primary shock wave with p1 = 0.2 bar is thickened rapidly within 0.1 ms, compared with the
other two cases. The thickness of the primary shock wave is greater than that of the embedded
shock wave because the primary shock wave is the leading structure of the whole supersonic jet.
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Figure 2.11: Thickness of shock waves in different environmental pressures ((a) primary
shock wave, (b) embedded shock wave). The thickness is calculated using the brightness
intensity profile extracted from schlieren images in Matlab.

The increase in the thickness of all the shock waves in the supersonic starting jets due to the
decrease in environmental pressure indicates a decrease in the strength of the shock wave. The
rapid expansion of the vortex ring under low-pressure conditions drags and forces the internal
flow features to grow. The growth in dimension of these flow features reduces the local pres-
sure and pressure gradient, making it difficult to distinguish them in schlieren images. These
phenomena imply that in rarefied conditions, if the environmental pressure, p1, is continuously
reduced, flow features such as shock waves and CRVRs degenerate and eventually disappear.

Through our tests, it is found that it was not possible to capture any visible structures when
the background pressure is lower than approximately 0.15 bar using the experimental apparatus
described in Section 2.2.2, due to insufficient sensitivity of the mirrors and the frame rate of the
camera in the schlieren imaging system. Therefore, a flat plate with a pressure transducer at
its centre is placed in front of the shock tube exit to record the pressure signal and identify the
possible footprints of vortex rings when p1 < 0.1 bar.

Figure 2.12 shows the flow evolution in 1 atm, which is similar to that of Figure 2 in Ref. [83].
The incident shock wave impinges on the flat plate, followed by its reflection. The reflected
shock wave is then diffracted by the vortex core during the interaction with the oncoming vortex
ring. Due to the rotation inside the vortex core, a toroidal shock wave forms [83] at 0.594 ms
and focuses at the centre at 0.618 ms. In Figure 2.13, the reflected shock wave becomes the
shape of the embedded shock wave after the interaction with the primary vortex ring at 0.308
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Figure 2.12: Schlieren with p1 = 0.928 bar.

ms, and the formed CRVR in front of the primary vortex ring becomes the first vortex ring to
hit the surface (0.444 ms), which is identical to the description in Ref. [100]. The impingement
of the starting jet forms a boundary layer on the flat plate and this boundary layer extends in the
radial direction. Subsequently, the embedded shock wave inside the main vortex ring hits the
surface and is reflected towards the shock tube exit, as shown in Figure 2.13 at 0.524 ms.

In Figure 2.14(a), the normalised pressure distribution at the centre of the flat plate in the differ-
ent background pressures is presented and the increase in the slope of the primary shock wave
indicates the growth in the strength of the shock wave due to the changes of the pressure ratio.
Compared with the result in atmosphere (0.928 bar), the signal distributions of the other three
cases (0.556 bar, 0.487 bar and 0.184 bar) are significantly different, but the primary shock wave
and the main vortex ring are still recognisable. This should be attributed to the flow structure
changes, such as the formation of the CRVRs and the embedded shock waves. However, the
pressure signal is too noisy to recognise any flow structure of the supersonic starting jet because
of the limited resolution of the DAQ system, shown in Figure 2.14(b). The resolution is limited
to around 700 Pa using the combination of the 16-bit NI-9223 module and the full scale output
of the Kulite XTE-190M pressure transducers. The t−ti time is limited to 4 ms in Figure 2.14(b)
due to an unnatural pressure surge and fluctuation caused by the impingement of diaphragm de-
bris. Since the flow features at p1 =1.0 kPa cannot be resolved through Figure 2.14(b), the fast
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Figure 2.13: Schlieren with p1 = 0.228 bar. p4/p1 = 13.4.
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Figure 2.14: (a), (b): Normalized pressure distribution with time at the center of the flat
plate. ti is the time that the pressure start to increase due to the shock wave. (c) Frequency
distribution of the pressure signal using Fast Fourier transform.
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Fourier transform is used to turn the pressure signal from the time domain into the frequency
domain. The frequency profiles of p1 =0.556 bar and p1 =0.487 bar are in excellent agreement,
indicating the consistency of the basic flow structures during impingement. The profile differ-
ence between the case of p1 =0.928 bar and that of p1 =0.556 bar is caused by the different
internal structures of the vortex ring due to the increase in the shock Mach number. The three
cases prove that similar flow features will give a similar frequency distribution in the frequency
domain. It is confirmed that the vortex ring is generated when the environmental pressure is in
the vicinity of 0.2 bar and the frequency distribution with p1 =0.01 bar is highly similar to that
with p1 =0.184 bar, implying the existence of the vortex ring impingement when p1 = 1.0 kPa.

2.5 Summary

An experimental study of supersonic starting jets from an open-ended shock tube under low-
pressure conditions has been conducted. It has been experimentally confirmed that the decrease
of the background pressure will increase the thickness of the primary and embedded shock
wave of vortex rings. The trend of the flow structure degeneration as the environmental pressure
decreases is described. The CRVR sill can be found in reduced pressure environments as long as
the pressure ratio reaches the threshold values, but its strength decreases during its propagation
because of the reduction of the background pressure. The existence of a vortex ring is confirmed
when the environmental pressure is approximately 1.0 kPa. However, the flow regime is still in
the continuum flow regime when the back pressure is around 1.0 kPa using the spectral analysis.
To investigate the rarefaction effect on the vortex loop formation and evolution, numerical tools
will be used in the next chapter.



Chapter 3

Numerical simulations of vortex loop
formation due to shock diffraction in
rarefied conditions

An overview of schlieren imaging and pressure measurement of vortex rings in low-pressure
environments is discussed in Chapter 2. However, due to insufficient DAQ resolution and the
sensitivity of the mirrors of the schlieren imaging system, no flow structures are recognizable
when the environmental pressure is lower than 1000 Pa. The supersonic starting jet in the near
continuum flow regime or rarefied conditions has never been studied in any depth. The effect
of the rarefaction level on the shock wave diffraction and vortex loop formation is not fully
understood. This chapter provides numerical simulation results of 2D vortex loop formation due
to shock wave diffraction in rarefied conditions (Kn > 0.001) after a series of validation tests.
The influence of the shock Mach number and the rarefaction level on the vortex loop formation
will be discussed. The interior structures and development of vortex loops will be identified
using the concept called “rorticity”.

To begin with, the numerical methods used in this thesis will be introduced, including the CFD
solver and the DSMC solver, both of which are implemented in OpenFOAM, followed by a
description of the method for rorticity calculation.

3.1 Numerical method I: Near continuum regime

As the gas MFP increases, the gas atoms/molecules collide less frequently with surfaces, leading
to non-equilibrium regions close the surface and failure of the no-slip boundary condition where
the gas velocity and temperature at the surface is not equivalent to the surface values. This
boundary condition failure is known as velocity slip and temperature jump [6]. The validity of

31
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the NSF equations has been extended to the near continuum flow regime through the addition
of Maxwell’s velocity slip [101] and Von Smoluchowski’s temperature jump [102] boundary
conditions. In addition, it is computationally expensive to use the DSMC method to simulate gas
flows in the near continuum regime because of the large number of cells demanded by the small
gas MFP and the large number of gas simulators. To increase efficiency, the hy2Foam [103]
solver in Open Field Operation and Manipulation (OpenFOAM) is used to perform the numerical
simulations in the near continuum flow regime.

The hy2Foam solver is a density-based Navier-Stokes-Fourier code for solving hypersonic flow
problems, including the effects of chemical reactions. The translational and rotational tempera-
tures are assumed to be always remain equal in a trans-rotational mode, while the electron, elec-
tronic, and vibrational temperatures are assumed to be equal in a vibrational-electron-electronic
temperature. It was specifically built for simulating high-speed flow in the near continuum re-
gion, which is computationally costly when using a DSMC solver. It has been validated under
hypersonic flow conditions with and without chemical reactions [103]. This solver is developed
from the rhoCentralFoam solver and is hence based on the Kurganov-Tadmor central-upwind
differencing schemes. A more detailed introduction to the hy2Foam solver can be found in
Ref. [103].

Polyatomic gas molecules may have enough energy behind a shock wave with high Mach num-
ber for the vibrational mode to become excited and for chemical reactions, such as dissoci-
ation, to occur. However, as the Mach numbers in the current study are relatively low, the
two-temperature model will be reduced to a single temperature model. The temperature behind
the shock wave will be insufficient to excite the vibrational and electronic modes and chemical
reactions are not likely to be induced. The no-slip boundary condition is unacceptable due to
the Knudsen numbers studied, hence Maxwell’s velocity slip [101] and Von Smoluchowski’s
temperature jump boundary [102] conditions are applied to simulate the velocity slip and tem-
perature jump phenomena in the vicinity of solid wall boundaries. The Reynolds number is low
due to the small length scales and low density, hence the flow can be assumed to be laminar.

3.2 Numerical method II: Rarefied gas flows

The importance of the gas non-equilibrium effects continuously increases as the Knudsen num-
ber increases. The assumptions of molecular chaos and binary inter-molecular collisions are the
prerequisite for the validity of the Boltzmann equation controlling the gas in rarefied conditions
from moderate to high Knudsen numbers. For a single species monatomic gas, the Boltzmann
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equation is expressed as:

∂ng f
∂ t

+
⇀v

∂ng f
∂

⇀r
+

⇀

F
∂ng f
∂

⇀v
=

∞∫
−∞

4π∫
0

n2
g ( f ∗ f ∗1 − f f1) |⃗vr|σdΩd⃗v1, (3.1)

where ng is the local gas number density, v⃗ is the velocity, r⃗ is the position in physical space,
F⃗ is the external force per unit mass here, f is the velocity distribution function and f ∗ is the
post-collision particle velocity distribution. The on-linear integral term on the right hand side
is the collision term. f1 and f1

∗ are the pre- and post-collision particle distribution function at
class v⃗1, respectively. σ is the particle collision cross-section and Ω is the solid angle [104]. The
non-linearity of the collision term, and the integro-differential nature of the equation as a whole,
are the main obstructions in acquiring solutions to the Boltzmann equation [104]. Neglecting the
collision term in the free-molecular flow regime brings convenience in solving the Boltzmann
equation. However, the consideration of the collision term in the slip and the transition flow
regime still brings difficulty to find solutions. The existing methods of solving the Boltzmann
equation analytically depend on making assumptions about the forms of the velocity distribution
function, known as the Moment methods [104, 105] including the regularised 13 moment [106]
and 26 moment equations [107], or on simplification of the collision term, such as the Bhatnagar,
Gross, and Krook (BGK) method [108]. Unfortunately, the Moment methods mentioned are
unable to solve problems with complex three-dimensional geometries and the BGK method is
only suitable for small perturbations from equilibrium.

Other numerical methods have also seen significant progress in finding solutions of the Boltz-
mann equation. As a standard, and the most successful tool for studying rarefied gas flows, the
DSMC method [104] has been used to simulate a wide range of problems in dilute gas flows,
such as multiphase plumes [27], hypersonic vehicles [109], rarefied jets [110], and even astro-
physical flows [111]. The DSMC method is a particle-based stochastic approach that can pro-
vide numerical solutions of the Boltzmann equation that governs the behaviour of dilute gases
by simulating the physics of real inter-particle processes.

A large number of real atoms or molecules are represented by each statistically representative
simulator particle, which reduces the computational cost of a simulation in the DSMC method.
Additionally, the movements and collisions between representative particles are decoupled over
a small time step, which is a valid assumption so long as the time-step remains much smaller
than the local mean collision time of the gas. Gas-surface interactions, e.g. a diffuse reflection,
are handled during this movement phase.

A stochastic collision process occurs after all of the particles have been moved. To achieve a
realistic transfer of mass, momentum, and energy, collisions must happen between particles that
are near neighbours and within distances that are smaller than the local gas mean free path. A
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computational mesh is implemented to enforce this, using cells that should be smaller than the
local gas mean free path. The computational cells are also used to obtain volumes for reporting
on macroscopic flow parameters, such as density and temperature. All DSMC solvers obey the
basic algorithm shown in Figure 3.1.

The dsmcFoamPlus solver in OpenFOAM, developed by White et al. [112], is used for all the
DSMC simulations in this thesis. In dsmcFoamPlus, the numerical cells are separated into
8 individual collision cells using a virtual sub-cell method. When using the NTC method to
determine the number of probable collision pairs, the number of particles in each cell must
be adequate to minimise statistical error in the estimated collision rates; commonly, at least
20 DSMC particles per cell are required [113]. Due to changes in local number density and
cell size throughout the domain, the number of DSMC particles per cell may vary. This study
does not focus on the impact of collision schemes on flow fields, and only the NTC approach
is considered, but alternative collision schemes, including simplified and generalised Bernoulli
trial collision schemes [114, 115] are available in the literature.

Several modifications, described in Appendix A, to the dsmcFoamPlus solver have been made to
allow numerous ensembles of the same transient simulation to be run. The number of ensembles,
noted as M, is related to the fractional error of the volume-averaged quantities of interest, such
as velocity Eu, density Eρ , temperature ET , and pressure Ep, which can be expressed as

Eu =
1√

γAc2MNppcMa2
, (3.2)

Eρ =
1√

MNppc

1
Ac

, (3.3)

ET =
1√

MNppc

√
kB

cv/NA
, (3.4)

and
Ep =

Ac
√

γ√
MNppc

, (3.5)

respectively, where γ is the ratio of specific heats, Ac is the acoustic number, and Nppc is the
average number of DSMC particles in the cell. In the current work, Ac can be approximated
to 1 [116]. According to the desired fractional error of the local velocity Eu and the local flow
Mach number Ma for each transient case in the DSMC method, the number of ensembles M is
determined through

M =
1

γAc2NppcMa2E2
u
. (3.6)

For example, at a Mach number of 0.1, 286 ensembles with 25 particles in each cell are required
to get a 10% error in the velocity of nitrogen gas. The fractional error is decreased to 3.33%
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when the local Mach number is increased to 0.3.

Update the position of all
particles in the

computational domain

Update list of particles in each
cell for the preparation of

collision routine

Perform the collisions according
to the collision partner selection

and binary collision models

sample particle
properties

calculate macroscopic
properties

End simulation?

Yes

No

Begin

End

Figure 3.1: Basic algorithm of DSMC method.

Transient DSMC simulations are run, with the procedure outlined in Figure 3.1 applied to each
case in the ensemble, after the determination of the number of ensembles, M. The procedure for
acquiring ensemble averaged DSMC results through a Python script is outlined below:

Step 1. Start the first DSMC simulation according to the flow chart in Figure 3.1.

Step 2. Copy the macroscopic properties of interest and save them in a new directory called First-

Calculation.

Step 3. Conduct the DSMC simulation again from the beginning according to the flow chart in
Figure 3.1 - ensuring that a different random seed is used for each ensemble so that differ-
ent results are obtained.

Step 4. Append the latest results with to those stored in FirstCalculation.

Step 5. Check if the number of ensemble, M, is met. If yes, go to Step 6; if no, go back to Step 3.

Step 6. Average the macroscopic properties in FirstCalculation and end the simulation.
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Figure 3.2: Deformation of a 2D fluid element.

3.3 Post-processing method: Introduction of rorticity

A vortex is traditionally defined as a connected area of relatively high vorticity that is charac-
terised by vortex lines or tubes. Conventionally, whether vorticity is zero determines if the flow
is irrotational or rotational (i.e. the angular velocity of the fluid elements is non-zero.). The
strength of a vortex is quantified by the circulation, Γ [117], which is the sum of the vorticity
within a closed loop in the domain. Unfortunately, this definition is imprecise, and in some
cases, the presence of a vortex cannot explain the vorticity concentration. For instance, in the
boundary layer of laminar flow, there is a velocity gradient along the wall’s perpendicular direc-
tion so that the vorticity in this area is non-zero, but no rotational movements can be found and
hence no vortex exists. Examples can also be found in the inconsistency between the vortex axis
direction and the direction of vortex tubes in turbulent flow. It is unable to distinguish rotational
vortical structures from a shear layer [117], because both rotation and local shear movements
can create vorticity. An example is shown in Figure 3.2. The vorticity of the x[r]y[r] plane is
∂v[r]

∂x[r]
− ∂u[r]

∂y[r]
and the deformations in Figure 3.2(b)-(d) can easily create a non-zero vorticity, but

not all non-zero vorticity means the fluid element is rotating. Therefore, it can be concluded
that the vorticity is unable to reveal all vortical structures effectively and Liu et al. [118] has
pointed out that vorticity should be decomposed into a rotational part and a shear part, but they
did not provide any expression of this decomposition. Attempts have been made to build vortex
identification criteria, such as the Q-criterion and λci-criterion [119], but these eigenvalue-based
criteria are scalars which cannot show the rotation axis and direction and they can be contami-
nated by shear motions. Vortex identification, such as the average co-rotation [120], is a vector,
but it suffers from calculation difficulties when investigating transport properties in vortices of
turbulent flows.
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The theoretical work of the vorticity decomposition was performed by Tian et.al [117] and the
new vector vortex identification is called rorticity in this work. The introduction of the rorticity
can effectively separate the vorticity, ω⃗ , into a rotational part, rorticity, R⃗, and an irrotational
part, the shear vector, S⃗, such that

∇× v⃗ = ω⃗ = R⃗+ S⃗, (3.7)

The rorticity is defined as “a vector quantity which represents the local fluid rotation" and its
magnitude is equal to twice the fluid-rotational angular velocity (i.e. β [r]±α [r]) [117], which is
also named as vortex vector [117] or rortex [121], such that

R⃗ =


2× (β [r]−α [r])× r⃗[r], if β [r]2 −α [r]2 > 0, β [r] > 0

2× (β [r]+α [r])× r⃗[r], if β [r]2 −α [r]2 > 0, β [r] < 0

0, if β [r]2 −α [r]2 ≤ 0

(3.8)

where r⃗[r] is a unique unit vector representing the vortex local rotation axis, and

β
[r] =

1
2

(
∂v[r]

∂x[r]
− ∂u[r]

∂y[r]

)
(3.9)

α
[r] =

1
2

√(
∂u[r]

∂x[r]
− ∂v[r]

∂y[r]

)
+

(
∂v[r]

∂x[r]
+

∂u[r]

∂y[r]

)
(3.10)

x[r], y[r], u[r], and v[r] are the x, y coordinate components and velocity components in x and y
direction in a coordinate system that is perpendicular to the vortex rotation axis direction r⃗[r].
Then, the shear vector is defined as

S⃗ = ω⃗ − R⃗, (3.11)

where
|⃗S|= 2α

[r] (3.12)

according to Ref. [121]. In their work [117], a vortex is re-defined as a connected region with
non-zero rorticity.

It’s worth noting that fluid rotation differs from rigid body rotation. Within the same vortex,
fluid rotations allow for different rotational directions and intensities at different points [117].
Rorticity is a vector separated from the vorticity so that flow visualisation benefits from the
rorticity field and rorticity lines. With the help of rorticity, a vortex can be displayed through
calculating the rorticity vector field, rorticity lines, rorticity tubes, and rorticity surfaces [121].

As the derivation of the roticity is independent of the continuum assumption or the Navier-Stokes
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equations and the rorticity is calculated using the gradient of the velocity field of a domain and
the procedures of calculations are purely mathematical [117, 121], the roticity is applicable to
any flow condition and may be considered as a component of vorticity. A Python script for
calculating the rorticity and the shear vector from simulation results from OpenFOAM has been
developed and more details can be found in Appendix B.

3.4 Validation

3.4.1 Rorticity calculator validation

In Section 3.3, the concept of rorticity has been introduced, and the rorticity calculator men-
tioned in Appendix B must be validated before conducting any post-processing and data analy-
sis. The script is validated by studying a Burgers vortex superposed on a shearing motion [119].
As an exact solution of the Navier-Stokes equation, the velocity field of the Burgers vortex is
expressed as

u =−ξ x− Γ

2πr2

(
1− e−

r2ξ

2υ

)
y−C

Reξ

r̃2
0

y, (3.13)

v =−ξ y− Γ

2πr2

(
1− e−

r2ξ

2υ

)
x, (3.14)

w = 2ξ z, (3.15)

where ξ is the strain rate, υ is the kinematic viscosity, and the last term on the right hand side
of the x-component of velocity is a shearing motion superposed on to the vortex field. C is a
user-defined constant, Re is the Reynolds number which is defined as Re = Γ/(2πυ), r̃0 is a
non-dimensional vortex size, equal to 1.5852. C, Re, ξ , and the circulation are given as 1, 10, 1,
and 63 m2/s, respectively, in the validation. The spatial resolution in the XY plane is 250×250.

Figure 3.3(a) shows the contours of constant vorticity from the rorticity calculator, and the result
agrees well with that in Figure 3.3(b) from Ref. [119]. Only the z−component of the rorticity is
nonzero here. Figure 3.4 is plotted along x = 0 in Figure 3.3(a), and shows that the sum of the
z− component of rorticity and shear vectors is equal to the z− component of the vorticity vector,
proving the accuracy of the rorticity calculator that has been implemented in the post-processing
of this chapter.

3.4.2 Mesh and time-step independence study of CFD

Because the hy2Foam solver is based on the traditional CFD approach, a mesh and time-step
independence study with varied mesh level and time-step conditions is performed at Kn = 0.005
and Mas = 1.6 to confirm that the discretisation errors have been minimised. Figure 3.5 presents
the computational geometry. A first-order implicit Euler scheme is used to discretise the time
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(a) (b)

Figure 3.3: Comparison of contours of constant vorticity in a Burgers vortex in the XY
plane calculated from (a) the rorticity calculator used in the current work, and (b) from
Ref. [119].

Figure 3.4: z−component of vorticity ω⃗z, rorticity R⃗z, shear vector S⃗z, and the sum of the
rorticity and shear vector R⃗z + S⃗z along a 1D line through the Burgers vortex.
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Figure 3.5: The computational domain used to perform the simulations of vortex loop for-
mation in rarefied conditions.

derivative, and a second-order central-upwind differencing scheme is used to discretise the gra-
dient terms, divergence terms, and diffusive terms, as well as to interpolate the cell centre values
to the cell faces.

Table 3.1: Mesh and time-step independence study.
Case label Mesh name Grid resolution (mm) Time-step (s)

A Coarse 1.0 5×10−8

B Medium 0.33 5×10−8

C Fine 0.25 1×10−7

D Fine 0.25 5×10−8

E Fine 0.25 2.5×10−8

Three levels of grid sizes and time-steps were tested, as shown in Table 3.1. The computational
domain is large enough to avoid contact between the primary shock wave and the wall. The
axial pressure profile at 0.1 ms has been plotted in Figure 3.6.

No distinguishable difference between the results of cases B and C is observed. As the compu-
tational cost of the fine mesh is acceptable and it has better spatial resolution, the fine mesh with
a grid size of 0.25 mm is used in all the CFD cases in this chapter. The pressure distributions of
cases C-E with the variation of time-steps agree well. A time step of 5×10−8 s is selected for
all of the hy2Foam cases to ensure that the Courant–Friedrichs–Lewy (CFL) number is in the
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Figure 3.6: Axial pressure distribution at t = 0.1 ms, for different mesh densities and time
steps.

vicinity of 0.1.

3.5 Simulation detail

The working gas of the simulations is nitrogen, and the non-dimensional characteristics, such
as the Knudsen number and the Reynolds number, are calculated using the semi-height of the
shock tube, which is 10 mm. The mean free path of the Knudsen number is determined based
on the parameters of the primary shock wave within the shock tube. The macroscopic parame-
ters, including pressure, temperature, and velocity, of each simulation are calculated using the
Rankine–Hugoniot relations; the simulation setup is presented in Tables 3.2 and 3.3.

In the dsmcFoamPlus solver, the NTC method is used for collision partner selection, and the
variable hard sphere model with Larsen-Borgnakke energy redistribution is used to perform
the collisions. The inverse rotational energy collision number is 5. Again, the planar two-
dimensional computational domain is shown in Figure 3.5. It is known that the decrease in the
Knudsen number will increase the computational cost, so that the size of the domain downstream
of the shock tube exit changes with different cases. As an illustration, the DSMC case of Kn =

0.005 is the most computationally expensive one, so the domain outside the shock tube exit is
the smallest.
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Table 3.2: DSMC case parameters.
Case number 1 2 3

Knudsen number Kn 0.005 0.025 0.05
Shock Mach number Mas 1.6

Inlet flow velocity v⃗inlet (m/s) (277.7274 0 0)
Shock Reynolds number Res 168.72 33.75 16.87

Inlet pressure p2 (Pa) 152.6314 30.3291 15.1645
Outlet pressure p1 (Pa) 53.77 10.755 5.3775

Inlet number density ninlet (m−3) 2.8159×1022 5.6323×1021 2.8161×1021

Outlet number density noutlet (m−3) 1.39×1022 2.7722×1021 1.386×1021

Temperature after shock T2 (K) 390.0192
Temperature before shock T1 (K) 281

Time step ∆t (s) 1×10−7

Number of samples 620 2000 2500
Case number 4 5 6

Knudsen number Kn 0.125 1.25 12.5
Shock Mach number Mas 1.6

Inlet flow velocity v⃗inlet (m/s) (277.7274 0 0)
Shock Reynolds number Res 6.75 0.67 0.07

Inlet pressure p2 (Pa) 6.0658 0.60658 0.06066
Outlet pressure p1 (Pa) 2.151 0.2151 0.02151

Inlet number density ninlet (m−3) 1.1265×1021 1.1265×1020 1.1265×1019

Outlet number density noutlet (m−3) 5.5443×1020 5.5443×1019 5.5443×1018

Temperature after shock T2 (K) 390.0192
Temperature before shock T1 (K) 281

Time step ∆t (s) 1×10−7

Number of samples 2205 2205 3000

Table 3.3: CFD case parameters.
Case number 1 2 3 4 5

Kn 0.005
Mas 1.3 1.4 1.5 1.6 2.0

uinlet (m/s) 151.1889 195.3248 237.3839 277.7274 427.273
Res 99.05 124.58 147.68 168.72 235.21

p2 (Pa) 125.267 133.56 142.3375 151.6314 193.05
p1 (Pa) 69.4 63 57.9 53.77 42.9
T2 (K) 334.6352 352.569 370.9807 390.0192 474.1875
T1 (K) 281
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3.6 Results and discussions

3.6.1 Vortex loop structure

According to the normalised density gradient, ∇ρ/|∇ρ|max, pseudo-schlieren images at t = 0.16
ms from hy2Foam are presented in Figure 3.7. No apparent shock structure within the vortex
loop can be found, as can be seen in Figure 3.7(a)-3.7(b), until the shock Mach number reaches
1.5. Brouillette and Hébert [65] first observed that the vortex loop is shock-free when the shock
Mach number is lower than 1.43. This conclusion is still valid in the near continuum regime.
A weak embedded shock wave appears inside the vortex loop when the shock Mach number
exceeds 1.5, and its strength climbs as the shock Mach number increases, as shown in Figure 3.9.

The intensified pseudo-schlieren images for Kn = 0.005−0.05, from dsmcFoamPlus, are shown
in Figure 3.8. The shock wave thickness is positively correlated to the Knudsen number. In
comparison with the shock thickness from CFD in Figure 3.7(d), the shock wave thickness in
Figure 3.8(a) at Mas = 1.6 calculated from DSMC is thicker, which was also noted in Ref. [122].
Shock wave thickness is known to increase with flow rarefaction level, and the Navier-Stokes
equations are not capable of capturing this physics. The vortex-induced shock pair appears due
to high velocity within the shear layer of the primary vortex loop in the continuum flow regime,
as demonstrated in experiments [63, 78] and simulations [8, 72]. From the schlieren images, it
can be found that the vortex-induced shock pairs and oblique shocks in the primary vortex loop
degenerate and disappear under the rarefied environment. Embedded shock waves and shear
layers are still visible in Figure 3.7 and Figure 3.8(a) in the near continuum flow regime. The
embedded shock and the shear layer degrade further as the Knudsen number grows. In addition,
the thickness increase of the shock waves and mistiness in the CRVR images in Chapter 2 during
the expansion of supersonic starting jets in low-pressure environments have been observed. It
can be concluded that the internal structures of the compressible vortex loop will be simplified
as the rarefaction level increases.

3.6.2 Characteristics of the flowfield

Velocity and pressure field comparisons

Comparisons of the axial speed and pressure distribution for Kn = 0.005 and Kn = 0.025 with
Mas = 1.6 at t = 0.16 ms from both hy2Foam and dsmcFoamPlus are shown in Figure 3.10.
Except for the underestimation of the primary shock wave thickness, the axial velocity and
pressure distributions from the two solvers agree well in the near continuum regime.

Boyd [123] suggested a parameter called the local gradient-length Knudsen number for mea-
suring the level of local continuum breakdown, and an improved expression was proposed in
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(a) Mas=1.3 (b) Mas=1.4

(c) Mas=1.5 (d) Mas=1.6

(e) Mas=2.0

Figure 3.7: (a) - (e) Comaprison of pseudo-schlieren images for Kn = 0.005 at t = 0.16 ms
from the CFD. The value of ∇ρ/|∇ρ|max is limited to 0.1 for visualisation purposes.
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(a) Kn =0.005 (b) Kn =0.025

(c) Kn =0.05

Figure 3.8: (a) - (c) Comaprison of pseudo-schlieren images at t =0.16 ms for Mas = 1.6
from the DSMC solver.

Figure 3.9: Dimensionless axial pressure distributions at t = 0.19 ms for different shock
Mach numbers, as predicted by hy2Foam. xexit is the x-coordinate of the shock tube exit.
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(a) Kn=0.005

(b) Kn=0.025

Figure 3.10: Axial velocity magnitude and pressure comparisons of the results from
hy2Foam and dsmcFoamPlus at t = 0.16 ms for (a) Kn = 0.005 and (b) Kn = 0.025 with
Mas = 1.6.
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Figure 3.11: Axial KnGLL distribution of Kn = 0.005 and Kn = 0.025 from hy2Foam.

Ref. [103]:
KnGLL = max(KnGLL−ρ ,KnGLL−T ,KnGLL−|⃗v|,5×

Tt −Trot

Trot
), (3.16)

where KnGLL−φ is the local gradient-length Knudsen number based on macroscopic property
φ , Tt is the local translational temperature and Trot is the local rotational temperature. The
axial profile of KnGLL is presented in Figure 3.11. The local Knudsen number increases in
the expansion at the exit and surges in the embedded and primary shock wave. The peaks of
KnGLL are approximately at x = 0.03 m and x = 0.077 m for Kn = 0.005 and x = 0.032 m and
x = 0.083 m for Kn = 0.025, which coincide with the positions of the discrepancies, where the
embedded and the primary shock wave are located in Figure 3.10. Through comparison between
Figures 3.10 and 3.11, the difference in the axial pressure and speed in Figure 3.10 from the two
solvers can be explained as a result of the increase in local rarefaction level, especially in the
primary shock and the embedded shock. In addition, the peak of KnGLL in the case of Kn= 0.025
is higher than that of Kn = 0.005 and this explains the more obvious inconsistency of the results
from two solvers in Figure 3.10(b).

Figure 3.12 plots the normalised axial pressure distribution at t = 0.12 ms. As previously con-
cluded, the escalation of Knudsen number attenuates and thickens the primary shock wave and
the weak embedded shock, as shown in Figure 3.8, which is distinct in the slip flow regime
(Kn < 1). As the flow gradually approaches the transition regime, the shock wave strength
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Figure 3.12: Rarefaction effect on normalised axial pressure distribution at t = 0.12 ms
from dsmcFoamPlus. xexit is the x− coordinate of the tube exit.

drops. The distinct normalised pressure gradient due to the two weak shock waves is only dis-
tinguishable at Kn = 0.005, Kn = 0.025, and Kn = 0.05. The axial pressure distribution profile
of higher Knudsen number regimes differs from that of slip flow. The normalised pressure dis-
tribution in the transition regime, Kn = 1.25, remarkably resembles that of the free-molecule
flow, Kn = 12.5; in both cases, the flow expands smoothly, and the primary shock wave and the
embedded shock wave in the slip flow regime have disappeared and degenerated to a smooth
pressure expansion.

Rorticity and shear vector field

In Section 3.3, it is mentioned that the rorticity can be decomposed into a rorticity and a shear
vector. Hence, the vorticity field around and within the vortex atmosphere, which is formed by
closed-loop streamlines, can be decomposed into a rorticity field and a shear vector field, and
the movement of the fluid in a computational cell can be understood. It is noteworthy that the
Euler description of fluid motion can still be used to observe fluid motions in rarefied conditions.
Figures 3.13 and 3.14 show contours of the rorticity field and streamlines around the vortex loop
before and after the formation of the isolated rorticity region with different shock Mach numbers
in the near continuum flow regime, as calculated by the two solvers. The comma-like shape of
the rorticity loop cross-section is changed to a mushroom shape due to the increase in the shock
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Mach number.

Interestingly, the fluid in the cells within the expansion fan is fluid-rotational, especially at the
sharp corner. It’s worthwhile to mention that when the shock Mach number is above 1.4, the
local intensity of fluid rotation at the corner is stronger than that at the vortex centre. The rorticity
magnitude equals twice the fluid-rotational angular velocity, according to Equation (2.22) in
Ref. [117]. The large rorticity magnitude at the corner of the expanding fan indicates that the
fluid in this region undergoes a considerable increase in rotational kinetic energy. This may
imply that the internal energy is transformed to kinetic energy as a result of expansion at a sharp
corner through fluid-rotation.

The shapes of the rorticity loop cross-section from hy2Foam and dsmcFoamPlus, shown in Fig-
ures 3.14(a)-3.14(d) are in good agreement. The periphery of the rorticity loop cross-section
from both solvers is not perfectly consistent, and this may be caused by an insufficient num-
ber of ensemble samples of the case with the dsmcFoamPlus solver. It is not anticipated that
the rorticity loop cross-section covers the core and most of the vortex atmosphere rather than
the whole vortex atmosphere. This can also be observed and supported by the Direct Numerical
Simulation result of a 2D Blasius-profile mixing layer flow in Ref. [117] for the validation of the
rorticity calculation. However, if a vortex is stationary, such as in a Taylor-Green vortex sheet or
a Burgers vortex, which means that the vortex rotational axis does not move in the radial direc-
tion, the corresponding rorticity field always overlaps with the vortex atmosphere. Therefore, it
can be concluded that the rorticity field does not coincide with the vortex atmosphere when the
vortex translates.

The shear layer with strong velocity gradient in the radial direction close to the nozzle exit
mentioned in Section 2.1.3 is usually called a vortex sheet [39, 74, 124] and according to Equa-
tion (3.7), the vorticity inside the vortex sheet can be separated into a rorticity sheet, as in
Figures 3.13-3.14, and a shear vector sheet, as shown in Figure 3.15. In Figure 3.15, shear
movement intensity within the boundary layer and the vortex sheet is stronger than that of the
vortex atmosphere. The fluid in the periphery of the vortex core is dominated by shear move-
ments, and even the vortex core of the vortex atmosphere is under the influence of the shear
vector field. This indicates that fluid in the vortex atmosphere core rotates and shears at the
same time, but the rotational movement plays a leading role.

3.6.3 Evaluation of the rotational strength of the vortices

The strength of a vortex is usually measured by circulation, denoted as Γ, and can be expressed
as

Γ =
∮

L
v⃗ · d⃗l =

∮
A

ω⃗ ·dA⃗. (3.17)
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(a) Mas=1.3, t=0.24ms, hy2Foam (b) Mas=1.3, t=0.25ms, hy2Foam

(c) Mas=1.4, t=0.17ms, hy2Foam (d) Mas=1.4, t=0.18ms, hy2Foam

(e) Mas=1.5, t=0.14ms, hy2Foam (f) Mas=1.5, t=0.15ms, hy2Foam

Figure 3.13: Rorticity magnitude field and streamlines calculated by hy2Foam at Kn = 0.005
before and after the formation of the isolated rorticity region. The rorticity magnitude, |R⃗|,
is limited to 5 × 104 m2/s to aid field visualisation.
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(a) Mas=1.6, t=0.12ms, hy2Foam (b) Mas=1.6, t=0.13ms, hy2Foam

(c) Mas=1.6, t=0.12ms, dsmcFoamPlus (d) Mas=1.6, t=0.13ms, dsmcFoamPlus

(e) Mas=2.0, t=0.09ms, hy2Foam (f) Mas=2.0, t=0.1ms, hy2Foam

Figure 3.14: Rorticity magnitude field and streamlines with Kn = 0.005 before and after
the formation of the isolated rorticity region. The rorticity magnitude, |R⃗|, is limited to 5
× 104 m2/s and the lower limit of |R⃗| in the dsmcFoamPlus results is 6800 m2/s to aid field
visualisation.
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(a) Mas=1.3, t=0.25ms (b) Mas=1.4, t=0.18ms

(c) Mas=1.5, t=0.15ms (d) Mas=1.6, t=0.13ms

Figure 3.15: (a) - (d) Shear vector field and streamlines calculated by hy2Foam with Kn =
0.005. The magnitude of the shear vector has been limited between 2 ×103 and 5 ×104

m2/s to aid field visualisation.
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Figure 3.16: Circulation circuit.

Circulation is determined by taking a closed circuit around the vortex atmosphere that includes
the isolated rorticity loop cross-section; circuit ABCDA shown in Figure 3.16 is an example.
Substituting Equation (3.7) into Equation (3.17), the following is obtained:

Γ =
∮

A
ω⃗ ·dA⃗ =

∮
A

(
R⃗+ S⃗

)
·dA⃗, (3.18)

and thereby
Γ =

∫
A

R⃗ ·dA⃗+
∫

A
S⃗ ·dA⃗. (3.19)

Equation (3.19) suggests two properties representing the rotational strength and shear strength
of a vortex as a result of the decomposition of circulation. Rorticity is a unique local vector
that describes the intensity of the fluid-rotational movement or rotational deformation within
the fluid domain [117]. Rorticity coincides with the local rotation axis and the rorticity line
crosses the vortex cross-section. Subsequently, analogous to the definition of circulation and the
expression in Equation (3.17), a new flux, called rorticity flux ΦR, can be defined as

ΦR =
∫

A
R⃗ ·dA⃗. (3.20)
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Figure 3.17: hy2Foam results of non-dimensional rorticity flux at Kn = 0.005. |v⃗s| is the
initial shock velocity inside the shock tube and h is the characteristic length, which is equal
to semi-height of the tube. t0 is the time that the rorticity loop formed and it is 0.25 ms, 0.18
ms, 0.15 ms, 0.13 ms, 0.1 ms for Mas = 1.3, Mas = 1.4, Mas = 1.5, Mas = 1.6, Mas = 2.0,
respectively.

This flux quantifies the vortex rotational intensity in fluid dynamics. The rorticity flux can be
used to estimate the potential propagation ability of a moving vortex. A non-zero rorticity means
the existence of a vortex, and the non-zero rorticity flux means that a vortex can propagate in
a direction. The second term on the right hand side of Equation (3.19) can be named the shear
vector flux

ΦS =
∫

A
S⃗ ·dA⃗, (3.21)

which can be used to quantify the strength of the shear movements in a vortex.

The dimensionless rorticity flux and circulation are plotted in Figures 3.17 and 3.18, respec-
tively. The non-dimensionalised rorticity flux distribution with time changes when the shock
Mach number exceeds a value in the range of 1.4 to 1.5. The units of the circulation and the ror-
ticity flux are the same, and the magnitude of dimensionless circulation is much larger than that
of dimensionless rorticity flux because the vorticity lacks movement-resolving ability. Equa-
tion (3.19) shows that both rotation and shear within a vortex loop are critical during its for-
mation and evolution. The feature of non-linear growth of rorticity flux magnitude with time
during the vortex formation is not observed in the circulation, as shown in Figure 3.18, around
the vortex atmosphere [124]. The circulation of a vortex loop is usually calculated according
to a manually selected circuit along the symmetry axis [74] and this circuit should cover the
vortex atmosphere [124]. In addition, the lack of strict rules on the limitation of this circuit
size will cause the introduction of errors. One advantage of the rorticity vector is its ability
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Figure 3.18: hy2Foam results of non-dimensional circulation of the vortex loop at Kn =
0.005.

to avoid contamination by shear movements so that it can use iso-surfaces to clearly represent
the fluid-rotational region in the domain with a clear boundary. Subsequently, the strength of
the fluid-rotation of a vortex can be accurately integrated and quantified using the rorticity flux.
The introduction of rorticity can help distinguish the fluid-rotational and shear movements at
any point in time inside the flow domain of interest, improving the physical understanding of
vortex flows. The value of dimensionless time for each Mach number is different because of the
time delay of the formation of isolated rorticity loops at different Mach numbers, and this post-
ponement of the formation of the rorticity loop with the decrease of shock Mach number was
also observed in Figures 3.13 and 3.14. The delay in the formation of the isolated rorticity loop
in the cases with lower shock Mach numbers could be explained as a result of the insufficient
accumulation of vorticity.

The decrease of the dimensionless rorticity flux with the increase in Knudsen number from
the two solvers is presented in Figure 3.19. The results prove that a vortex loop in the slip
flow regime is still able to propagate. The dimensionless rorticity flux in the near continuum
flow regime (Kn = 0.005) from dsmcFoamPlus is reasonably coincident with that from CFD,
and the data of Kn = 0.025 and Kn = 0.05 are in excellent agreement. The reason for the
small difference of cases with Kn = 0.005 should be attributed to the weak embedded shock
intrusion shown in Figure 3.7(d), and 3.8(a). Although the intensity of this shock intrusion is too
weak to be noticeable in Figure 3.7(d) from the CFD result, it still causes the velocity gradient
difference around the rorticity loop, as seen in Figure 3.20, and the subsequent rorticity flux
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Figure 3.19: Non-dimensionalised rorticity flux for Mas = 1.6 from dsmcFoam and
hy2Foam. ts,0 is the time when the shock wave reaches the tube exit, and here it is equal to
0.02 ms.

Figure 3.20: Velocity distribution at y = 17.5 mm, t = 0.16 ms with Mas = 1.6 and Kn =
0.005.
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Figure 3.21: Shear vector field and rorticity contour of Kn = 0.005 and Mas = 1.6 at 0.21
ms from hy2Foam. The closed yellow line is the boundary of the isolated rorticity loop
generated from iso-surfaces. The shear vector magnitude visualisation is limited to 5 ×104

m2/s.
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Table 3.4: Circulation, rorticity flux, and shear vector flux of an isolated rorticity region at
Kn = 0.005 and Ma=1.6 calculated from hy2Foam.

Time (ms) Circulation (m2/s) Rorticity flux (m2/s) Shear vector flux (m2/s)
0.21 15.1134 6.039 9.0744
0.2 14.5383 5.8718 8.6665

Difference 0.5751 0.1672 0.4079

discrepancy. In the slip flow regime, the embedded shock wave in the near continuum regime
further degenerates and is deprived of the ability of influencing the calculation of rorticity flux,
as shown in Figures 3.8(b) and 3.8(c), yielding excellent agreements in Figure 3.19.

In Figures 3.13 and 3.14, the rorticity field is cut off by setting a threshold of 1 ×10−4 m2/s, and
a clear border of the vortex loop represented by rorticity is shown. The rorticity region within a
vortex atmosphere is connected to the rorticity sheet linking the wall boundary layer at the tube
exit (Figures 3.13(a), 3.13(c), 3.13(e), 3.14(a), 3.14(c) and 3.14(e)) and these connections are
truncated a short time afterwards (Figures 3.13(b), 3.13(d), 3.13(f), 3.14(b), 3.14(d) and 3.14(f)).
This rorticity sheet works as an umbilical cord, feeding rorticity into the vortex atmosphere.
When this cord is cut off and the isolated rorticity loop forms, the rorticity inside the vortex
should decrease or remain constant. However, the gradual increase of rorticity flux with time
presented in Figure 3.17 hints at the existence of a rorticity source leading to this continuous
increase. In Figure 3.15, the shear vector sheet still connects the boundary layer with the vortex
atmosphere when the independent rorticity loop occurs, so that this shear vector sheet keeps
feeding the total circulation of the vortex loop. It is easy to assume that vorticity is transmitted
into the rorticity loop via the closed surface of the rorticity loop or the shear vector from the
interior of the rorticity loop, leading to the continuous increase of the rorticity flux of the vortex
loop. As seen in Figure 3.21, the rorticity loop cross-section highlighted in the yellow line is
surrounded by a shear vector field with a shear vector sheet connected to the boundary layer.
Thus, the increase of the rorticity flux within the rorticity loop can only be rendered by the shear
vector sheet.

The integration of the circulation, rorticity flux, and shear vector flux of an isolated rorticity loop
cross-section with Kn= 0.005 at t = 0.20 ms and t = 0.21 ms is presented, as shown in Table 3.4.
At t = 0.2 ms, the sum of the rorticity flux (5.872 m2/s) and the shear vector flux (8.666 m2/s)
is equivalent to the total circulation (14.538 m2/s), proving the absence of the internal vorticity
source. Hence, the rorticity flux increase can only be attributed to the transformation from the
shear vector to rorticity or, in other words, the conversion of movement from shear to fluid-
rotation, S⃗ → R⃗. At 0.2 ms and 0.21 ms, the decomposition of the circulation can be expressed
as ∫

A0.2ms

ω⃗dA⃗ =
∫

A0.2ms

R⃗dA⃗+
∫

A0.2ms

S⃗dA⃗ (3.22)
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and ∫
A0.21ms

ω⃗dA⃗ =
∫

A0.21ms

R⃗dA⃗+
∫

A0.21ms

S⃗dA⃗, (3.23)

where A0.2ms and A0.21ms are surface areas of the isolated rorticity loop cross-section at 0.2
ms and 0.21 ms, respectively, according to Equation (3.19). Subtracting Equation (3.23) from
Equation (3.22) results in

∆Γ = ∆ΦR +∆ΦS. (3.24)

The term on the left-hand side of Equation (3.24) is the total circulation difference of the isolated
rorticity loop cross-section between two times. The first term on the right-hand side is the
rorticity flux increment, and the second term is the shear vector flux increment. This equation
is also proved through the data in Table 3.4. The total circulation difference, ∆Γ, from the
shear vector sheet is equal to the total shear vector flux injected into the isolated rorticity loop
boundary. Hence, moving ∆ΦS in Equation (3.24) to the left-hand side,

∆Γ−∆ΦS = ∆ΦR (3.25)

is obtained, and hence,
∆ΦS⃗T

= ∆ΦR, (3.26)

where S⃗T is the transformed shear vector. The left-hand side of Equation (3.25) represents the
difference between the total shear vector flux and the remaining shear vector flux within a ror-
ticity loop, which equals the magnitude of the transformation from the shear vector flux to the
rorticity flux, as shown in Equation (3.26). If the conversion between the rorticity and the shear
vector does not exist, then the increment of the rorticity flux should be zero and the increase in
circulation must be equal to that of the shear vector flux in Table 3.4. However, the decrease in
shear vector flux equals the increase in rorticity flux. The divergence of Equation (3.7) with the
introduction of vector identity in three-dimensions also implies this relationship of transforma-
tion:

∇ · R⃗ =−∇ · S⃗. (3.27)

Equation (3.26) can be considered the absolute integral form of Equation (3.27). Equation (3.27)
demonstrates that there is a mutual transformation between the rorticity and the shear vector, or
the fluid-rotation and shear movement, and the quantity of the transformation is equivalent. This
equation is helpful and meaningful in the understanding of vortex formation and development,
vortex interactions, and turbulent flow.

3.6.4 Geometrical characteristics of rarefied vortex loop

The geometrical characteristics of vortex loops are usually important for the understanding of
the coverage in the flow field. Rorticity loop cross-section in the vortex atmosphere can be
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Figure 3.22: Non-dimensionalised equivalent radius at Kn = 0.005, calculated with
hy2Foam.

defined as the rotational core. As the rorticity loop cross-section of a vortex loop core is an
irregular shape, an equivalent diameter is defined as

deq =
√

AR/π, (3.28)

where deq is the equivalent diameter of the rotational core of a vortex loop, and AR is the area
of the rorticity loop cross-section. The non-dimensionalised equivalent radius with a different
shock Mach numbers is plotted in Figure 3.22. The dimensionless time in each case begins when
the rorticity loop is isolated from the rorticity sheet. In the cases of Mas = 1.4 and Mas = 1.3,
a highly linear relation between the equivalent radius and non-dimensional time is observed,
whereas the profile tends to be non-linear in the early stage of the formation in the cases with
Mas ≥ 1.5. A decrease in the slope of the distribution between the dimensionless equivalent
radius and the dimensionless time can be found in the cases of Mas = 1.5, Mas = 1.6, and
Mas = 2.0, indicating a deceleration of the growth rate of the equivalent radius.

Calculating the centroid of a vortex loop cross-section is important in determining its radius,
provided that this vortex loop is a ring. The centroid of a vortex cross-section is conventionally
determined by the distribution of vorticity [68]. Here, the centroid considered is based on the
rorticity loop, so the rorticity components replace the vorticity. The centroid of the rorticity loop
cross-section in the XY plane is defined as:

xR =

∫
A xR⃗dA⃗∫
A R⃗dA⃗

=

∫
A xRzdxdy

ΦR
, (3.29)
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Figure 3.23: Dimensionless y-components of the centroid of the rorticity loop with time at
Kn = 0.005, calculated from hy2Foam.

yR =

∫
A yR⃗dA⃗∫
A R⃗dA⃗

=

∫
A yRzdxdy

ΦR
. (3.30)

yR can be considered the ring radius if the loop is a ring and it is non-dimensionlised and plotted
in Figure 3.23 with dimensionless time. The radial size of the vortex loop has a positive corre-
lation with the shock Mach number in the near continuum flow regime. It is possible for these
rapidly-growing vortex loops themselves or the periphery to impinge on surfaces perpendicular
to the nozzle axis or rub against surfaces parallel to the nozzle axis. The effect of rarefaction
levels on the radial size of vortex loops is shown in Figure 3.24. The fast expansion due to the
relatively high rarefaction level in the background yields a gradual growth of the semi-height of
a vortex loop with an increase in Knudsen number. The semi-height in the transition flow regime
(Kn = 0.125) is much larger than those in the slip flow regime and there is negligible difference
in semi-height between the Kn = 0.005 and Kn = 0.025. Therefore, it can be concluded that the
decrease of the environmental pressure will increase the vortex loop diameter, and the growth of
the vortex ring diameter in Figures 2.9, 2.10 and 2.13 should be a result of both the increase of
the shock Mach number and the reduction of the rarefaction level.

3.6.5 Failure of vortex loop formation

Figure 3.25 displays the variation of the speed contours and the streamlines due to the increase
of Knudsen number with Mas = 1.6 in the slip flow regime. The Reynolds number based on the
semi-height of the tube is Res = ρV L

/
µ and the result of each case is shown in Table 3.2, which
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Figure 3.24: Rarefaction effect on dimensionless semi-height with Mas = 1.6. ts,0 is the time
when the shock wave reaches the shock tube exit, and here it is equal to 0.02 ms.

is too small to cause turbulence. The laminar flow pattern in the DSMC simulations proves
that the laminar-flow assumption used in cases with hy2Foam solver in the near continuum flow
regime is appropriate.

In Figures 3.25 and 3.26(a), vortices can be found after the shock wave diffraction in the slip
flow regime. However, at 0.07 ms, a vortex occurs only in the case in the near continuum flow
regime; at 0.13 ms, a clear vortex structure forms in the case with Kn = 0.025, whereas, a
vortex-like configuration is sill in the process of formation and this vortex is not mature until
t = 0.16 ms. The rarefaction effect on the vortex formation is severe in the case of Kn = 0.125.
At t = 0.16 ms, the distinct vortex structure in the slip flow regime degenerates to a weak vortex-
like configuration in the case of Kn = 0.125, proving a postponement in the vortex formation
due to the rarefaction. In the transition regime and free-molecule regime, the flow is too rarefied
to form a vortex, as shown in Figure 3.27. An early investigation of vortex formation after an
obstacle with different Knudsen numbers under subsonic flow conditions can be found during
the validation of the DSMC method by Bird [104]. In contrast, the limitation of the Knudsen
number for vortex formation in Bird’s cases is 0.88, and this critical Knudsen number was found
to be 0.82 in the work of Ahangar et al. [125] and 0.662 in Ref. [126]. Therefore, the vortex
formation is limited by a critical Knudsen number, and this Knudsen number may be a function
of the flow conditions at the nozzle exit. Nevertheless, there is no full understanding of the
relationship between the specific Knudsen number and vortex formation limitation. A vortex
loop in the continuum flow regime entrains the background gas around it and grows in size.
However, when a vortex loop is ejected into a rarefied environment, there is not sufficient gas
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(a) Kn =0.005 (b) Kn =0.025

Figure 3.25: Velocity field and streamlines calculated by dsmcFoamPlus in the slip flow
regime (t = 0.07 ms, 0.13 ms, and 0.16 ms) at Mas = 1.6 at (a) Kn = 0.005 and (b) Kn =
0.025.
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(a) Kn =0.05 (b) Kn =0.125

Figure 3.26: Velocity field and streamlines calculated by dsmcFoamPlus in the slip and
transition flow regime (t = 0.07 ms, 0.13 ms, and 0.16 ms) at MS = 1.6 at (a) Kn = 0.05 and
(b) Kn = 0.125.

(a) Kn =1.25 (b) Kn =12.5

Figure 3.27: Velocity field and streamlines calculated by dsmcFoamPlus in the free
molecule flow regime (t = 0.19 ms) at (a) Kn = 1.25 and (b) Kn = 12.5.
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for the vortex loop to entrain during its formation, and the vortex loop will be further diluted
during its propagation. Eventually, the vortex loop should disappear due to gradual dissipation
when the critical Knudsen number is reached. It can be concluded that this Knudsen number
limit will influence the propagation of a vortex loop.

A cylindrical vortex sheet with discontinuous tangential velocity is regarded as the precondi-
tioning of a vortex loop in continuum flow, and the vortex sheet will roll up into spirals to create
a vortex loop [74]. The failure of vortex formation in the rarefied conditions can be explained
from the perspective of this vortex sheet [73]. Figure 3.28(a) shows the dimensionless velocity
profile inside the shock tube. The increase of the Knudsen number increases the velocity slip,
resulting in higher wall velocity, as can be seen in Figure 3.28(a). The boundary layer is crucial
in the development of the vortex sheet, but as the mean free path increases, the Knudsen layer,
where molecules collide with the surface at a higher frequency than with other molecules, thick-
ens. Figure 3.28(b) presents the dimensionless tangential velocity profile at 2 mm away from the
tube exit and t = 0.12 ms. The increase in the rarefaction level thickens the vortex sheet and de-
creases the tangential velocity difference within the vortex sheet. Therefore, a thicker Knudsen
layer, leading to higher ∆y, greater wall velocity, and smaller ∆u, causes the significant shrinking
of the tangential velocity gradient du/dy within the boundary layer and the vortex sheet, giving
rise to the subsequent failure of the mathematical precondition of discontinuous tangential ve-
locity; the vortex sheet degenerates due to a small finite tangential velocity gradient. Hence, no
vortex can be found.
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(a)

(b)

Figure 3.28: (a) Dimensionless velocity profile inside the shock tube at x = 2.5 mm, t = 0.07
ms for different Knudsen numbers from dsmcFoamPlus and (b) Tangential velocity profile
outside the shock tube at x = 12 mm, t = 0.12 ms for different Knudsen number with
Mas = 1.6, as calculated from DSMC.
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3.7 Summary

In this chapter, the rorticity calculator has been validated, and an accurate decomposition of vor-
ticity has been shown. At the same time, the mesh and time-step independence of the hy2Foam

solver have been done before the simulations. The vortex loop formation caused by shock wave
diffraction over a rectangular corner in dilute gas flows is investigated. Transient DSMC and
compressible CFD simulations have been performed, and comparisons have been made between
the results from the dsmcFoamPlus and hy2Foam where the Knudsen number allows.

A comparison between the flow pattern of vortex loops in this work and that in the continuum
flow regime has been made, and it can be found that an increase in flow rarefaction results in the
inner-structure of vortex loops becoming simpler, and the flow patterns in all the simulations of
this work are laminar. Thicker primary and embedded shock waves due to flow rarefaction have
been successfully captured by dsmcFoamPlus. The pressure distribution at the axis shows that
the distribution profiles of the transition and free-molecular flow regimes are similar.

With the use of rorticity, the rotational and shear movements of the fluid can be effectively
and quantitatively resolved. By integrating the equation of the decomposition of vorticity, the
circulation can be decomposed into a rorticity flux that describes the fluid-rotational strength of a
vortex and a shear vector flux that represents the shear strength of a vortex. Based on the rorticity
field, an isolated rorticity loop forms within the vortex atmosphere described by streamlines.
The calculation of rorticity flux from both dsmcFoamPlus and the compressible CFD solver
agrees well except for a mild difference caused by the weak embedded shock wave intrusion in
the near continuum flow regime (Kn = 0.005). The rorticity flux of the isolated rorticity loop
increases with the shock Mach number non-linearly and decreases with an increasing Knudsen
number. The increase of rorticity flux in the isolated rorticity loop with time is attributed to the
transformation from the shear vector to rorticity, and the amount of the transformed rorticity flux
is equal to the change of the shear vector flux.

According to the velocity field and streamlines in the rarefied condition, the increase of the
Knudsen number postpones the vortex loop formation, and there is a maximum Knudsen num-
ber limiting the generation of a vortex. The increase in the Knudsen number will thicken the
Knudsen layer and the subsequent vortex sheet, causing the failure in the condition of discontinu-
ous tangential velocity. When the flow Knudsen number exceeds this maximum in the transition
regime, no vortex loop forms. The vortex loops in the near continuum flow regime and the slip
flow regime still have considerable ability to propagate forward. The radial size of the vortex
loop increases with both the shock Mach number and the Knudsen number.

Chapter 2 presented the interaction between supersonic starting jet and a plane surface in low-
pressure environments. If the surface is replaced by a lunar regolith surface, this flow-surface
interaction will erode the regolith surface, fluidising regolith particles, and a multiphase flow will
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be generated, which is called lunar plume-surface interaction (PSI). It is necessary to develop
a new numerical tool to study the lunar PSI because existing codes are in-house codes. A new
solver in OpenFOAM is developed for solving rarefied multiphase flows and it will be used to
simulate lunar PSI. These issues will be detailed in the following chapters.



Chapter 4

New developments in
rarefiedMultiphaseFoam and
benchmarking

Free supersonic starting jets have been studied in Chapter 2 and 3. From this chapter on, sim-
ulating lunar PSI using the new solver developed in OpenFOAM is the main topic. The basic
algorithm and the models of the open source code for solving rarefied multiphase flows – rar-

efiedMultiphaseFoam will be fully detailed after a literature review in this chapter. Before it
can be used in any application, the new code must be rigorously validated. The validation of
one-way coupling, which describes the momentum and heat transfer from gas atoms/molecules
to a solid simulator in a computational cell, has previously been conducted and more detail can
be found in Ref. [127], so it will not be presented in this thesis. This chapter focuses on bench-
marking of the two-way coupling model, the phase change model, and the MPPIC method using
existing analytical solutions and numerical results from the open literature.

4.1 A literature review of numerical methods for solving rar-
efied two-phase flows

In this thesis, rarefied two-phase flow is defined as rarefied gas flow with entrained solid parti-
cles. The numerical approach for solving rarefied two-phase flow is divided into three sections:
gas phase evolution, interphase coupling calculation, and solid phase evolution. The interphase
coupling model serves as a conduit for the exchange of momentum and energy between the solid
and gas phases. If only the effect of the gas on the solid phase is considered in two-phase flows,

69
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this is referred to as one-way coupling; if the opposite effect, or the effect of the solid phase
on the gas phase, is also considered, this is referred to as two-way coupling. With the addition
of the consideration of interactions within the liquid/solid phase, this will be called four-way
coupling.

Approaches for simulating gas-particle two-phase flows in conventional CFD are often based
on the Eulerian-Eulerian framework and the Eulerian-Lagrangian framework [128], where the
gas phase is assumed to be continuous while the solid phase is considered to be discrete in the
Eulerian-Lagrangian framework. Although it has been pointed out that the Eulerian-Eulerian
framework is inapplicable to dilute flow regimes and cannot predict particle trajectories [129],
it was nevertheless employed in PSI simulations on Mars with suitable modifications and mod-
els [130]. In multiphase flow simulations, the Eulerian-Lagrangian framework is more fre-
quently used because of its advantages, such as the ability to track particles, the inclusion of
particle size distribution, and interparticle forces [129]. Rahimi et al. [16] used the Roberts ero-
sion model to calculate the mass flow rate of the lunar dust particles excited by the plume and
showed the near-field two-phase flow results through Fluent based on the Eulerian-Lagrangian
method, but because they represented the lunar surface as an inlet boundary condition for lunar
dust particles, the process of cratering, similar to the work of He et al. [27], was unable to be
found. Furthermore, the gas phase simulation is based on the Navier-Stokes-Fourier equations
and the interphase calculation is built for incompressible flows. Shallcross [131] extended the
Euler-Lagrangian method to compressible flows and used a deterministic approach to deal with
solid particles. Gale et al. [130] developed and validated simulation software based on the Gas-
Granular Flow Solver multi-phase flow computational framework. In this numerical tool, both
the gas and solid phases were treated as Eulerian fluids. Rarefied flow regimes were considered
by using the harmonic averaging procedure to correct the face viscosity. Test cases were made
on spherical-particle and cylindrical-particle beds, respectively [130]. This method has proven
to be reliable through simulations of plume-surface interactions on Mars [132].

Because of the continuum breakdown in the extreme conditions considered in this thesis (e.g. vac-
uum on the Moon or an asteroid in space), the gas phase cannot be considered continuous [128].
Without considering mass exchange, a solid particle in a gas-solid flow will theoretically expe-
rience momentum and heat exchange due to collisions with surrounding gas atoms/molecules in
the Lagrangian-Lagrangian framework or from a microscopic viewpoint.

Gallis [28] successfully applied a Green’s function to calculate momentum and heat transfer
from a gas simulator to a spherical solid particle within a computational cell, demonstrating
excellent agreement between analytical and simulation results. Burt and Boyd [29] extended
the one-way coupling method to polyatomic gases and developed a two-way coupling model
to bridge the gap between the influence of the solid phase on the gas phase. Gimelshein and
Alexeenko [133] modelled the interaction between a thruster plume and the atmosphere at 120
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km altitude via replacing Burt and Boyd’s direct sampling approach [29] with an indirect one
based on linear algebra. The indirect approach described by Gimelshein and Alexeenko [133]
increased the efficiency of He et al. [134]’s simulation of the two-phase rocket plume, in which
particle-particle interactions were handled using a neighboring-cell contact detection scheme
and a hard sphere model [27]. They found that the solid particles increase the pressure and
temperature of the gas phase in the vicinity of the nozzle axis. Morris and Goldstein et al. [30]
treated the granular collisions as inelastic based on a stochastic method and the generalised NTC
method for the selection of collision pairs in a cell because the granular volume fraction was as-
sumed to be negligible; only binary solid-solid collisions were considered. Furthermore, instead
of modelling the regolith layer, the boundary below the nozzle exit released solid particles into
the domain according to an erosion model. The solver proposed in Ref. [30] was applied to
simulate a multiphase flow field caused by single- and four-engine rockets in Ref. [135].

The Lagrangian-Lagrangian approach is not limited to works based on the framework proposed
by Gallis [28]. Liu et.al [136] proposed a method for simulating PSI using a macroscopic one-
way coupling method (i.e. only considering the effect of the gas phase on solid particles), but
unlike He et.al [27] and Morris et.al [30], a pure DSMC simulation was performed first to ob-
tain a steady state gas field, and then an overlay method was used to conduct one-way interphase
coupling and the resulting solid particle trajectories. Li and Ren et al. [137] suggested a macro-
scopic two-way coupling approach and compared it with the microscopic method proposed by
Burt and Boyd [29]. They showed that the particle velocities obtained using the microscopic ap-
proach were slower than those obtained using the macroscopic method. Chinnappan et al. [24]
developed codes based on the DSMC framework and modelled lunar dust dispersion due to the
rocket plume at different hovering altitudes using the same nozzle as in the Ref. [30]. After
obtaining the gas phase steady state using the DSMC approach, the solid particles were inserted
into the computational domain according to an erosion flux based on the dynamic pressure above
the lunar surface, similar to the work of Liu et.al [136]. The solid phase evolution based on a
stable gas flow field is unrealistic since the granular flow influences the gas flow field and vice
versa.

Codes for solving rarefied gas-solid multiphase flows are less common, and the codes mentioned
above are private with limited accessibility and extensibility to the general public. Hence, open
source code is in high demand. Complex solid-solid interactions are replaced by merely binary
solid-solid collisions in the aforementioned codes, which is incomplete because collisions are
typically instantaneous contacts, while enduring contacts like packing have never been consid-
ered in previous PSI simulations. The lack of enduring contacts results in an unrealistic evolution
of the regolith layer and the subsequent gas flow field. The first open source code for solving
rarefied gas-solid multiphase flow has been developed, and the solid-solid enduring contacts are
taken into account for the first time.
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4.2 Numerical method III: Rarefied gas-solid flows

4.2.1 Introduction to rarefiedMultiphaseFoam

Before describing in detail the new solver, some assumptions must be highlighted:

• There is no mass exchange between the gas and solid phases.

• Solid particles are considered perfectly spherical.

• The temperature gradient of a solid particle is ignored (i.e. the particle surface temperature
is equal to its core temperature).

• The volume of gas atoms/molecules is small compared to the solid particle volume.

• The local particle Knudsen number, denoted Knp = λ/dp, where λ is the gas MFP and
dp is the solid particle diameter, is assumed to "be of order one or greater" [29] so that
collisions between incident and reflected gas atoms/molecules in the interphase coupling
model can be ignored, which will be detailed later.

The solver newly built in this thesis is formally named rarefiedMultiphaseFoam and it is based
on the dsmcFoamPlus [112] solver to provide solutions for rarefied multiphase flows. The main
characteristics of this solver are listed below:

• Steady and transient rarefied gas-solid simulations.

• Fully parallelised through MPI.

• Calculation of planar 2D, axisymmetric 2D, and 3D cases.

• Interphase coupling model - calculating the momentum and energy exchange between two
phases.

• Solid phase change and particle size correction model - correction of temperature caused
by phase change of solid phase and particle diameter correction due to phase change.

• Stochastic interparticle collisions - stochastically performing solid-solid collisions for di-
lute granular flows.

• MPPIC method - efficiently performing particle-particle interactions for dense granular
flows.

4.2.2 Algorithmic overview of rarefiedMultiphaseFoam

Before the descriptions of models in the rarefiedMultiphaseFoam, an overview of the basic
algorithm of rarefiedMultiphaseFoam is shown in Figure 4.1:
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Figure 4.1: Flow chart of rarefiedMultiphaseFoam solver.
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Step 1. The heat and momentum transferred from the gas phase to the solid phase are determined
through the interphase one-way coupling calculation in the procedure called "Interphase
coupling calculation" in Figure 4.1.

Step 2. (Optional) If the solid particle phase-change model is enabled, solid particle temperature
variations are corrected through the phase change model. Otherwise, the method for up-
dating the solid particle temperature is straightforward.

Step 3. (Optional) If the two-way coupling model is enabled, the reverse effect (i.e. the effect of
the solid phase on the gas phase) is evaluated in the interphase coupling model by updat-
ing the properties of the DSMC particles that are selected to reflect from solid particle
surfaces, which will be detailed in Section 4.2.3

Step 4. (Optional) Release or inject new or stuck solid particles into the computational domain
through boundary conditions.

Step 5. All solid particle velocities and positions will be updated through a leapfrog algorithm to
correctly account for the accelerations.

Step 6. (Optional) If the particle stochastic collision method is activated, perform solid-solid in-
teractions with selected models, e.g. hard sphere model. Solid-solid stochastic collisions
will be described later in Section 4.2.5.

Step 7. (Optional) If the MPPIC method is activated and the stochastic collision model is not
activated, conduct solid-solid interactions through the MPPIC method with user-defined
models, including damping, packing, and return-to-isotropy. The MPPIC method will be
described in Section 4.2.6.

Step 8. Sampling solid particle properties.

Step 9. Evolution of the gas phase through the algorithm of dsmcFoamPlus [112].

Step 9. Calculating the required macroscopic properties of both phases.

Step 10. Go back to Step 1 until the time reaches the final calculation time.

4.2.3 Interphase coupling model

The interphase coupling model is used to quantify the momentum and heat exchange between
the solid phase and the gas phase in each time-step of a two-phase flow.
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Effect on gas phase from solid phase

Gallis [28] first developed the one-way coupling model for two-phase rarefied flow in the La-
grangian framework, but only gas atoms are considered in his model. The rates of momentum,
F⃗δ [⃗v], and energy, Qδ [⃗v], transferred to a solid particle from each DSMC simulator are calcu-
lated as
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for a monatomic gas, where v⃗r is the relative velocity between a gas atom and a solid particle,
v⃗r = v⃗g − v⃗p, v⃗g is the gas atom velocity and v⃗p is the solid particle velocity, and kB is the
Boltzmann constant. m, Wg, Vcell , rp and Tp are atomic mass, weight of DSMC particles (i.e. real
number of gas atoms represented by a DSMC particle), the cell volume, the solid particle radius
and solid particle temperature, respectively. ε and α are the fraction of specularly reflected
gas atoms among the incident atoms and the fraction of gas atoms which experience isothermal
diffuse reflection in the (1− ε) fraction of incident atoms.

The model was extended to polyatomic molecules by Burt and Boyd [138] and the equations for
rates of momentum and energy exchange become
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where a is the particle thermal accommodation coefficient, erot is the rotational energy of an
individual gas molecule, Λ is the molecular number of degrees of freedom and m is the mass
of a single gas molecule in Equations (4.3) and (4.4). It is pointed out that the influence of
vibrational excitation of polyatomic gas molecules on a solid particle is negligible so that this
term is removed from the energy transfer equation [29].

For each solid particle in a cell, the sum of the momentum, ∑ F⃗δ [⃗v], and energy, ∑Qδ [⃗v] is
calculated based on Equations (4.1) and (4.3) (or Equations (4.2) and (4.4)) and transferred to
the solid particle due to the existence of all DSMC computational particles in the same com-
putational cell. This step will loop over all the cells in the computational domain during each
time-step.
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Subsequently, all the solid particle temperatures and velocities are updated. The particle tem-
perature is updated using Equation (4.5):

Tp (t +∆t) = Tp (t)+
∑Qδ [⃗v] ·∆t

cpmp
(4.5)

and the particle velocity is updated through a leapfrog algorithm (Equations (4.6) and (4.7))

v⃗p (t +∆t/2) = v⃗p (t)+
∑ F⃗ [t]

δ
[⃗v] · (∆t/2)
mp

(4.6)

and

v⃗p (t +∆t) = v⃗p (t +∆t/2)+
∑ F⃗ [t+1]

δ
[⃗v] · (∆t/2)
mp

, (4.7)

where cp is the particle specific heat, mp is the particle mass, t is the current computational time
and ∆t is the time step.

Effect on solid phase from gas phase

After the calculation of momentum and energy transferred from the gas phase to the solid phase,
the effect in the opposite direction should be considered if the two-way coupling model is ac-
tivated. Similar to the NTC method in standard DSMC, the number of DSMC representative
particles selected to collide with a solid particle within a cell is evaluated as

Nsel =
WpNgπr2

p(|⃗vr|)max∆t
Vcell

, (4.8)

where Wp is the actual number solid particles represented by one computational solid particle in
a cell, Ng is the number of DSMC particles in a cell, and |⃗vr|max is the maximum pre-collision
relative speed over a large number of time-steps. |⃗vr|max will be checked when there are collision
candidates and will be updated if a larger value is found. The DSMC particle will collide with a
computational solid particle if [29]

πrp
2 |⃗vr|/

(
πrp

2 |⃗vr|
)

max > R f (4.9)

where R f is a random number between 0 and 1.

Two methods currently are available for calculating the momentum and energy transfer from the
solid phase to the gas phase via the DSMC method: the direct method and the indirect method.
These two methods are described below.

Direct method
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For a selected collision pair between a gas molecule and a solid particle, the gas molecule will
experience either diffusive reflection with a probability equal to the solid particle thermal ac-
commodation coefficient, a, or specular reflection with a probability of 1−a.

Figure 4.2: Schematic of inter-phase collision in the direct method. δ is the deflection angle
and ε is the azimuthal angle. IP is the contact point on the solid particle surface.

As shown in Figure 4.2, when a gas particle collides with a solid particle, it is essential to
determine the post-collision velocity direction. Provided that a specular reflection occurs and the
direction of post-collision velocity follows the isotropic distribution according to Burt and Boyd
[29], the magnitude of post-collision velocity |⃗v∗r | is equal to the pre-collision relative velocity
magnitude. The cosine of the polar angle (χ) is sampled as 2R f −1 and the azimuthal (ϕ) angle
of the post-collision velocity is sampled as 2πR f in the global coordinate system. The unit vector
of the post-collision velocity in the global coordinate system is (cosχ,sinχcosϕ,sinχsinϕ).
The polar (χ) and azimuthal (ϕ) angles used here are the same as those defined in Figure 5 of
Ref. [27].

In diffusive collisions, the deflection angle follows a sixth-order polynomial distribution func-
tion:

f (δ ) = 0.02042δ
6 −0.2515δ

5 +1.104δ
4 −1.903δ

3 +0.4938δ
2 +1.248δ (4.10)

according to Burt and Boyd [29], but an explicit expression of the deflection angle is unable
to be acquired through the inverse-cumulative method so that the acceptance-rejection method
is implemented with an approximate maximum value of f (δ )max = 0.72269. δ is uniformly
sampled over [0,π]. When f (δ )/ f (δ )max < R f , where R f here is a new random number, then
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the deflection angle δ is selected.

In addition, the post-collision relative velocity magnitude should not be equivalent to the pre-
collision one and similar to the deflection angle sampling procedures, it will be determined
through the acceptance-rejection method with distribution function

f (|⃗v∗r |) = 2β
4(|⃗v∗r |)

3exp−β 2(|⃗v∗r |)
2

(4.11)

where β =
√

m/(2kBTp). The maximum value of f (|⃗v∗r |) is calculated through d f (|⃗v∗r |)/d |⃗v∗r |=
0 and it is 3βexp()1.5

√
1.5 in this work. An example of sampling from Maxwellian distributions

has been shown in Appendix C of Ref. [104], but the range of |⃗v∗r | is selected as [0,4/β ] in the
code rather than [0,3/β ] in page 425 of Ref. [104] to reduce the error.

Eventually, the post-collision relative velocity vector components will be determined with the
known post-collision relative velocity magnitude, the deflection angle and the azimuthal angle
according to Equation (2.22) from Bird [139] with an opposite direction due to the reflection,
which is shown in Equations (4.12), (4.13), and (4.14), respectively.

u∗r =
|⃗v∗r |
|⃗vr|

[
−ur cosδ − sinδ sinϕ

(
v2

r +w2
r
)1/2

]
(4.12)

v∗r =
|⃗v∗r |
|⃗vr|

[
−vr cosδ − sinδ (|⃗vr|wr cosϕ −urvr sinϕ)/

(
v2

r +w2
r
)1/2

]
(4.13)

w∗
r =

|⃗v∗r |
|⃗vr|

[
−wr cosδ + sinδ (|⃗vr|vr cosϕ +urwr sinϕ)/

(
v2

r +w2
r
)1/2

]
(4.14)

Indirect method

The direct sampling method proposed by Burt and Boyd [29] is computationally expensive
due to the random sampling through an acceptance-rejection method from multiple distribu-
tion functions for each representative DSMC particle. The so-called indirect method is based on
a transformation of the coordinate system through linear algebra and a description can be found
in Ref. [27]. A full description of the method is reproduced here.

A global coordinate system is denoted as xyz and it is transformed to a local coordinate system,
denoted as X ′Y ′Z′, that moves with the solid particle with OX ′ in the negative direction of the
relative velocity v⃗r through coordinate system rotation, where

v⃗r = v⃗g − v⃗p. (4.15)
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Figure 4.3: 3D Schematic of impact parameter b.

As a result, the relative velocity, denoted as v⃗loc
r , in the local system is

v⃗loc
r =

 −|⃗vr|
0
0

 . (4.16)

The unit vectors before and after the rotation can be calculated so that the rotation matrix T1 can
be determined by means of Rodrigues’ rotation formula, −1

0
0

= T1 ·
v⃗r

|⃗vr|
. (4.17)

The reflection point M in X ′Y ′Z′ is randomly chosen on a circle with radius b normal to OX ′,
as shown in Figure 4.3. The impact parameter b is stochastically selected as rp

√
R f and the

components of M are defined as( √
r2

p −b2 bcosφ bsinφ

)
, (4.18)

where φ = 2πR f .

Secondly, the local coordinate system will be transformed into a normal coordinate system
X2Y2Z2 with OM in the OX2 direction. With the help of the unit vector of OM, the rotation
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matrix T2 can be calculated through Rodrigues’ rotation formula as 1
0
0

= T2 ·
OM
|OM| . (4.19)

Then, the relative velocity in X ′Y ′Z′ coordinate system, noted as p⃗, will be

p⃗ = T2 · v⃗loc
r =

 px

py

pz

 . (4.20)

Subsequently, the post-collision relative velocity will be evaluated, denoting the normal compo-
nent as U and the tangential component as V . In the case of a specular reflection, the normal
component is inverted and the tangential component remains the same, resulting in

p⃗∗ =

 −px

py

pz

 . (4.21)

In the case of a diffusive reflection, the normal (U) and tangential (V ) components are based on
the Maxwellian velocity distributions:{

f
(
β 2U2)= e−β 2U2

f
(
β 2V 2)= e−β 2V 2 (4.22)

where β is the same as that in Equation (4.11).

The normal and tangential components will be sampled as
√
− ln

(
R f
)/

β . The reflection az-
imuthal angle ϕ is randomly chosen in the range of [0,2π] with uniform distribution. Therefore,
the post-collision relative velocity in X2Y2Z2 is

p⃗∗ =

 U

V cosϕ

V sinϕ

 . (4.23)

After the calculation of an atom/molecules’ post-collision relative velocity in the X2Y2Z2 system,
the relative velocity in the global coordinate system can be acquired by

v⃗∗r = T−1
2 T−1

1 p⃗. (4.24)
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The indirect method does not include any sampling over a distribution function so this method
is more efficient. Finally, the absolute molecule velocity vector will be recovered from the local
collision coordinate system by adding the particle velocity

v⃗g (t +∆t) = v⃗∗r + v⃗p (t) . (4.25)

It must be mentioned that no matter if the direct or indirect method is used, the rotational energy
for a molecule, erot , should be updated in the case of diffuse reflection [29]:

erot =− ln
(
R f
)

kBTp (4.26)

where R f is a random number in the range of (0,1] here.

4.2.4 Solid particle phase change model and particle size correction

Phase change model

The particle phase change will influence the variation of particle temperature when the solid
particle temperature is high enough. Burt and Boyd [140] provided a simple phase change
model following the theory of Hunter et al. [141] to correct the solid particle temperature, but
they considered the solid particle diameter as constant, which is unrealistic because the phase
change will significantly change the size of the substance. This simple phase change model is
reproduced and a particle size correction scheme is added into it. Two essential temperatures
must be specified: the nucleation temperature, Tf , and the equilibrium melting temperature,
Tm. Combined with a ratio of the crystallisation front radius to the particle radius, r1, the two
temperatures divide the phase change process into 4 parts:

1. If the particle temperature Tp < Tf and r1 = 0, then the particle is in the pure solid phase.

2. If Tp < Tf and r1 = 1, which means particle is in the pure liquid phase, but it is supercooled
to a low temperature, or if the Tp < Tm and 0 < r1 < 1, which means the internal part of
this particle is liquid and the shell is solid, as shown in Figure 4.4(a), then the particle is
considered in the solidification process. The variation of r1 is updated through

∆r1 =−A
rp
(Tm −Tp)

1.8
∆t, (4.27)

where 1.8 is the index according to Plastinin et.al [142], A is a constant that depends on
material; it is 2.7×10−6 ms−1K−1.8 for Al2O3. The heat transferred to the gas phase from
the solid particles includes the heat due to solidification. Hence, the particle temperature
calculated through Equation (4.5) should be corrected by removing the part due to solidifi-
cation, which is expressed as ∆

(
r3

1
)

h f
/

cp, where h f is the latent heat of fusion and ∆
(
r3

1
)
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is the variation of r3
1 of a solid particle within ∆t.

3. If Tp > Tm and r1 < 1, this condition means that the core of the particle is solid but the
shell is in the liquid phase, as shown in Figure 4.4(b). In the condition that this particle
absorbed heat and Qδ [⃗v] > 0, then this particle is melting. The new r1 is acquired by
solving the equation:

∑Qδ |⃗v|∆t
cpmp

=
h f

cp
∆
(
r3

1
)

(4.28)

and the temperature variation is calculated through

∆Tp =
h f

cp

(
r3

1 −1
)
. (4.29)

4. If Tp > Tm and r1 = 0, the particle is in the pure liquid phase.

More detail of this phase change model can be found in Ref. [140].

(a) (b)

Figure 4.4: Schematic of particle (a) solidification and (b) melting processes.

Particle size correction

When solid particles experience phase change, the particle diameter change caused by the ma-
terial density variation will affect the number of reflections of DSMC particles from a solid
particle through Equation (4.8) so that it is worthy of consideration. Hence, if the particle tem-
perature is over the equilibrium melting temperature, then the total diameter of the solid particle
is corrected through density correction, whereas, if the particle temperature is lower than the
equilibrium melting temperature, the granular particle diameter is considered to be constant.
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Although the particle core is in the liquid phase, the value of temperature which is lower than
the equilibrium melting temperature is beyond the definition areas of the relation of ρp,l p −Tp.

First, if a particle is in the solid phase and is to melt to the pure liquid phase, the particle diameter
is corrected through:

dp =

(
6mp

πρp,l p

)1/3

, (4.30)

where mp is the particle mass, which is invariable due to mass conservation, ρp,L is the parti-
cle liquid phase density and it is a single value function of particle temperature according to
Equation (7) in Ref. [141].

Second, if the core of the particle is in the solid phase while its shell is in the liquid phase; for
instance, when a particle is experiencing melting, then according to mass conservation

mp = mp,l p +mp,sp (4.31)

and
mp =

1
6

π
(
d3

p,tot −d3
p,sp
)

ρp,l p +
1
6

πd3
p,spρp,sp, (4.32)

where mp,l p is the particle mass of liquid phase and mp,sp is the particle mass of solid phase.
As mentioned in Ref. [140], in the process of melting, r1 represents the cube-root of the liquid
volume fraction so that

r1 =
(

1−
(
dp,sp

/
dp,tot

)3
)1/3

. (4.33)

Substituting dp,sp into Equation (4.32), the following is obtained

dp,tot =

{
mp

1
6π
[(

1− r3
1
)

ρp,sp + r3
1ρp,l p

]}1/3

. (4.34)

4.2.5 Stochastic interparticle collision model

The stochastic collision method deals with solid-solid collisions by selecting collision pairs at
random in a computational cell. Stochastic collision methods are extensively implemented in La-
grangian simulations [143]. The stochastic method has an advantage over deterministic methods
because it saves computational time while searching for collision pairs [143]. A representative
stochastic collision method is the O’Rourke method [144], which has been a standard method
in some commercial codes [143] and has been used in modelling spray dryers [145], but the
O’Rourke method suffers from an unthorough collision kernel, unconvincing collision determi-
nation, and an unlimited time step [146]. The NTC method [143] and the "Collision Zhang&Bo"
method [146] were derived according to the O’Rourke method to improve the accuracy and effi-
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ciency. The generalised NTC method was used to model PSI-induced lunar regolith dispersion
in Ref. [30].

After the collision pairs are determined, collisions are executed to calculate the post-collision
velocities using either the hard sphere model or the soft sphere model [147]. The soft sphere
model, also known as the discrete element method, is based on mechanical elements such as a
spring and a dash-pot, and collisions and contacts are handled by integrating the equations of
motion, leading to substantially higher computational cost [147]. The hard sphere model has a
low computational cost and explicitly expresses particle post-collision velocities; however, the
hard sphere model is designed for dilute granular flows (i.e. the solid particle number density is
assumed to be low) and only binary collisions are considered [147]. In this thesis, only the hard
sphere model is taken into account for simplicity.

Collision detection scheme

The NTC method is that in each cell, the number of inter-particle (ip) collision pairs that should
be selected and tested for collision, Nip, is

Nip =
WpNp(Np −1)

(∣∣⃗vr,ip
∣∣σip

)
max∆t

2Vcell
, (4.35)

where Wp is the number of real solid particles that each simulator represents, Np is the instan-
taneous number of simulator particles in the cell,

(∣∣⃗vr,ip
∣∣σip

)
max is the maximum value of the

product of the collision cross-section, σip, and the relative speed of a particle pair, |⃗vr,ip|, ∆t is
the time-step, and Vcell is the cell volume. Collision pairs accepted for collision if∣∣⃗vr,ip

∣∣σip(∣∣⃗vr,ip
∣∣σip

)
max

> R f .

Hard sphere model

The hard sphere model is widely used to simulate rocket plume and lunar dust interactions [27,
30, 148]. It explicitly expresses the post-collision velocity via the coefficients of restitution and
friction. For simplicity, solid particle-particle sliding [147] is ignored and the granular hard
sphere model used in Ref. [30] is repeated here. The post-collision velocity is updated via

v⃗∗pi
= v⃗m + e

∣∣⃗vpi − v⃗m
∣∣ e⃗ (4.36)

and
v⃗∗p j

= v⃗m − e
∣∣⃗vp j − v⃗m

∣∣ e⃗, (4.37)
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where e⃗ is a vector randomly sampled from a unit sphere and

v⃗m =
mpi⃗vpi +mp j⃗vp j

mpi +mp j

. (4.38)

To ensure energy conservation, when the restitution coefficient, e, is smaller than 1, a fraction
of the kinetic energy of an individual particle is transformed into internal energy through

∆T = 0.5× ((⃗v∗p)
2 − (⃗vp)

2)/cp, (4.39)

leading to an increase in the solid particle temperature.

4.2.6 The multipahse particle-in-cell (MPPIC) method

The MPPIC method, pioneered by Andrews and O’Rourke [149], is a method developed in
computational particle fluid dynamics for efficiently treating the interactions of a dense solid
phase (i.e. high solid particle number density) in simulations of multiphase flows, e.g. fluidised
beds [128]. The solid phase in the MPPIC method is expressed in the Lagrangian framework,
similar to the DSMC method, and each solid simulator particle represents a large number of real
solid particles with the same location, size, density, and velocity. When modelling solid-solid
collisions, the method avoids computationally expensive particle collision detection schemes.

The solid phase transport equation of the particle probability distribution function fp without
the consideration of any collision terms is

∂ fp

∂ t
+

∂ ( f p⃗v)
∂ r⃗

+
∂ ( f p⃗atot)

∂ v⃗
= 0 (4.40)

where the terms on the left hand side are the variation of the particle distribution function
with time, convection in physical space, and external body forces in velocity space, respec-
tively [150]. Generally, the total acceleration, a⃗tot , of a solid particle is expressed as

a⃗tot = a⃗drag −
1

ρp
∇p+ g⃗− 1

θpρp
∇τp (4.41)

in the MPPIC method, where θp is the local solid phase volume fraction, ρp is the solid particle
mass density, ∇p is the gas phase pressure gradient, g⃗ is the gravitational acceleration, and τp is
the interparticle stress, which is also called particle normal stress (if the off-diagonal elements of
the stress tensor are neglected) [150] and particle contact stress [151]. The first two terms on the
right hand side are the acceleration due to drag force and buoyancy, and the final term models
enduring contacts, rather than collisions, between solid particles in a dense solid phase [151].

The final term in Equation (4.41) is evaluated through a packing model (explicit/implicit) in-
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corporating a solid particle stress model (e.g. the Harris and Crighton model [152] or Lun’s
model [153]). The implicit packing model suffers from difficulty in solving highly nonlinear
volume fraction equations, resulting in high computational cost. Furthermore, there is a pos-
sibility of yielding an unphysical negative volume fraction using the implicit packing model
because of the existence of gradients of the particle interpolation operators in the linearised vol-
ume fraction equations [150]. Unlike the implicit packing model, the explicit packing model is
robust and fast because the requirement for an implicit solution for particle stress is removed via
including the stress gradient, making it ideal for three-dimensional simulations. In the explicit
packing model, a continuous calculation of the particle pressure is used to simulate the particle
stress, and the resulting stress force is applied to discrete particles. The packing model limits
and corrects the velocity of the solid particles by increasing the interparticle stress to infinity,
preventing them from entering closely-packed cells that they may move towards [151].

A packing model, however, is insufficient to fully characterise solid-solid interactions because
it does not account for the effect of solid-solid collisions. It has been demonstrated that through
solid-solid collisions, the particle velocity distribution eventually tends to an isotropic, Gaus-
sian distribution, and that high-frequency collisions in dense granular flow enhance particle
stresses [154]. Therefore, the damping and the return-to-isotropy models are also derived and
included in the MPPIC method.

Particle collisional exchanges of mass, momentum, and energy between particles were con-
sidered using a Bhatnagar, Gross, and Krook (BGK) model added on the right hand side of
Equation (4.40) to evaluate the rates of local equilibration of particle velocities and the masses,
compositions, and temperatures of liquid films on bed particles due to collisions [154]. The
transport equation of the solid phase with additional collision terms is

∂ fp

∂ t
+

∂ ( f p⃗v)
∂ r⃗

+
∂ ( f p⃗atot)

∂ v⃗
=

fD′ − fp

tD
+

fG′ − fp

tG
, (4.42)

where fD′ is the "particle distribution function obtained by collapsing the velocity dependence
of f to a delta function centered about the local mass-averaged particle velocity" [151], and
fG′ is the isotropic Gaussian particle distribution function [155]. On the right hand side of
Equation (4.42), the first term, called the collisional damping term, demonstrates that particle
velocities relax to the mass-averaged velocity within a damping time tD and it is an improved
version that takes the effects of the particle coefficient of restitution and of non-equilibrium
particle collision frequency into account [151]; the second term, named the return-to-isotropy
term, ensures that particle distributions tend to isotropy within a relaxation time named the
return-to-isotropy time, tG. The time of the relaxation to an equilibrium distribution caused
by collisions is assumed to be proportional to the particles’ collision time [154]. The final
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expression for the damping time is

1
tD

=
2
√

2
3π

θp

r3
32

∑pWp(rp + r32)
4(⃗vp,i − ¯⃗v

)2

∑pWp(rp + r32)
2
√(⃗

vp,i − ¯⃗v
)2

θcp

θcp −θp

(
1− e2) , (4.43)

where r32 is known as the Sauter mean radius, ∑p is the summation done in a computational cell,
¯⃗v is the averaged particle velocity of a cell, θ is the solid volume fraction, θcp is the solid close-
packing volume fraction and e is the particle restitution coefficient [151]. With the introduction
of Equation (4.43), improvements can be found in the test of colliding particle jets with the
participation of the damping model in Ref. [155] while the results were still not sufficiently re-
alistic because no particle scattering can be observed in the downstream. The particle dispersion
downstream in the colliding jets is observed in the tests of Ref. [155] and the return-to-isotropy
time, tG, is expressed as

1
tG

=
8
√

2
5π

θp

r3
32

∑pWp(rp + r32)
4(⃗vp,i − ¯⃗v

)2

∑pWp(rp + r32)
2
√(⃗

vp,i − ¯⃗v
)2

θcp

θcp −θp

1+ e
2

(
2− 1+ e

2

)
. (4.44)

The code for modeling the damping term and the return-to-isotropy term was previously well-
developed in OpenFOAM. More detail of the derivation of the damping model and the return-
to-isotropy model can be found in Refs. [151] and [155] respectively.

The MPPIC method described thus far is embedded in the Euler-Lagrangian framework with
the Navier-Stokes equations for solving continuum gas phase and it is not capable of simulating
multiphase flow when the gas phase is rarefied. Therefore, the rarefiedMultiphaseFoam and
the MPPIC method both being implemented within OpenFOAM are combined together. The
MPPIC method is reproduced in rarefiedMultiphaseFoam source code and has been improved to
model axisymmetric geometries by the addition of radial weighting factors. The DSMC method
controls the gas-phase evolution, while the MPPIC method is fully responsible for solid-solid
interactions at high solid number density. The accelerations due to the gas phase, incorporating
the drag and buoyancy forces in Equation (4.41), are updated through the interphase coupling
model in Section 4.2.3.

4.3 Benchmarking tests

4.3.1 DSMC particle reflection from the surface of a stationary solid par-
ticle

The momentum and energy exchange from a solid particle to a gas atom or molecule is ac-
complished by collisions of gas atoms/molecules on the solid particle’s surface. The reflection
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Figure 4.5: Computational domain for calculating DSMC particles reflection from a sta-
tionary solid particle.

shown in Ref. [27] is duplicated to validate rarefiedMultiphaseFoam solver. In this validation
case, a real stationary solid particle is fixed at (0,0,0) in the domain, and the atoms/molecules
in the surrounding gas will collide with and then reflect from the surface of this solid particle.
The computational geometry and corresponding boundary conditions are shown in Figure 4.5.
The cell size is 5× 10−5 m and the gas number density is uniform in the domain with a value
of 3.54×1021 m−3. The gas type is not important and the molecule mass is 5×10−26 kg. The
solid particle temperature is 1000 K. One million samples are collected for each case.

Specular reflection

To observe the distributions of the azimuthal angle and the polar angle of post-collision veloci-
ties, the relative velocity between the solid particles and gas molecules/atoms has been fixed as
(100,10,20) m/s to cancel the impact of the variations of the relative velocity on the results of
the distributions. The angle of incidence equals the angle of reflection in specular reflection, and
the magnitude of the relative velocity remains constant. The direction of reflection is distributed
uniformly in space [27]. The results of azimuthal angle and the cosine of polar angle are plotted
in Figures 4.6. The fluctuations from both methods are caused by random sampling, and the
positions of peaks will change with the number of samples. As expected, the azimuthal angles
from both direct and indirect methods are uniformly distributed between 0 to 2π and the cosines
of polar angles from both methods are evenly distributed in the range of [−1,1], which is in
excellent agreement with the results of Ref. [27].

Diffuse reflection

In diffuse reflections, the angle of reflection is not equivalent to the angle of incidence and
the post-collision velocity magnitude (|⃗v∗|) changes. As shown in Equation 4.11, the post-
collision speed of gas atoms/molecules is relative to the particle mass and temperature, and the
post-collision speed should follow the distribution of Equation (4.11). The final profile of the



CHAPTER 4. NEW DEVELOPMENTS IN RAREFIEDMULTIPHASEFOAM AND
BENCHMARKING 89

0 90 180 270 360
Azimuthal angle  ( )

4500

4750

5000

5250

5500

5750

6000

6250

6500

Fr
eq

ue
nc

y

Indirect method
Direct method
From Ref.[27]

(a)

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
cos

4000

4250

4500

4750

5000

5250

5500

5750

6000

Fr
eq

ue
nc

y

Indirect method
Direct method
From Ref.[27]

(b)

Figure 4.6: (a) Azimuthal angle distribution and (b) cosine distribution of polar angle in
specular reflection from the direct and indirect methods in two-way coupling model.
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histograms from both methods is presented in Figure 4.7 and they are in good agreement, with a
tiny difference caused by the statistical error due to sampling. Both methods also have excellent
agreement with the theoretical profile that indicates the kinetic energy change of reflected gas
atoms/molecules after a diffuse reflection from a solid particle surface. Good agreements can
also be found in the distribution of the post-collision azimuthal angle and the cosine of the polar
angle in Figures 4.8 of this work and Figures 8 and 9 in Ref. [27], proving that both methods are
equivalent. In comparison with the profiles in Figure 4.6, the post-collision polar and azimuthal
angle distributions of diffuse reflection shown in Figure 4.8 do not follow a uniform distribution,
which is expected for diffuse reflections.

Figure 4.7: Post-collision relative velocity distribution in diffuse reflection from the di-
rect and indirect methods. The black line is the distribution function of Equation (12)
in Ref. [29]. The number of samples is 1 million. 1: Theoretical distribution of Equa-
tion (4.11), 2: Result from indirect method, 3: Result from direct method based on Equa-

tion (2.22) from Ref. [104]. The probability density is calculated as M j/
bins
∑
j=1

M j × xmax−xmin
bins ,

where M j is the number of samples, bins is the number of bins in the histogram and xmax
and xmin are the maximum and minimum of the horizontal ordinate.

4.3.2 Solid particles in a uniform gas flow

A simple case of a uniform two-phase flow, which was published by Burt and Boyd [29], is
repeated here for validation of the effectiveness and accuracy of the two-way coupling method
in rarefiedMultiphaseFoam. The computational domain is a 0.1 mm × 20 mm 2D rectangle,
as shown in Figure 4.9, divided into 5000 cells (5× 1000) with a cell size of 2× 10−5 m. The



CHAPTER 4. NEW DEVELOPMENTS IN RAREFIEDMULTIPHASEFOAM AND
BENCHMARKING 91

0 90 180 270 360
Azimuthal angle  ( )

0

2000

4000

6000

8000

10000

12000

Fr
eq

ue
nc

y

Indirect method
Direct method
From Ref.[27]

(a)

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
cos

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

Fr
eq

ue
nc

y

Indirect method
Direct method
From Ref.[27]

(b)

Figure 4.8: (a) Azimuthal angle distribution and (b) cosine distribution of polar angle in
diffuse reflection from the direct and indirect methods.
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Table 4.1: Parameters of particle acceleration in a uniform gas flow in the validation of
rarefiedMultiphaseFoam

Gas phase
Species H2 N2 CO

Diameter (m) 3.34×10−27 4.65×10−26 4.65×10−26

Number density (m−3) 2×1023 1×1023 1×1023

Speed (m/s) 2000
Temperature (K) 1000

Solid phase
Species A B

Diameter (m) 3×10−6 6×10−6

Number density (m−3) 9.896×1010 1.237×1010

Speed (m/s) 1200
Temperature (K) 2200

Material density (kg/m3) 3970
Specific heat (J/(kg×K)) 765

Surface thermal accommodation coefficient 0.89

Variable Hard Sphere (VHS) model and the Larsen-Borgnakke model for calculating the redis-
tribution of energy within the gas phase are used in the DSMC simulation. The computational
parameters are presented in Table 4.1. Additionally, 2× 105 samples have been collected after
the steady state for averaging.

Figure 4.9: Dimensions and boundary conditions of the computational domain used for
particle acceleration in a uniform gas flow.

The comparisons of the number density, temperature, and speed of the solid phase and gas
phase between the results from Ref. [29], Ref. [156] and rarefiedMultiphaseFoam have been
made in Figures 4.10–4.12. The results from the new solver are obtained by averaging the 5 cell
values in the direction perpendicular to the flow direction to decrease the statistical noise. The
gas properties all perfectly agree with those in Ref. [29], and the solid phase properties are in
excellent agreement with the results of Ref. [156], but have discrepancies with the solid phase
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Figure 4.10: Average number density of gas phase and solid phase. 1: Result of gas phase
from Ref. [29], 2: Result of gas phase from rarefiedMultiphaseFoam, 3: Result of solid
phase from Ref. [29], 4: Result of solid phase from rarefiedMultiphaseFoam, 5: Result of
solid phase from Ref. [156], 6: Result of solid phase based on Equation (14) of Ref. [29]
from rarefiedMultiphaseFoam

results in Ref. [29].

As specular wall boundary conditions are used, the total energy and momentum of both phases
are conservative. Linear variations of the properties of both phases due to momentum and energy
exchange have been successfully reproduced, indicating that rarefiedMultiphaseFoam is able to
provide physical results. In Figure 4.11, hot solid particles were cooled down linearly during
the movement in x-direction, and the heat was transferred to the gas phase. Different averaging
methods were implemented in the calculation of the average temperature of the solid phase in
each cell by Burt and Boyd [29] and Li et al. [156]. Burt and Boyd [29] used the arithmetic
average temperature, which is calculated through:

T̄ =
∑∑Tp,i jNp,i j

∑∑Np,i j
, (4.45)

while Li et al. [156] used the weighted averaged temperature

T̄w =
∑∑cp,imp,iTp,i jNp,i j

∑∑cp,imp,iNp,i j
, (4.46)

where i is the index of the solid particle species and j is the index of solid particles of a specific
specie within a cell. Figure 4.12 manifests acceleration of solid particles caused by fast-moving
gas flow. Solid particles are finally accelerated to about 1227 m/s using rarefiedMultiphaseFoam,
which is about 4% different from the final speed of the solid particles in Ref. [29].
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Figure 4.11: Average temperature of gas phase and solid phase. 1: Result of gas phase from
Ref. [29], 2: Result of gas phase from rarefiedMultiphaseFoam, 3: Result of solid phase
from Ref. [29], 4: Result of solid phase arithmetic average temperature from rarefiedMul-
tiphaseFoam, 5: Result of solid phase weighted average temperature from rarefiedMulti-
phaseFoam, 6: Result of solid phase weighted average temperature from Ref. [156], 7: Re-
sult of solid phase arithmetic average temperature based on Equation (14) of Ref. [29] from
rarefiedMultiphaseFoam, 8: Result of solid phase weighted average temperature based on
Equation (14) of Ref. [29] from rarefiedMultiphaseFoam
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Figure 4.12: Average speed of gas phase and solid phase. 1: Result of gas phase from
Ref. [29], 2: Result of gas phase from rarefiedMultiphaseFoam, 3: Result of solid phase
from Ref. [29], 4: Result of solid phase from rarefiedMultiphaseFoam, 5: Result of solid
phase from Ref. [156], 6:Result of solid phase based on Equation (14) of Ref. [29] from
rarefiedMultiphaseFoam

4.3.3 Particle phase change

The particle phase change model will be validated to determine if a solid particle can experience
a continuous and physical phase change process. By using the same computational domain in
Section 4.3.1, a real stationary solid particle, whose weight is 1, is deployed at (0,0,0) and the
gas flow passes across the solid particle and results in either solidification or melting of this
solid particle. The simulation detail is shown in Table 4.2. The boundary conditions on the
left and right surfaces are inlet and outlet boundary conditions, and the top and bottom surfaces
are specular wall boundary conditions for the gas phase. The NTC method and variable soft
sphere model are selected to conduct collisions of the gas phase. The particle diameter of the
solid phase is 7× 10−5 m. The material density and specific heat capacity is 3970 kg/m3 and
765 J/kgK, respectively. αp and εp in Equation (4.1) are 1 and 0. The equilibrium melting
temperature, the nucleation temperature, and the constant A of Equation (10) in Ref. [140] for
Al2O3 are 2313 K, 1970 K, and 2.7×10−6 ms−1/K−1.8 [157], respectively. The heat of fusion
is 1.07× 106 J/kg for Al2O3 particles here. The particle size correction model is embedded in
the phase change model to correct the particle diameter due to the density variation.

Figures 4.13 and 4.14 manifest the relationship of Tp −Dp and Tp − r1 of the two cases. The
particle will not melt until its temperature exceeds the melting temperature, which is 2313 K
here. As the solid particle melts towards the internal part, its total diameter, which includes the
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(a)

(b)

Figure 4.13: Results of particle heating process.



CHAPTER 4. NEW DEVELOPMENTS IN RAREFIEDMULTIPHASEFOAM AND
BENCHMARKING 97

(a)

(b)

Figure 4.14: Results of particle cooling process.
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Table 4.2: Parameters of particle phase change cases in the validation of rarefiedMulti-
phaseFoam.

Cooled particle
Phase Material type Velocity (m/s) Temperature (K) Inlet number density (/m3)
Gas Argon (337.2,0,0) 1000 3.54×1021

Solid Aluminum Oxide (0,0,0) 2400 1×1012

Heated particle
Phase Material type Velocity (m/s) Temperature (K) Inlet number density (/m3)
Gas Argon (337.2,0,0) 3000 3.54×1021

Solid Aluminum Oxide (0,0,0) 1900 1×1012

diameter of the solid sphere core and twice the thickness of the liquid shell, will increase in the
condition of constant particle temperature. When it is completely melted into the liquid phase,
the particle diameter will increase to the maximum value and remain constant. For heating cases,
the solver can provide a solution that is in excellent agreement with the theoretical results.

As expected, the solid particle diameter will be reset to 7×10−5 m when its temperature reaches
the melting temperature, and as assumed, the solidification process starts when the particle tem-
perature is lower than the nucleation temperature, as shown in Figure 4.14(a). It is worthy to
note that the temperature surge in the relationship of Tp − r1 in Figure 4.14(b) is caused by
existence of the term of latent heat of fusion representing the transition from the liquid phase
to stable α−phase of alumina, which is mentioned in Equation (12) of Ref. [140] to simplify
the crystallisation process, and this temperature variation prevents the particle temperature from
exceeding the melting temperature, which can be observed from the red dash line representing
the melting temperature.

To sum up, the phase change model with the size correction proposed here allows a solid par-
ticle to experience a continuous phase change and diameter change. However, the collision
between these liquid droplets or particles mixed with both phases and the droplet-wall inter-
action have not been considered yet. Currently, the thermophysical properties of Al2O3 [141]
and ZrO2 [158] are well-defined, but the thermophysical properties of other materials can be
extended in the future.

4.3.4 Particle sedimentation using the MPPIC method

In Section 4.2.6, the MPPIC method have been reviewed, which is responsible for the simu-
lations of solid particles interactions, including enduring and transient contacts. Before any
application, a gravity-dominated sedimentation case in Ref. [150] is repeated with no gas phase
in the domain to allow us to focus on the correctness of the reproduced MPPIC method in the
rarefiedMultiphaseFoam.

The domain is a 0.138×0.138×0.3 m hexahedron and it is decomposed into 9000 cells (15×
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15×40). The boundary conditions of the six surfaces are all diffuse wall boundary conditions.
The particle material density is 2500 kg/m3 and the diameter is 0.3 mm. The number of solid
simulator particles in the domain is 162232 and each parcel represents 749 real solid particles.
The gravitational acceleration is 9.8 m/s2 and the time-step is 0.001 s. All particles are stationary
after the initialisation and distributed uniformly throughout the domain. The dual averaging
method and the extended Harris and Crighton particle stress model [150, 152] are used. The
interparticle stress is expressed as

τp =
Psθ

β
p

max [(θcp −θp) ,ε (1−θp)]
(4.47)

according to the extended Harris and Crighton model, where Ps is a constant in the range of 5 to
200 with a unit of pressure [159], β is suggested to be a constant between 2 and 5 by Auzerais
et.al [160], ε is 1× 10−7, θp is solid particle volume fraction, and θcp is the close-packing
volume fraction. Here Ps , β and θcp are 10 Pa, 2 and 0.6 respectively according to Ref. [150].

The results of the particle distribution is shown in Figure 4.15. When t= 0.01 s, particles with a
volume fraction of 0.3 are initialised uniformly in the domain. As the particles begin to acceler-
ate under the action of the applied gravity, the volume fraction at the top approaches zero, while
the volume fraction at the bottom approaches the close-packing value. When all of the parti-
cles have settled, there is an evident cut off at half the domain’s height where no solid particles
remain above (t = 0.6 s).

The particle volume fractions with time are compared quantitatively in Figure 4.16. The volume
fraction values in Figure 4.16 are averaged ones in the x− and y−directions at each layer to
reduce the statistical noise. At t = 0.1 s, 0.2 s and 0.6 s, the volume fractions agree well with
those from Ref. [150]. If the statistical noise is neglected, the cause of the difference at t = 0.15
s is most likely the drag force and coefficient of restitution. To begin with, no drag force is
acting on the solid particles due to the absence of the gas phase in this test while the gas phase
is present in the test case of Ref. [150], with a gas density of 1.093 kg/m3. The sedimentation
speed of solid particles is faster than that with the appearance of drag forces, leading to a higher
volume fraction between 0.08 m and 0.125 m and a smaller volume fraction between 0.19 m and
0.21 m.

In addition, at 0.2 s in Figure 7 of Ref. [150] and at 0.15 s in Figure 4.15, a small amount of
particles bouncing back from the top sedimentation layer are noticeable, but the volume fraction
distribution near the top of the sedimentation layer appears to be different in the two figures,
which might be a result of a difference in the coefficient of restitution used in the validation
case. The coefficient of restitution in current test is 0.85, but it is not mentioned in Ref. [150].
Figure 4.17 presents a comparison of the effects of the coefficient of restitution with the same
physical properties except for the difference in the coefficient of restitution. A higher restitution
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coefficient means less kinetic energy lost during collisions. The particles with a higher coeffi-
cient of restitution obviously bounce back higher than those with a smaller coefficient, proving
the significance of the coefficient of restitution.

4.4 Summary

In this chapter, the open source DSMC solver – dsmcFoamPlus has been updated to include a
two-way coupling model to calculate the momentum and heat exchange between the gas and
solid phases, a solid particle phase change model with particle size correction, the solid stochas-
tic collision model for dilute granular phases, and the MPPIC method to solve dense granular
flows.

Some benchmarkings of an open source DSMC-based solver in OpenFOAM for two-phase rar-
efied flow called rarefiedMultiphaseFoam have been undertaken. Results from rarefiedMulti-

phaseFoam have been compared with the theoretical and previous simulation results.

The results of azimuthal and polar angle distributions of specular and diffuse reflections of
DSMC particles from the stationary solid particle surface through the indirect method are in
excellent agreement with those obtained through the direct method, proving the equivalence
between the two methods. The post-collision relative speed through both methods has been
compared with the theoretical result and shows good agreement.

The case of solid particles injected into a uniform gas flow is reproduced. The results are physi-
cal and in good agreement with that shown in Ref. [29].

The reproduced MPPIC code in rarefiedMultiphaseFoam is validated through a gravity-controlled
sedimentation case. The results of the volume fraction of the solid phase are logical and agree
well with that in Ref. [150], indicating the effectiveness of the MPPIC method.

The results of the phase change model are presented by calculating the process of cooling and
heating of a stationary solid particle. The results show that a solid particle can experience a
physical and continuous phase change with the use of the phase change model.

After rigorous validations and benchmarkings, the solver can be applied to the simulation of
lunar PSI and the simulation parameters and results will be discussed in the next chapter.
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Figure 4.15: Particle distribution variation with times during the process of sedimentation.
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Figure 4.16: Comparison of solid phase volume fraction distribution. Red: from rarefied-
Multiphase. Black: from Ref. [150].

Figure 4.17: Comparison of the particle distribution with different coefficient of restitution
at 0.2 s.



Chapter 5

Application of rarefiedMultiphaseFoam:
lunar plume-surface interactions

Chapters 2 and 3 studied supersonic starting free jet flows and their impingement on a flat plate.
This chapter will replace the plate with a regolith-coated surface, and the supersonic starting
jet and eventual exhaust plume from a nozzle will impinge on and interact with the dust layer.
The multiphase solver benchmarked in Chapter 4 – rarefiedMultiphaseFoam solver will be used
to simulate PSI. To begin with, a short literature review of PSI will be presented, followed by
the details of the simulation parameters. The transient effect and influence of the solid-solid
enduring contacts on the gas field and the lunar regolith layer will be discussed.

5.1 A review of PSI

PSI is a multi-phase and multi-system complex discipline that details the phenomenon caused
by the impingement of a rocket exhaust on planetary body regolith; including cratering physics,
ejecta dynamics, and plume flow physics [26].

Much effort was devoted to investigating PSIs during NASA’s Apollo and Viking projects, since
this phenomenon has the potential to have an influence on human activities in the extraterrestrial
environment and has become one of the most challenging problems in lunar missions [161].
When the Apollo 12 lunar module landed on the Moon, permanent marks caused by sandblast
induced by PSIs were observed on the surfaces of the Surveyor 3 spacecraft, which was located
155 m away from the Apollo 12 landing site [162]. In addition, the 11◦-tilt caused by PSI during
the landing of the Apollo 15 lunar module, shown in Figure 5.1, threatened the progress of the
mission [163]. Small particles released are believed to have achieved escape velocity because

103
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Figure 5.1: Apollo 15 Lunar Module tilted 11 degrees into a crater [21].

of the near vacuum environment on the Moon, posing risks to orbital facilities [164]. When
improved rocket engines with considerably higher thrust are deployed in the future, PSIs will be
a significant worry [21].

Future spacecraft must be constructed to withstand the resulting dust or sand shower caused
by PSIs. PSIs on Mars also attracted attention. Soil bearing capacity failure, liquefaction, and
eruptions were found during the tests of the descent engines of the Viking landers [165, 166].
The Mars lander in the Mars Science Lab was designed to use a sky-crane manoeuvre to remit
the plume-dust interaction, but computational fluid dynamics (CFD) simulations showed that
the plume-dust interaction was inevitable [167]. The plume-dust interaction will always be a
concern as long as humans seek to explore other extraterrestrial planets, moons, and asteroids.
The risk control of the plume-dust interaction necessitates a thorough knowledge of multiphase
dynamics [164].

The actual behaviour of the PSIs is related to the nozzle thrust, height, angle of the jet, the
period of firing, and soil physical properties [168]. Because of its multiphase and multi-system
characteristics, this phenomenon poses a difficulty during the landing or launch procedure on the
moon and Mars, and it is not fully understood and explained. The trajectories of bed particles
have been shown to be dependent on a variety of factors, including plume structure, which is
affected by nozzle height, stagnation pressure in the combustion chamber, and nozzle geometry,
particle geometry, and physical properties, which include size, shape, and density, and particle-
particle interactions [169].

5.1.1 Direct plume impingement

The plume impingement can be divided into two types: direct, where the core of the plume
directly impinges on a surface, and indirect, where the periphery or the backflow of the plume
impinges on a surface [170]. The plume impingement from a landing module leading to the
dust layer erosion belongs to the first kind. According to Donaldson et. al [171], the structure
of impinging steady jet flows consists of a free jet, an impingement zone, and a wall jet. The
supersonic exhaust gas from a rocket nozzle produces a Mach disc, followed by expansion waves
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and a standoff shock immediately above the surface [164]. A plume in a rarefied extraterrestrial
environment will experience multiple flow regimes and a schematic of the plume-dust interaction
is been shown in Figure 1.5.

The earliest model of plume impingement was developed by Roberts [172] for the preparation of
the Apollo program [170]. The relation between the pressure of the stagnation point, denoted as
pstag, and the chamber of the thruster, denoted as pc, was presented when the altitude, denoted
as H, is smaller than Rn

√
(κ +2)/2, where κ = γ (γ −1)Ma2

n:

pstag

pc
=
(
1+ γMa2

n
)(

1+
γ −1

2
Ma2

n

)−γ/(γ−1)

, (5.1)

where Man is the nozzle Mach number. Otherwise, when the hovering altitude is higher than
Rn
√

(κ +2)/2, the equation becomes

psp

pc
=

κ +2
2

(
H
Rn

)−2 (
1+ γMa2

n
)(

1+
γ −1

2
Ma2

n

)−γ/(γ−1)

. (5.2)

The pressure at the stagnation point is of great importance because the surface shear stress and
the dust erosion rate hinge on it [170].

As the deflected flow enters the rarefied flow regime in the radial direction, the strong shock
wave thickens in the radial direction, eventually entering the free-molecular regime. A bound-
ary layer forms on the dust layer, which thickens in the radial direction and tends to be a Knud-
sen layer. According to Mehta et. al [173], although most plumes from a descent engine on
Mars or the moon are under-expanded, the atmospheric difference between the moon and Mars
causes a significant change in plume structure. The plume may be deflected when the landing
module approaches the ground, and this deflected plume impingement on the landing module’s
components may raise loads and heat fluxes [16].

The continuum, transition, and free-molecular flow regimes are present in the gas flow field
due to the direct plume impingement on the moon. CFD is suitable for the continuum flow
regime which is close to the nozzle and possibly the stagnation region, while the rarefied flow
regimes can be solved by the DSMC method. Efforts have been made to combine these two
methods together through the communications at the interfaces between continuum and other
regimes [161]. The hybrid CFD/DSMC method was first realized by Wadsworth and Erwin [174]
through interpolation of the flux properties at the interfaces, but it was implemented to simula-
tions of one-dimensional shock waves. A continuum-particle method which can automatically
adjust the interfaces between regimes was developed by Schwartzentruter et.al [123] and was
successfully used in simulations of hypersonic problems [175–177]. Yang et.al [178] coupled a
CFD code, Nozzle Flow, with a DSMC code, Plume Work Station, to study the impingement of
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a thruster plume on the surface of a circular cone. Marichalar et. al [179] modelled the plume
impingement during the ascent stage of a lunar lander through a loosely coupled CFD/DSMC
method. An alternative method is a unified continuum-rarefied solver by combining a Boltz-
mann kinetic solver with gas kinetics-based continuum flow solvers, which was proposed by
Tosh and Liever et. al [180]. The simulation results of the size of the standoff shock, surface
pressure, and shear stress distribution of the plume impingement under lunar conditions with
different altitudes in their work were compared with the experimental results and good agree-
ments were found. Ye et.al [181] use a CFD/DSMC method considering the CFD result as the
input of the DSMC simulation to investigate the vacuum plume diversion technique outside the
earth.

5.1.2 Cratering physics and particle ejecta

Videos recorded during the descent of the Apollo Lunar Module provided a wealth of informa-
tion, including the estimation of the particle ejection angle (around 1-3◦) and the number density
of lifted particles (around 108 − 1013 m−3) [20]. However, the quantity and quality of desired
data are insufficient due to the limited number of landing missions [131].

Extensive lab experiments on the jet and granular bed interactions have been conducted to under-
stand the complex mechanisms. Metzger et al. [17] have concluded that the plume impingement
will move dust particles owing to a combination of any four mechanisms: viscous erosion, dif-
fused gas eruption, bearing capacity failure, and diffusion-driven shearing. Viscous erosion is

Figure 5.2: Schematic of viscous shear erosion [26].

common when the size of the solid particles is small, and it is mainly associated with the lifting
and rolling of granules in the top layer, as shown in Figure 5.2. The diffused gas eruption occurs
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when gas penetrates and pressurises the porous structure of the dust layer bed, causing the dust
layer bed to fluidise. Bearing capacity failure is the creation of a depression when the stagnation

Figure 5.3: Schematic of bearing capacity failure [26].

pressure exceeds the dust bearing capacity, as shown in Figure 5.3. Diffusion-driven shearing is
a process in which soil internal motions are caused by enough body force from the gas inside
the porous structures of the soil [169]. A new erosion mechanism called diffusive gas explosive
erosion, presented in Figure 5.4, was found during the Phoenix spacecraft mission; it is a result
of pulsed supersonic jet impingement on a porous dust layer that leads to local fluidisation and
shock wave formation and propagation in a dilute gas environment [18].

The geometric information of craters under different conditions is also collected through labo-
ratory experiments. Haehnel et. al [182] proposed an empirical method to evaluate the crater
sidewall slope and the crater depth that takes into account the experimental results of the im-
pingement of a subsonic jet on a cohesionless granular bed. Guleria and Patil [169] observed
craters in five different forms, including saucer, parabolic, parabolic with an intermediate re-
gion, U, and conical slants with a curved bottom. Their experiments proved that the particle
size and distribution have a significant impact on the crater shape, dimension, and the forma-
tion mechanism. As a result, the cratering process on various landing sites on the moon and
Mars is complicated by dust particles with varied particle sizes and distributions. The experi-
ments mentioned above were conducted intrusively with the nozzle close to a transparent board
to allow observation of the crater formation. To some extent, the flow field with a board is
different from that without one. To circumvent this problem, Stubbs et. al [25] used the stereo-
photogrammetry technique in atmospheric conditions to record a three-dimensional image of the
crater and conduct measurements non-intrusively. This new visualisation method successfully
captured the time-resolved and stereo-geometrical information of the crater formation process.
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Figure 5.4: Schematic of explosive erosion [26].

Lunar particles are magnetic and have low DC conductivity and dielectric loss due to abundant
iron material, so lunar particles are prone to adhere to each other and cause static electricity un-
der vacuum. It should be highlighted that glass bubbles, sand, and volcanic ash are commonly
used to simulate the real lunar regolith granules because of insufficient lunar regolith samples,
but experimental results using simulator particles in atmosphere are usually different from that
using real lunar particles [161].

Unfortunately, it is highly difficult to mimic a planetary environment, including high vacuum,
strong cosmic radiation and electric field, and low gravity [161], in a laboratory experiment. The
lab experiments mentioned were conducted in the atmosphere rather than in a vacuum chamber
that creates a rarefied environment. Metzger [183] mentioned a series experiments for scaling
the dust particle erosion rate in lunar and Martian conditions in NASA. He recorded a figure
of the crater formed under the conditions of a lunar and Martian rocket plume. The size of the
crater formed in rarefied conditions was bigger than that in atmospheric conditions, and neither
an intermediate region nor a rim [169] was found in this crater. Metzger [183] recognised that
the surface erosion rate according to experiments in the continuum flow regime resulted in an
under-estimation in the transition flow regime and implied that the Knudsen number exacer-



CHAPTER 5. APPLICATION OF RAREFIEDMULTIPHASEFOAM: LUNAR
PLUME-SURFACE INTERACTIONS 109

bated the complexity of the plume erosion physics. In NASA’s Physics Focused Ground Test
campaign [184], a series of scaled ground tests have been conducted to provide benchmarking
data of plume-surface interactions in low-pressure environment for numerical tools. In their
experiments, a splitter plate with a 38◦ leading edge was implemented to bisect the plume and
allowed the observation of two-dimensional soil erosion [184]. Quantities considered in the
scaling of the experiments include the non-dimensional altitude, the ratio of kinetic-to-internal
energy of the plume gas, the solid particle Reynolds number, the particle Knudsen number, the
densimetric Froude number, soil strength, dimensionless threshold friction velocity, and dimen-
sionless pressure gradient, but it is pointed out that these quantities are unable to be perfectly
scaled in the ground tests [184]. Efforts were also made to acquire results from an experiment
conducted in a chamber falling from a tower [185] to replicate the extraterrestrial gravity field,
but the experiments were limited by the size of the chamber.

Early efforts [186, 187] have been done to relate the crater formation and the erosion with the
nozzle heights and pressure ratios. Experimental studies were further extended to model the
erosion rate, total quantity of ejected soil, and soil ejection angle because these parameters
are considered three important properties to quantify the damage to the spacecraft itself and the
hardware around it [21]. It has been found that viscous erosion is the most important mechanism
during the period of landing [188] and it is important in widening the crater size [183]. The
derivation of the Roberts model [172] was dependent on the viscous erosion. In the Roberts
model [172], which is used in Refs. [16, 24, 30, 135, 137, 189, 190], the erosion rate, ṁ (kg/(s
m2)), is assumed to be proportional to the difference between the surface shear stress and a
threshold stress which is calculated through the Mohr-Coulomb equation:

0.5a
∣∣⃗vg
∣∣ ṁ = τss − τts (5.3)

and
τts = τco + p tanϕ0, (5.4)

where ṁ is the mass erosion rate, τss is the surface shear stress, τts is the threshold stress, τco is
the cohesive stress and ϕ0 is the repose angle of soil. a is an empirical dimensionless parameter
representing the fraction of gas velocity that a particle acquires [191] because of the loss of the
momentum and energy during impingement and the uncertainty of the landing position (i.e. the
difference of physical properties of the regolith particles at different locations). It has been
found that decreasing a will increase the crater size. Metzger et al. [191] modified the Roberts’
model by considering the ejection angles of particles and adding a material damage model. The
Roberts’ model, on the other hand, isn’t the only one employed in plume-regolith interactions.
For instance, Morris [170] implemented a relation

ṁ = 0.0022τss (5.5)
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to evaluate the mass erosion rate per time-step. As the dust erosion rate is proportional to the
local gas dynamic pressure [24], the gas dynamic pressure above the lunar surface at 10 cm or
5 cm was calculated as the shear stress τss for the estimation of dust erosion rate in the work of
Refs. [170] and [24]. On the other hand, Lane and Metzger [192] provided theoretical equations
for determining the erosion rate and total mass of lunar dust excited. A simple relationship
based on data from the Apollo project through the weather radar technique between the mass
erosion rate of lunar dust and the surface shear stress was proposed. The analytical approach
of Metzger [192] was used to investigate the soil erosion during the landing of Chang’E-4,
which is part of the China Lunar Exploration Project by You and Zhang et al. [193]. They
improved the theoretical erosion rate equation and suggested that further improvements could
be made in the consideration of particle ejection angle distribution. There is limited literature
focusing on the particle ejection angle in the erosion model. In Ref. [137], Li and Ren et. al

compared the particle injection angle acquired from the result of their private code with that from
Refs. [27,30,135]. They concluded that smaller particles have a larger ejection angle than larger
particles, and that the particle ejection angle increases in the nozzle radial direction, but there
is a noticeable difference in the ejection angles in the same test case using different interphase
calculation methods.

The expression of the erosion rate modelled from these experimental studies provided useful
information for numerical simulations of PSIs, but solid-solid interaction models without the
consideration of close-packing limits and enduring contacts, such as merely considering binary
collisions or replacing the regolith layer with a plane surface in Refs. [16, 24, 30, 136, 137, 189],
give rise to unrealistic sedimentation and inaccurate movements. Replacing the regolith layer
with a plane surface leads to the failure to capture transient gas flow field variations caused by
cratering. In addition, the amount of regolith particles injected into the computational domain
according to Equation (5.3) is unbounded. In practice, the actual number of lifted particles is
associated with the surface shear stress caused by the plume and must be finite and decrease
with time as the dust layer is eroded due to mass conservation. However, with the consideration
of the mass conservation, overestimation of the number of entrained dust particles occurs when
the simulation is run to acquire a steady granular flow.

To summarise, experiments are inevitable and essential for the validation and uncertainty esti-
mation of numerical tools, but an effective and open-source code is cost-effective to promote
the understanding of the plume-surface interactions. Solid-solid binary collisions or overly sim-
plified models of dust layers in previous PSI simulation results are unable to correctly simulate
the transient interaction between the plume and the regolith-coated surface. Both instantaneous
and enduring contacts should be considered at the same time in the simulation of PSI. In Sec-
tion 4.2, the basic theory of the simulations of gas-solid flows in rarefied conditions have been
detailed and the models have been validated in Chapter 4. The numerical result of the lunar
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plume-surface interactions with the MPPIC method where the solid-solid enduring contacts are
considered will be presented for the first time and it will be compared with the result with the
solid stochastic collision model. The effect of the transient effect and the enduring solid-solid
contacts will be discussed.

5.2 PSI simulation

To ensure a secure landing on the Moon, the primary thruster will activate before the landing
module impacts the surface. The module can be seen as being suspended above the lunar sur-
face just before the reverse thruster fires. Since the flow field inside the nozzle is not taken
into account in this study, the entire nozzle is substituted by a nozzle exit surface. When the
nozzle starts to discharge, a high-speed gas flow impacts the ground and interacts with the lunar
surface and the regolith particles that are lying on it. The regolith layer may be represented
mathematically as a collection of particles lying on a solid surface using the stochastic collision
and MPPIC methods, from which regolith particles are entrained in the gas flow and expelled
into the domain, resulting in a cratering and dispersal process.

In Figure 8(b) of Ref. [30], the lunar descent engine from the Apollo era is modelled. The nozzle
exit radius was 0.81 m, and the standoff height was 2 m. To save computational costs, the nozzle
exit radius and stand-off height are scaled down by a factor of 100 in the current study. This
has the consequence of increasing the Knudsen number while decreasing the Reynolds number
of this problem. The nozzle stagnation temperature and pressure remain unchanged from the
early studies, and the profiles for velocity, density, and temperature at the nozzle exit are simply
scaled down. Figure 5.5 presents the dimensions of the axisymmetric computational geometry.
A simple diffuse wall boundary condition with a coefficient of restitution in the normal direction
is applied to the bottom surface of the computational domain to substitute the specular wall in
Ref. [27] and the time-step of both cases is 2.5×10−9 s.

Water vapour is selected as the working gas in this simulation, as it has been in previous simula-
tions of PSIs with the larger Apollo nozzle, with molecular mass and diameter of 2.99×10−26

kg and 4.5×10−10 m, respectively. The number of rotational degrees of freedom and number of
vibrational modes are both 3. For the variable hard sphere collision model, the exponent of the
viscosity-temperature power law is 0.75. The vibrational modes are modelled using a harmonic
oscillator model, with characteristic vibrational temperatures of 2294 K, 5261 K, and 5432 K
for the bending, symmetric stretch, and asymmetric stretch modes, respectively. The profiles of
the number density, temperature, and velocity (both radial and axial components) at the nozzle
exit are extracted from the distribution profiles in Figure 5 of Ref. [30] (and scaled down to fit
the smaller nozzle exit radius in the current work) because the distributions are not uniform.

The models applied in the DSMC method are identical to those in Chapter 3. The NTC method
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is applied to determine collision partners for the DSMC simulators, and the variable hard sphere
model with the Larsen-Borgnakke energy redistribution model is used to determine the post-
collision properties. The indirect interphase coupling model is used in this work to quantify the
momentum and energy exchange between the gas and solid phases.
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Figure 5.5: Computational domain for the plume-surface interaction study.

Regarding the regolith material, solid particles are assumed to be unconsolidated with a diam-
eter of 2.8× 10−7 m to attempt to ensure the particle local free-molecular assumption (Knp >

10) [28]. The regolith material density, the specific heat capacity and the surface thermal ac-
commodation coefficient are 3100 kg/m3, 2180 J/kgK and 0.89, respectively. The coefficient of
restitution of lunar regolith particles is sensitive to the material, direction of impact, and coef-
ficient of friction [194], which is not the topic of the current work. For the sake of simplicity,
it is assumed that solid particles lose 15% of their momentum due to collisions and that the co-
efficient of restitution is 0.85. After initialisation, the velocity and temperature of each regolith
particle are (0,0,0) m/s and 200 K, respectively, and all particles are dispersed in the ’dust layer’
shown in Figure 5.5.

The PSI simulations were conducted on the regional high performance computing machine
ARCHIE-WeSt, using 40 cores per task and each simulation required 2 weeks of wall time.

5.2.1 Case I: stochastic particle collision model

The mesh parameters of the six blocks in Figure 5.5 are detailed in Table 5.1. The radius of
the domain (i.e. y direction) is 45 mm. The stochastic collision model is applicable to the
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Table 5.1: Mesh detail with stochastic collision model.
Block ID Cell numbers (X ×Y ) Cell edge grading (X Y Z)

A 775×775 (7.5 7.5 1)
B 40×775 (7.5 7.5 1)
C 775×294 (7.5 6.7 1)
D 40×294 (7.5 6.7 1)
E 775×370 (7.5 1.7 1)
F 40×370 (7.5 1.7 1)

Table 5.2: Mesh detail with the MPPIC method.
Block ID Cell numbers (X ×Y ) Cell edge grading (X Y Z)

A 775×775 (7.5 7.5 1)
B 40×775 (7.5 7.5 1)
C 775×294 (7.5 6.7 1)
D 40×294 (7.5 6.7 1)
E 775×626 (7.5 1.7 1)
F 40×626 (7.5 1.7 1)

dilute granular phase and the dust particle number density is 2.175× 1016 m−3, corresponding
to a volume fraction of 0.0025%. The weight of each solid particle simulator is 25 (i.e. one
simulator represents 25 real regolith particles.). The gravitational field is effective in the domain
above the ‘dust layer’ in Figure 5.5. There are approximately 100,000 solid simulator particles.
The domain contains roughly 13.7 million DSMC simulator particles at the simulation end time
which is 0.375 ms. The DSMC does not achieve a ’steady-state’ due to the solid particles
travelling through the domain and the two-way coupled characteristics of the simulation, and
both phases are entirely transient.

5.2.2 Case II: MPPIC method

The radius of Case II is extended to 65 mm and the mesh details are presented in Table 5.2. It
is suggested that the best estimate of the bulk density of the lunar regolith is 1500 kg/m3 [195],
which would result in a close-packing state in each cell, and that it would thereby take a rel-
atively long time (in comparison to the time step) to allow the plume to entrain the regolith
particles, resulting in an unaffordable computational cost for the current work. Hence, the re-
golith number density is given as 2.175×1018 m−3, corresponding to a volume fraction of 2.5%
and the bulk density of around 77.5 kg/m3 (i.e. the collision-dominated granular flow regime).
Approximately 1 million solid simulators are initialised in the ‘dust layer’ and the weight of the
solid simulators is 376. The highest volume fraction of a container filled with perfect same-size
spheres has been determined to be about 0.64 [196], but in this test scenario, the close-packing
volume fraction is reduced to 0.62.

The Harris and Crighton model is implemented to calculate the interparticle stress. It is well
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understood that Ps must be sufficiently large to avoid exceeding the close packing volume frac-
tion in dynamic calculations. Small values of Ps will yield longer relaxation times for an over-
packing cell to balance to the close-packing value; extremely small Ps will result in failure of
expelling particles from an over-packing or close-packing cell. In low volume fraction locations,
increasing the exponent β can constrain particle dispersion [159]. Yet, the choice of Ps and β

is empirical, and no studies of the impact of both parameters in PSI simulations can be found.
Therefore, typical values of Ps and β are given to ensure for a stable result, which is 50 Pa and
3, respectively. Explicit packing model, damping model with the damping time expressed in
Equation (4.43), and return-to-isotropy model with the return-to-isotropy time shown in Equa-
tion (4.44) are used and the dual averaging method in OpenFOAM is implemented. Similar
to Case I, this simulation is fully transient and no ‘steady-state’ for either phases is achieved;
approximately 16.7 million DSMC particles are distributed in the domain at the final time-step.

5.3 Results and discussions

Figures 5.6 and 5.7 show the developments of the gas-solid flow in both cases. A strong normal
shock wave above the dust layer rapidly decelerates the gas flow. The normal shock wave moves
towards to the dust layer after its formation and then reverses its direction and eventually resides
at a position close to X = 10 mm. The somewhat unusual shock wave caused by the nozzle exit
conditions and the stand-off height was also noticed by Morris et.al [30]. The evolution of the
regolith layer can be separated into two stages: cratering and dispersal. An evident boundary
layer has formed above the dust layer in Case II with the MPPIC method, shown in Figure 5.7 at
t = 7.5×10−6 s and Figure 5.8, while this boundary layer is not observed when the stochastic
method is used, see Figure 5.6, at the same time, suggesting that the top surface of the regolith
layer acts as a diffuse wall in Case II. In Figure 5.8, an increase of the boundary layer thick-
ness can be observed due to the escalation of the rarefaction level in the radial direction. The
regolith granules in the vicinity of Y = 15 mm have been transported towards and away from
the nozzle axis at 3.75× 10−4 s in Case I while a full layer of dust particles exists at 5× 10−4

s in Case II. The cratering process is slower with the MPPIC method than with the stochastic
collision method. The evolution of the solid phase will be comprehensively discussed later.

5.3.1 Gas flow field

The gas speed field is compared in Figure 5.9 between the stochastic collision model and MPPIC
method. The basic structures, including the normal and oblique shock waves, and the vortex
after the shock waves, are similar to, but not identical with those presented in Figure 8(b) of
Ref. [30], most likely because of the increased Knudsen number and decreased the Reynolds
number where the nozzle dimension, scaled down by a factor of 100 here, is considered as
the characteristic length. The high-speed jet is impeded and decelerated in a short distance



CHAPTER 5. APPLICATION OF RAREFIEDMULTIPHASEFOAM: LUNAR
PLUME-SURFACE INTERACTIONS 115

Figure 5.6: Overview of the two-phase flow evolution with the stochastic method.
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Figure 5.7: Overview of the two-phase flow evolution with the MPPIC method.
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Figure 5.8: Boundary layer thickness at t =7.5×10−6 s of Case II.
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Figure 5.9: Comparison of gas velocity field between case I and II at t = 0.375 ms.

by the lunar surface through the strong normal shock wave. In the radial direction, the pressure
difference between the stagnation region with high pressure and the far-field region with rarefied
environment is balanced through a relatively weak oblique shock wave [30]. This oblique shock
wave connected with the strong normal shock wave at around Y = 2 mm and the curved shock
at Y = 14 mm. Similar to Case II, the top layer of the regolith layer should behave like a diffuse
wall for the gas phase gradually permeating through the porous medium and the lunar regolith
starts to be eroded due to the pressure and shear stress on the surface, shown in Figure 5.10, but
the gas flow crosses the lunar regolith and impinges on the lunar surface because of the small
volume fraction in Case I with the stochastic collision model; this not realistic. Marked by the
dashed lines in Figure 5.10, the particle ejection angle increases with time because of the erosion
of the dust layer with time.
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Figure 5.10: Gas speed field of case II.
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Even if the initial environment is vacuum, a vortex still appears after the shock wave because
the Knudsen number near the stagnation region is higher than the critical Knudsen number
characterising the vortex formation mentioned in Chapter 3. The wall vortex downstream of
the strong normal shock wave in Figure 5.9 is distorted due to the erosion and the cratering
changing the shape of the regolith layer. It should be mentioned that there is a vortex-like
structure below the main wall vortex in both cases, shown in Figure 5.9 and the positions of this
structure in both cases coincide with the location where a large number of solid particles are
entrained, see Figures 5.6 and 5.7, indicating that this structure may be a result of the amount
of entrained particles. Furthermore, the difference in height and size of the vortex-like structure
in both situations may be related to different particle distributions in the region downstream of
the normal shock wave. In particular, there is small secondary vortex at 0.5 ms of Case II owing
to the entrained dust particles. Figures 5.11 and 5.12 compare the gas pressure and temperature
fields of both cases at 0.375 ms. The gas pressure located at the joint of the oblique and curved
shocks (around Y = 14 mm), corresponding to the deepest erosion, is much higher than the
other places in both cases and the pressure value increases with time. The gas pressure at the
normal shock wave in both cases seems to be similar, but the pressure distributions downstream
of the curved shock are different in the two cases. The temperature fields at the curved shock
are similar while they are distorted at the normal shock and oblique shock waves and their
downstream field close to the stagnation regions. Specifically, the normal shock wave at X = 12
mm of Case II is thicker than that of Case I in Figure 5.12.

The gas pressure, temperature, and velocity profiles along the nozzle symmetry axis of the MP-
PIC case is shown in Figure 5.13. The normal shock wave moving back and forth between
t = 0.45 ms and t = 0.5 ms can be observed from the pressure and axial velocity component
distributions. This fluctuation of the normal shock wave is also presented in the pressure and
temperature distributions of Figure 5.14. The distortion of the gas flow field due to the entrained
solid particles can also be proved by the pressure and temperature distribution downstream of the
normal shock wave in Figure 5.14. However, the entrained solid particles seem to have limited
impact on the gas radial velocity because the gas radial velocity component along the symmetry
axis changes little.

The height of the normal shock wave varies in Figures 5.11 and 5.12 because of the different
evolution process of the solid phase. First, the gas field in both cases will not reach a steady
state until the regolith layer stops evolving. There are more solid particles in Case II than
that in Case I, and solid particles are accelerated slower with the MPPIC method due to the
presence of multiple collisions and enduring contacts. The increase of the number of entrained
solid particles delays the time for the gas phase to acquire a pseudo-steady state. Secondly, the
cratering significantly influences the gas flow field evolution. The gas in the stagnation region
of the MPPIC case moves downwards as the crater deepens, followed by the movement of the
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normal shock wave shown in Figures 5.6 and 5.7.

It should be noted that the influence of the gas flow field caused by cratering and dispersal of the
regolith layer will definitely affect the surface properties on top of the regolith layer, particularly
the surface shear stress. This suggests that an approach that simulates PSIs using an erosion
model using the dynamic pressure above the surface to calculate erosion flux and replacing the
lunar surface with a simple plane surface is not appropriate.

5.3.2 Regolith layer evolution

The cratering, as a result of the early stages of the plume impingement, is presented in Fig-
ures 5.15 and 5.16, as scatter plots of dust particle speeds with time, for Case I with the stochastic
collision method and II with the MPPIC method, respectively. The gas flow rapidly compresses
and penetrates the lunar dust layer in Case I where the close-packing limit is not considered;
this is not physical and realistic since solid particles should not have full access to a cell with
the local volume fraction approaching the close-packing value. The gas atoms/molecules should
contact and reflect from the top of the regolith layer or gradually permeate the pores in the dust
layer. It can be observed that at 0.05 ms, the solid particles in Case I are about to be dispersed
while the regolith layer with the MPPIC method is still in the early stages of cratering; this
is because the granular phase in Case I is dilute and only binary collisions are involved in the
stochastic collision model, leading to fast response of solid particles to the gas field. The post-
ponement of cratering and the smaller speed of the regolith particles using the MPPIC method
suggests that the regolith layer with high volume fractions hinders the gas from spreading into
the pores and that enduring contacts between solid particles restrict their movements, which is
more natural and realistic. It is reasonable to conclude that the MPPIC method is better suited
for PSI simulations.

Two different processes have been found to contribute to the particle dispersal from the lunar
regolith layer after the cratering. Firstly, at 0.2 ms and 0.28 ms of Figure 5.17, a considerable
number of particles are entrained by the wall vortex formed beneath the strong normal shock
wave and then assemble nearby the nozzle axis. Some of these lifted particles move towards
the strong normal shock wave, but the normal shock wave prevents these particles from crossing
the shock wave and swimming upstream. Then, these particles travel off the symmetry axis
along the oblique shock wave and the curved shock wave, see t = 0.375 ms of Figure 5.17.
Meanwhile, particles are lifted upwards and ejected radially outwards at Y = 15 mm. Almost all
the solid particles between Y = 5 mm and 25 mm at t = 0.375 ms are blown or ejected off the
axis. Similar particle dispersion form with distinct structures of the regolith layer has also been
observed in Figure 5.18 using the MPPIC method. It takes a longer time scale for particles in
Case II to disperse. The existence of the aforementioned vortex downstream of the oblique shock
wave in Figure 5.10 significantly influences the particle movements and distribution between
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Figure 5.13: Physical properties at nozzle axis of case II.

Y = 5 mm and 10 mm. It is interesting that some particles are entrained by a small secondary
vortex between Y = 11 mm and 15 mm and the regolith surface in the range of Y = 25 mm
to 40 mm becomes uneven and forms a wave-like structures in Figure 5.18 due to the scouring
of the gas flow in the radial direction; analogous phenomenon can be seen in sand surfaces
scoured by the wind in deserts, for example Figures 26(b) and 26(f) in Ref. [197]. Particles are
accelerated to 50–100 m/s when they are ejected from the dust layer. Taking Y = 13 mm as the
boundary to determine the proportion of particles that move towards or away from the symmetry
axis, approximately 6.35% particles move towards the axis using the stochastic collision method
while this fraction decreases to 3.62% in the MPPIC case, because of the consideration of more
types of solid-solid interactions in the MPPIC method.

The solid volume fraction distribution of the MPPIC case at three times is presented in Fig-
ure 5.19. It is found as expected that the solid volume fraction at the top of the dust layer
increases at 0.1 ms due to a downwards force exerted by the plume on the solid particles. At
0.02 ms, the maximum solid volume fraction in the domain exceeds the close-packing value and
this value decreases to around 0.66 at 0.5 ms, leading to numerical phenomenon called over-
packing. This phenomenon seems to be cause of the simultaneous use of the damping model
with the packing and return-to-isotropy models in the MPPIC method, which has been noticed
in Ref. [198]. The damping model is suggested to be implemented in the closely-packed re-
gion [198], however, systematic investigation of the influence of combinations of the MPPIC
submodels on the PSI simulation cannot be found.

Figure 5.20 presents the contours of the local particle Knudsen number, Knp, at different times
of the MPPIC case. As mentioned in Section 4.2.1, the locally free-molecular assumption is the
prerequisite of the interphase coupling model, but this assumption is not valid in the vortex, at
the top of the regolith layer, and near the stagnation region. The range where the assumption is
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Figure 5.14: Comparison of physical properties at nozzle axis between case I and case II.

Figure 5.15: Cratering in case I.
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Figure 5.16: Cratering in case II.

Figure 5.17: Regolith dispersal in case I.
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Figure 5.18: Regolith dispersal in case II.
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Figure 5.19: Solid phase volume fraction of case II.

invalid gradually increases with time as the shock wave forms and the gas permeates through the
regolith layer, especially at the location between Y = 10 mm and 15 mm with Knp entering the
slip flow regime, see Figure 5.11, at 0.3 ms and 0.5 ms. The breakdown of the free-molecular
assumption introduces errors to the calculation of momentum and heat fluxes from the gas phase
to the solid phase, causing the subsequent inaccurate solid particle paths and distribution, which
is also noticed in Ref. [200]. A comparison between the particle drag coefficient based on a
free-molecular model (i.e. Equation (7.11) of Ref. [104] ) and that according to equations of the
improved Loth empirical model [199] is shown in Figure 5.21, which clearly shows that Knp

significantly increases the discrepancies. When the gas Mach number is 0.5, the differences
of the drag coefficient between the free-molecular model and the Loth equation is 13.36% for
Knp = 1 and 5.97% for Knp = 3, respectively. Knp at the stagnation region in Figure 5.20 is 2
to 8, corresponding to an error smaller than 10%, but the error increases in the small vortex at
Y = 12 mm because Knp is smaller than 1. Further extension and correction of the calculation
of the drag force in the interphase coupling model is necessary.

The solid particle temperature distributions at the end of the two cases are presented in Fig-
ure 5.22. The maximum particle temperature is 1326 K in the case using the stochastic collision
method while it is 739 K in the MPPIC case due to the delay of the dispersal with the MPPIC
method. Particles lifted and move radially off the axis to the far-field are heated, however, it is
unexpected that the particles in the regolith layer from Y = 0 mm to Y = 10 mm, whose initial
temperature is 200 K, are cooled down to a range of 100 - 130 K, especially the particles in
the small secondary vortex between Y = 10 mm and 15 mm in the MPPIC case. This unnatu-
ral cooling should be attributed to the inaccurate calculation of the heat flux in the interphase
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Figure 5.20: Distribution of Knp, where Knp is the ratio of the local gas MFP and the solid
particle diameter.
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coupling model (similar to the inappropriate calculation of momentum flux and drag force men-
tioned above), indicating that the interphase heat transfer is more sensitive to Knp than the drag
forces. The calculations of the drag force and the heat flux share the same local free-molecular
condition (Knp > 10) in current interphase coupling model, but the MFP at the position where
particles are cooled down is smaller than this assumption. This conclusion can also be proven
by Figures 5.22 and 5.20 where the locations with solid particles cooled down in the two cases
coincide with the regions with Knp is 2 to 5 and therefore in the transition flow regime.

5.4 Summary

In this chapter, the updated rarefiedMultiphaseFoam solver is used to simulate lunar PSI due
to the exhaust plume from a scaled-down version of the lunar module descent engine from the
Apollo era with two different situations; dilute granular case (i.e. low solid volume fraction)
with the stochastic collision model and dense granular case (i.e. higher solid volume fractions)
with the MPPIC method. The transient results using the two solid-solid interaction methods
have been compared.

An importing finding is that the transient influence is of great importance to the gas phase, with
the shock structure and stand-off height changing significantly as the regolith layer is eroded
by the plume. Similar regolith cratering and particle dispersion processes are captured with
both methods. It has been observed that the entrained dust particles significantly affect the gas
flow development, including additional vortex formation, the fluctuation of the shock waves’
positions, and the reflected flow towards to far field.

The MPPIC method accounting for close-packing limits and enduring contacts can yield a more
realistic regolith layer evolution in PSI simulations. The top of the regolith layer is closer to
a diffuse wall boundary condition for the DSMC particles and the regolith layer evolution is
slowed down because of the more complicated solid-solid interactions in the MPPIC method.
Despite the fact that initial solid volume fraction is low, the stochastic collision approach, which
does not account for the close-packing limit, becomes unreliable because the gas compresses
the regolith layer.

The calculation of drag forces and heat transfer in the interphase two-way coupling model based
on the theory of Gallis [28] is found to be sensitive to particle Knudsen number, introducing
considerable inaccuracies in the calculated solid particle temperatures.



Chapter 6

Conclusions and future work

6.1 Conclusions

The aim of this research was to examine transient phenomena that occurs when a high-speed gas
is ejected from a supersonic nozzle and impinges on a regolith-coated surface in low-pressure
environments.

The impact of the low-pressure environment on the shock wave diffraction and the vortex ring
evolution has been experimentally studied using a shock tube working in a vacuum chamber. It
has been confirmed that the reduction of the environmental pressure will increase of the thick-
ness of the primary and embedded shock wave of vortex rings. The CRVR sill can be found in
rarefied environments as long as the pressure ratio reaches the threshold values, but its strength
decreases during its propagation. The trend of the flow structure degeneration during the propa-
gation of the vortex ring as the environmental pressure decreases is observed. The environmental
pressure limit of the schlieren imaging system used to recognise the vortex structure is found to
be 0.2 bar.

Due to the limitation of the experimental apparatus, the influence of the rarefaction level and
the shock Mach number on the vortex loop formation due to shock wave diffraction in rarefied
(Kn > 0.001) conditions is investigated using various numerical tools, including CFD, DSMC
and a new post-processing method called “rorticity” to identify the internal structures of vortex
loops. It is found that an increase in flow rarefaction results in the simplification of the internal
structures of vortex loops and that laminar flow patterns occur in all the simulation cases. The
distribution profiles of the transition and free-molecular flow regimes are similar. With the use
of rorticity, the rotational and shear movements of the fluid can be effectively and quantitatively
resolved. By integrating the equation of the decomposition of vorticity, the circulation can be
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decomposed into a rorticity flux that describes the fluid-rotational strength of a vortex and a shear
vector flux that represents the shear strength of a vortex. The rorticity flux of the isolated rorticity
loop increases with the shock Mach number non-linearly and decreases with increasing Knudsen
number. The increase of rorticity flux in the isolated rorticity loop with time is attributed to the
transformation from the shear vector to rorticity, and the amount of the transformed rorticity flux
is equal to the change of the shear vector flux. According to the velocity field and streamlines in
the rarefied condition, the increase of the Knudsen number postpones the vortex loop formation,
and there is a maximum Knudsen number limiting the generation of a vortex. The increase in
the Knudsen number will thicken the Knudsen layer and the subsequent vortex sheet, causing
the failure in the condition of discontinuous tangential velocity. When the flow Knudsen number
exceeds this maximum in the transition regime, no vortex loop forms. The vortex loops in the
near continuum flow regime and the slip flow regime still have considerable ability to propagate
forward. The radial size of the vortex loop increases with both the shock Mach number and the
Knudsen number.

To study the impingement of rocket exhaust on a regolith-coated layer, an open source DSMC-
based solver in OpenFOAM for two-phase rarefied flow called rarefiedMultiphaseFoam is de-
veloped and benchmarked it using analytical solutions and previous simulation results. The en-
during solid-solid contacts are considered in the new solver. This thesis presented the direct and
indirect interphase two-way coupling models, extended the solid particle phase change model
with a correction to the particle diameter due to the phase change process, and updated the solver
with the stochastic collision method for a dilute solid phase and the MPPIC method for solv-
ing dense solid phases. The benchmarking results of the indirect interphase two-way coupling
model are in excellent agreement with those obtained through the direct method, proving the
equivalence between the two methods. A test case of a uniform gas-solid flow was reproduced
and the results are physical and agree well with previous simulation results in the literature. The
updated solid particle phase change model allows a solid particle to experience a physical and
continuous phase change and diameter variation. A gravity-controlled sedimentation case was
used to validate the reproduced MPPIC code and the result was in good agreement with that in
previous literature.

After the benchmarking, the rarefiedMultiphaseFoam was used to simulate lunar PSI due to
the exhaust plume from a scaled-down version of the lunar module descent engine from the
Apollo era with two different situations; a dilute granular case (i.e. low solid volume fraction)
with the stochastic collision model and a dense granular case (i.e. higher solid volume fractions)
with the MPPIC method. The effect of the enduring solid-solid interactions has been evaluated,
and the transient plume-dust layer interaction has been studied. It is found that the transient
influence is of great importance to the gas phase as the regolith layer is eroded by the plume.
The entrained dust particles significantly affect the gas flow development, including additional
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vortex formation, the fluctuation of shock waves positions, and reflected flow towards to far
field. The MPPIC method, which accounts for close-packing limits and enduring contacts, can
yield a more realistic regolith layer evolution in PSI simulations. Despite the fact that the initial
solid volume fraction is low, the stochastic collision approach, which cannot account for the
close-packing limit, becomes unreliable because the gas compresses the regolith layer. It must
be mentioned that the evaluation of drag forces and heat transfer in the interphase two-way
coupling model of this thesis is found to be sensitive to particle Knudsen number, introducing
considerable inaccuracies in the calculated solid particle temperatures.

6.2 Future work

From the current work, the following areas can be investigated further:

1. The formation of a vortex loop in the slip flow regime has been confirmed, but the exact
relation between the Kn and the vortex loop formation is still unknown. The influence
of the initial conditions and the Knudsen number on the vortex loop formation can be
investigated.

2. The influence of the nozzle geometry on the vortex loop formation and propagation ability
in rarefied conditions can be investigated since the nozzle exit geometry is an effective
passive thrust control method. Moreover, in practice, multiple nozzles are widely used
and rarefied vortex loop interactions would also be of interest to study.

3. With the solid particle stochastic collision method, simulations can be conducted to in-
vestigate particle-laden flow impingement on sensitive surfaces in space. The code can be
extended to have the ability to calculate the heat transfer due to solid particles to evaluate
the heat flux on the surfaces.

4. The rarefiedMultiphaseFoam solver does not include a model describing interactions be-
tween droplets and a wall and within droplets. These models can be built to study topics
with nozzle flows with liquid droplets in space. Provided that droplets are able to be
modelled, a more realistic flow can be simulated with the phase change model.

5. A detailed study of the influence of all parameters in the MPPIC method on simulations
of PSIs has not been conducted and this test is necessary to provide a guideline for subse-
quent users.

6. The rarefiedMultiphaseFoam solver can be used to simulate the impingement of two-
phase flow due to PSIs with landing pads and berms to study nearby facility protection
techniques in rarefied environments.



Appendix A

Transient simulations with dsmcFoamPlus

Obtaining time-averaged results for a steady-state flow in the DSMC method is standard, but
in a transient case, it is necessary to perform the same simulation many times and average the
results for each individual time interval.

A boolean variable steadyStateCase is introduced in the dsmcDynamicLoadBalancing class and
can be specified in system/loadBalanceDict. If steadyStateCase is set as true, the simulation
is running in the steady-state mode and the previous time directories will be deleted as the
simulation progresses, since in those cases only the data with the most samples and lowest
scatter is desired. However, if steadyStateCase is set false, all the time directories written out
are saved to disk in order to perform an ensemble average.

A Python script called “dsmcFoamPlusTransientAverageLoadBalance” has been developed to
run the simulations multiple times and perform the ensemble averaging. It can be found at
https://github.com/Kevin-Cao-gla/TransientDSMC-and-Rortex-scripts. This script must be lo-
cated in the base directory of a simulation, along with a loadBalance script, which has previ-
ously been described in Ref [112]. The Python code that the user can alter is shown in Table
A.1. This script will perform the first simulation, then copy the result of each written time to a
newly-created directory called "FirstCalculation", then clean the case directory to start the next
ensemble until the number of samples that is defined by "nCalculations” is reached. The results
generated in each ensemble are then averaged and written to the "FirstCalculation" directory. In
the current work, the macroscopic properties of interest are pressure, velocity, and temperature,
so only the results of these properties are ensemble-averaged.

The script can also be used to start the simulation again in the case of a halted system and
power-off when using a personal computer, job time limitation on an high performance com-
puting (HPC), or simply when a user needs to increase the number of samples and continue the
simulation. The number of completed ensembles is defined by nComplete in the script, and a
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Table A.1: User defined part in the Python script.
##################BEGINNING OF USER DEFINE PART####################
# ——————————————————————————
caseName = "XXXXXX/" #slash must be kept
# ——————————————————————————
#the working directory path = "/home/XXXX/OpenFOAM/XXXX-2.4.0-MNF/run/"
#the directory where new data computed by another computer is saved
externalDataPath = "/home/XXXX/OpenFOAM/XXXX-2.4.0-MNF/run/"
# ——————————————————————————
# Important! number of calculations needed.
nCalculations = 0
#How many times it has been calculated?
nComplete = 0
#Is the calculation interrupted?
calcInteruption = False
#Just do superposition for two individual data?
externalNumComplete=0
# ——————————————————————————
######################END OF USER DEFINE PART######################

boolean variable called calcInteruption is defined to check if the simulation has been interrupted.
As an illustration, if it is desired to run the simulation 10 times, but it stopped in the middle of the
eighth calculation, one could set nCalculations and nComplete as 3 and 7 respectively because
the eighth was not completed and set calcInteruption as True.

If the user wants to use two personal computer (PC)s or the combination of PC and HPC to
calculate one case in order to improve the speed of calculation, the variable externalNumCom-

plete can be used. For instance, if the HPC finished a simulation 20 times, which is considered as
external data, and the PC finished it 40 times, and the data from both has already been ensemble-
averaged separately, then nComplete can be defined as 40 and externalNumComplete as 20. The
script will merge both results and average them. It is worth mentioning that when externalNum-

Complete is non-zero, the number in nCalculations will not work because the script is working
in data-merging mode. Also, the externalDataPath should be set to the relevant case directory.



Appendix B

Rorticity Calculator

Two methods to calculate the rorticity are given in Ref. [117] and [121]. The first uses the New-
ton iteration method [117] and the second is based on Schur decomposition [121]. The detail of
definition, derivation and calculation procedures of rorticity is given in Ref. [117] and [121] and
is not repeated here.

The calculation of rorticity in this work is based on the real Schur decomposition because of
the method’s high efficiency. Schur decomposition is already included in the scipy module in
Python. The calculator used here reads the data or result files created through user-defined post-
processing utilities or executable commands and then finds the rotational part in the domain.
These utilities are rewritten by means of the vorticity utility in OpenFOAM/applications/utilities/

postProcessing/velocityField/vorticity to read the velocity data UMean of each computational
cell from a dsmcFoamPlus simulation or U from CFD method and to calculate the correspond-
ing velocity gradient tensor and vorticity vector. Interpolation schemes for gradSchemes in the
system/fvSchemes file of each case must be declared before typing any executable commands.
In this work, the second-order central difference scheme Gauss linear is used.

If higher version of OpenFOAM is used, such as OpenFOAM-v2112, the calculation of the
vorticity and the velocity gradient should be conducted through the following commands

• postProcess -func vorticity

• postProcess -func grad(U)

, respectively.

The order of the velocity gradient tensor in OpenFOAM is:
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Appendix C

Downloading, installing and using
rarefiedMultiphaseFoam

C.1 Solver directory structure

The solver directory structure can be found in Figure C.1. The existing DSMC library is com-
pletely in charge of the gas phase evolution. Each solid simulator particle, which represents a
number of real solid particles, is built in a class called solidParticleCoupling in the parcels direc-
tory, and a newly-built class in the clouds directory, solidParticleCouplingCloud, is responsible
for the solid phase evolution. The interphase coupling model, which will be described in de-
tail in Section 4.2.3, is built in a class named interphaseCoupling in the interphaseCoupling

directory. The particles of both phases are intialised in the same computational domain through
the rarefiedMultiphaseInitialise executable. All calculations, including the gas phase evolution,
interphase coupling, and solid phase evolution, are realised using the rarefiedMultiphaseFoam

executable. These underlying classes are saved in src/lagrangian/rarefiedMultiphase.

C.2 Downloading and installing

Two versions of the source code for OpenFOAM-2.4.0-MNF and OpenFOAM-v2112 are pre-
sented.

For OpenFOAM-2.4.0-MNF, the new solver can be downloaded from the associated Computer
Physics Communications library entry. Detailed instructions of installing and building of rar-

efiedMultiphaseFoam for a chosen platform has been presented in doc/Multiphase/

multiphaseInstallGuide.pdf of the main directory. A version for OpenFOAM-v2112 is provided
and it can be found in the multiphase-ZCao-devel branch at
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Figure C.1: Directory structure of the rarefiedMultiphaseFoam solver.
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https://github.com/MicroNanoFlows/MNF-v2112

The source code for the libraries can be found in src/lagrangian/rarefiedMultiphase and the
executables for initialising and running the solver can be found in applications/utilities/

preProcessing/rarefiedMultiphaseInitialise and applications/solvers/discreteMethods/

rarefiedMultiphaseFoam.

C.3 Using rarefiedMultiphaseFoam

Using rarefiedMultiphaseFoam will be very simple for users who are already familiar with an
application from the OpenFOAM suite. Since this solver is based on the dsmcFoamPlus [112]
solver, the gas phase simulations, including mesh creation, time control, initialisation, and post-
processing, are identical and be found in Section 4 of Ref. [112]. The method to define solid
particle properties, the particle initial state and to use the MPPIC method will be presented. The
example is the benchmark case in Section 4.3.2 and only one solid specie is presented. The
example of the use of the MPPIC method is the benchmark case in Section 4.3.4.

C.3.1 Solid particle properties

Constant solid particle properties are defined for each type of solid material added in a simula-
tion; the values of these properties are given in a file located at [case]/constant/spcProperties.
An example of this file of the benchmark case in Section 4.3.2 is shown in Table C.1. Here,
the particle name Al2O33 means Al2O3 particles with a diameter of 3 microns. The content
of this file resembles that in Section 4.1.2 of Ref. [112]. Line 2 in Table C.1 defines the type
of interphase coupling model. Users need to provide a list of solid particle names on Line 5
and the physical properties of each name should be defined in solidProperties. Line 8 defines
the real number of solid particles or weight. Line 10 defines the collision detection scheme of
the stochastic collision model, and the solidNoTimeCounter is the NTC method detailed in
Ref. [30]. The collision model with the necessary coefficients is specified in Line 12–18 and
the solidHardSphereModel is the hard sphere model considering solid binary collisions and
it is described in Ref. [147]. Line 10 is set to false, Line 11–18 do not work. For a spherical
solid particle, Line 26–32 are of great importance in interphase coupling calculation, velocity,
and temperature update. Line 19–20, and 40–44 are prepared for the solid phase change model.
Since Line 19 is set to false, Line 40–44 does not work. Line 34–39 are used for nonspherical
solid particles detailed in Ref. [29].

https://github.com/MicroNanoFlows/MNF-v2112


APPENDIX C. DOWNLOADING, INSTALLING AND USING
RAREFIEDMULTIPHASEFOAM 140

Table C.1: User defined part in spcProperties.
1 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
2 InterphaseCouplingModel TwoWayCouplingIndirectMethod;
3
4 // Particle species
5 typeIdList (Al2O33);
6
7 nEquivalentSolidParticles 0.00044;
8
9 //- Stachastic collision model
10 enableParticleParticleCollisions false;
11 solidCollisionDetection solidNoTimeCounter;
12 solidBinaryCollisionModel solidHardSphereModel;
13 solidHardSphereModelCoeffs
14 {
15 enableParticleSlide false;
16 CoeffResituation 0.9;
17 CoeffFriction 0;//- only effective when particle slides
18 }
19 enableParticlePhaseChangeModel false;
20 materialList (AluminumOxide);
21
22 solidProperties
23 {
24 Al2O33
25 {
26 Diameter 3e-6;// m
27 epsilonSolid 0;//for monatomic gas only
28 alphaSolid 1;//for monatomic gas only
29 rhoSolid 3970;
30 specificHeatSolid 765;// (J/(kg*K))
31 muSolid 1;
32 tauSolid 0.89;
33
34 nonSphericalParticle false;
35 nonSphericalModelProperties
36 {
37 nonsphericalParticleVolume 0.0;
38 nonsphericalParticleSuperficialArea 0.0;
39 }
40 phaseChangeModelProperties
41 {
42 equilibriumMeltingTemperature 2313;// K
43 nucleationTemperature 1970;// K
44 }
45 }
46 }
47 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
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C.3.2 Solid particle initialisation

After the definition of the case, all the particles, including the DSMC and the solid particles, can
be initialised into the computational domain by using the command rarefiedMultiphaseInitialise.
The initialisation of the DSMC particles is controlled in the file called dsmcInitialiseDict, which
can be found in Ref. [112]. The initial state of solid particles is defined in solidInitialiseDict and
the example of the benchmark case in Section 4.3.2 is shown in Table C.2.

Line 3 defines the selected initialisation method. The selected method, solidMeshFill, will fill
the whole computational domain with solid particles. Other methods, such as solidZoneFill, can
be used to fill user-defined regions of the mesh with solid particles. It must be highlighted that
the solid particle name at Line 6, 12, 22, 26, and 30 should be the same as that in the tybeIdList
in Table C.1. Line 33 defines the initial guess of relative speed in Equation 4.8. This value
should not only be large enough to allow the occurrence of reflections of the DSMC particles
from a solid particle, but also be small enough to avoid nonphysical collisions.

C.3.3 Using the MPPIC method

Table C.3 shows an example of defining properties of the MPPIC method in the benchmark case
of particle sedimentation in Section 4.3.4. Line 3 defines the type of packing model, and line 19
defines the averaging method for calculating the average properties of the solid phase in a cell at
each time-step. The particle stress model is defined at Line 4–17. Here, the Harris and Crighton
model [150] is selected and the corresponding properties of this model are defined at line 6–11.
alphaPacked is the close-packing volume fraction of the solid phase. Line 13–17 is used for
velocity corrections after particle velocity updates in the packing model. The damping model
type and the return-to-isotropy model type, as well as their properties, are defined in lines 21–27
and 29–35, respectively. In this benchmark case, no damping model and the return-to-isotropy
model were used, so properties in Line 22–27 and 30–35 were not read. The alternatives to these
two models are RelaxationDamping and StochasticIsotropyModel, respectively. Once these
two models are activated, properties must be given and Line 24 and 32 define the calculation of
the time scale defined in Equation 4.43 and 4.44.
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Table C.2: User defined part in solidInitialiseDict.
1 configuration
2 {
3 type solidMeshFill;
4 numberDensities
5 {
6 Al2O33 9.896144e10;
7 };
8 CzRatios
9 {
10 //- define the ratio of the crystallization front radius to the particle radius
11 //- range [0,1]
12 Al2O33 0;
13 };
14
15 //- define the particle phase state
16 //- "0" means pure solid phase
17 //- "1" means unsteady phase but the core part is liquid
18 //- "2" means unsteady phase but the core part is solid
19 //- "3" means pure liquid phase
20 phaseStates
21 {
22 Al2O33 0;
23 };
24 velocities
25 {
26 Al2O33 (1200 0 0);
27 };
28 temperatures
29 {
30 Al2O33 2200;
31 }
32 // for initialising "sigmaTcRMax" for DSMC particle reflection from solid particle surface
33 interphaseInitialRelativeSpeed 200;
34 }
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Table C.3: User defined part in mppicPropertiesDict.
1 enableMPPICMethod true;
2
3 MPPICPackingModel ExplicitPacking;
4 mppicParticleStressModelType HarrisCrightonModel;
5 alphaPacked 0.5;//close packed volume fraction
6 HarrisCrightonModelProperties
7 {
8 pSolid 100;//Pa
9 beta 3.0;
10 eps 1e-7;
11 };
12
13 mppicCorrectionLimitingMethods absoluteMethod;
14 absoluteMethodProperties
15 {
16 elasticRestitutionFactor 0.85;
17 };
18
19 mppicAveragingMethod DualMethod;
20
21 MPPICDampingModel NoMppicDamping;
22 MPPICDampingModelProperties
23 {
24 TimeScaleModel equilibrium;
25 alphaPacked 0.5;
26 e 0.85;
27 };
28
29 MPPICIsotropyModel NoIsotropyModel;
30 MPPICIsotropyModelProperties
31 {
32 TimeScaleModel equilibrium;
33 alphaPacked 0.5;
34 e 0.85;
35 };



Appendix D

Drawings of the shock tube

This section presents the drawings of the parts of the shock tube connected to the vacuum cham-
ber used in this work. The unit of sizes shown in the following figures is millimeter.
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