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Abstract

A large and under-developed source of renewable energy exists, due to the properties and as-
sociated processes attributable to the substantial and ubiquitous presence of water, globally.
Hydrokinetic energy conversion refers to the conversion of kinetic energy in moving water
to electricity. It offers an alternative to conventional hydropower, with benefits of modularity
and scalability, in addition to being environmentally and socially less impactful. Hydrokinetic
energy conversion can benefit isolated communities currently without access to electricity.

This study aims to determine the global theoretical riverine hydrokinetic resource. A 35
year modelled daily discharge data set and vectorised representation of rivers, with near-global
coverage and suitable spatiotemporal resolution, is used to determine the mean annual energy
yield of 2.94 million river reaches. Two methodologies are applied, considering the hydroki-
netic resource as: a conversion from gravitational potential energy to kinetic energy; and, di-
rectly, as the transfer of kinetic energy.

Using the former method, and aligning to the convention of previous large-scale hydroki-
netic resource assessments, the mean global resource (excluding Greenland and Antarctica) is
estimated to be 58,000 ± 11,000 TWh yr−1 (6.7 ± 1.2 TW). Consideration of global spatial dis-
tribution, by river reach, illustrates regional variation and shows a tendency for potential to be
concentrated along major rivers and in areas of significant elevation change. China, Russia and
Brazil are found to be the countries with the greatest potential. After normalisation by total
river length, Bhutan, Nepal and Tajikistan also show great potential.

With the latter method, a novel approach is proposed, and an argument is presented to
suggest that there are pragmatic advantages to the perspective this provides. In this case, the
mean hydrokinetic energy of global rivers (excluding Greenland and Antarctica) is estimated to
be 1.642±0.003 TWh (5.911±0.009 PJ). In contrast, this time the overall resource is quantified
as a measurement of hydrokinetic energy, rather than power. The two approaches differ in
their perspective, with the former giving a Lagrangian description and the latter a Eulerian
description. With this latter approach, the resource is shown to have great potential on the
continents of South America, Asia and Africa. Hydrokinetic power within individual reaches
is considered, as before, and comparable with the earlier method. Yet, due to the Eularian
view, in this case, global power cannot be quantified, reflecting an alternative perspective of
the global riverine hydrokinetic resource. This novel perspective concludes that major rivers,
and particularly the lower-courses of major-rivers, are found to offer the most potential for
hydrokinetic energy conversion. Areas with large elevation change are not found to be as
significant, using this method. Recognising the importance of major rivers, basin-scale resource
assessment of prominent rivers identifies the Amazon, Ganges and River Plate as those offering
the greatest potential for hydrokinetic energy conversion.

Comparison with a field-scale study in Lithuania, that used a hydraulic model at 3 locations,
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demonstrates the extent to which the conventional method results in significant over-estimation,
with a percentage bias of +11,000 ± 5,435 %. In contrast, the novel method proposed is found
to have a percentage bias of +40+7994

−139 %. Large uncertainties in the parameters used in the
estimation of channel form and flow velocities in this method certainly affect precision, but po-
tentially offer a more accurate perspective. The limitations of this imprecision are improved by
application at large-scale and the use of a Monte Carlo approach. For this reason, this method-
ology is more appropriately applied in this context, rather than at reach-scale. Improvements in
large-scale determination of hydraulic geometry parameters offer a promising way to improve
this methodology, potentially providing a more precise and accurate perspective of the global
distribution of riverine hydrokinetic resource.
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别推河，它自己流。

Don’t push the river, it flows by itself.
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DECIPHeR Dynamic fluxEs and ConnectIvity for Predictions of HydRology
DEM Digital Elevation Model
DHG Downstream Hydraulic Geometry
DSM Digital Surface Model
DTM Digital Terrain Model
EEP Energy Extraction Plane
FDC Flow Duration Curve
FRA Free-flowing River Assessment
GEE Google Earth Engine
GIS Graphical Information System
GRADES Global Reach-level A priori Discharge Estimates for Surface water and

ocean topography
GRDC Global Runoff Data Centre
HEC Hydrokinetic Energy Conversion
HEC-RAC Hydraulic Engineering Center’s River Analysis System
IEA International Energy Agency
IEC International Electrotechnical Commission
IRENA International REnewable Energy Agency
ISO International Organisation for Standardisation1

KGE Klinga-Gupta Efficiency
LCOE Levelised Cost of Electricity/Energy
LE90 Linear Error at the 90th percentile
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Continued from previous page
Abbreviation Description
LSM Land Surface Model
MAE Mean Absolute Error
MERIT Multi-Error-Removed-Improved-Terrain
MHK Marine and HydroKinetic
MMSS Mean Maximum Spring Speed
MUS Multiple Use of Space
NARWidth North American River Width
NASA National Aeronautics and Space Administration
NH Northern Hemisphere
NHDPlus National Hydrograph Dataset Plus
NPV Net Present Value
OECD Organisation for Economic Co-operation and Development
PAS Publicly Available Specification
PBIAS Percentage BIAS
RAPID Route Application for Parallel Computation of Discharge
RCECS River Current Energy Conversion System
RCT River Current Turbine
RHG Reach-averaged Hydraulic Geometry
RISEC River In-Stream Energy Converter
RMSE Root Mean Square Error
RSSA River and Stream Surface Area
SAR Synthetic Aperture radar
SDA Spatial Data Analysis
SEM Standard Error of the Mean
SH Southern Hemisphere
SIF Significant Impact Factor
SRTM Shuttle Radar Topography Mission
SWOT Surface Water Ocean Topography
TISEC Tidal In-Stream Energy Converter
UKSA Unit Kingdom Space Agency
USGS United States Geological Survey
VDC Velocity Duration Curve
VIC Variable Infiltration Capacity
VLH Very Low Head
WCT Water Current Turbine
WGHM WaterGAP Global Hydrology Model

1Because ‘International Organisation for Standardisation’ would have different acronyms in different languages
(IOS in English, OIN in French for ‘Organisation internationale de normalisation’, etc.), it was decided to give it
the short form ISO. ISO, derived from the Greek ’isos’ and meaning equal, is used whatever the language.
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Symbol Description
a Coefficient of power law for estimating w
A Cross-sectional area of river section
AD Cross-sectional area of sweep of turbine
α Number of days in data set
b Exponent of power law for estimating w
β Number of river reaches in data set
c Coefficient of power law for estimating d
CP Power coefficient
γ Specific weight of water
d River depth
E Energy
Ek Kinetic energy
Ep Gravitational potential energy
EMC Matrix containing daily values of hydrokinetic energy for each reach (calculated

using randomly applied hydraulic parameters and Monte Carlo approach)
E⃗MC Vector of daily hydrokinetic energy (calculated using randomly applied

hydraulic parameters and Monte Carlo approach)

E⃗MC Vector with mean values of E⃗MC after a number of Monte Carlo runs

EMC Global mean hydrokinetic energy of all river reaches (calculated using randomly
applied hydraulic parameters and Monte Carlo approach)

ÊMC Least squares polynomial fit of hydrokinetic energy time series (calculated
using randomly applied hydraulic parameters and Monte Carlo approach)

∆ÊMC Uncertainty in least squares polynomial fit of hydrokinetic energy time series
(calculated using randomly applied hydraulic parameters and Monte Carlo
approach)

EMP Matrix containing daily values of hydrokinetic energy for each reach (calculated
using globally applicable mean hydraulic parameters)

E⃗MP Vector of daily hydrokinetic energy (calculated using globally applicable mean
hydraulic parameters)

EMP Global mean hydrokinetic energy of all river reaches (calculated using globally
applicable mean hydraulic parameters)

ϵ Blockage coefficient
f Exponent of power law for estimating d
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Continued from previous page
Symbol Description
g Acceleration due to gravity
H Static head height
∆H Absolute error for measurements of H
k Coefficient of power law for estimating v
L Length of a river reach or body of water
m Exponent of power law for estimating v
M Mass of water
n Manning roughness coefficient
N Number of Monte Carlo runs
p Pressure
P Power
P Matrix containing daily values of hydrokinetic power for each reach
P⃗ Vector of daily values of for hydrokinetic power
∆P⃗ Uncertainty in daily values for hydrokinetic power
P̂ Least squares polynomial fit for hydrokinetic power time series
∆P̂ Uncertainty in least squares polynomial fit for hydrokinetic power time series
Q Discharge (volumetric flow rate)
∆Q Absolute error for measurements of Q
Q Matrix containing daily values of discharge for each reach
R Hydraulic radius
ρ Fluid density
s River slope
σ Standard deviation
t Time
v Flow speed
w River width
W Wetted perimeter of river cross-section
ω Stream order
z Elevation



Chapter 1

Introduction

1.1 Research background and rationale

1.1.1 The global riverine context
Referred to descriptively as the ‘blue planet’ [1, 2] and poetically as the ‘pale blue dot’ [3],
Earth’s association with the colour blue reflects the predominance of water found here. Ap-
proximately 71 % of the surface is covered by water, with the ocean comprising 96.5 % of
Earth’s total water [4]. Of the remaining fresh water, one-fifth is in liquid form, with nearly
99 % groundwater, 1 % stored in lakes, 0.2 % stored as soil moisture, 0.1 % free-flowing rivers
and 0.005 % stored in plants [5].

Water is constantly circulating between Earth’s surface and the atmosphere, as part of the
hydrological cycle. According to Walling [6], the total energy input required to drive the hydro-
logical cycle is estimated to be equivalent to 40 million major power stations1, with a value of
1.3×1024 J yr−1 (3.6×108 TWh yr−1). Though free-flowing rivers constitute a fraction of Earth’s
water, by volume, they represent a significant component of the hydrological cycle. Rivers are
open channels resulting from streamflow, as water flows from higher to lower elevation. Driven
by gravity, rivers always flow downhill and end their journey at the ocean. The ocean, as a
whole, is defined as a body of water extending landwards from the deep ocean, to include the
shelf seas, coastlines and estuaries that serve as an interface between the oceanic and terrestrial
domains. The global river network comprises many independent and disconnected basins, but
when considered collectively constitute a whole that is the sum of these parts. In considering
the entire global network of rivers, with a combined length of 2.7 × 107 km (according to the
GRADES data set, introduced in Subsection 3.1.3), this study considers a key component of
Earth’s processes, integral to an understanding of the interaction of oceanic, atmospheric and

1This calculation corresponds to a ‘major power station’ converting energy at a rate of 3.3 × 1016 J yr−1

(9.0 TWh yr−1), or a capacity of 1 GW. This provides a useful reference which can be applied to other similar
values, which might otherwise be difficult to conceptualise. This unit of measure will be referred to as a standard
power station, i.e. 40 × 106 standard power stations. The World Nuclear Asscociation [7] states that there are 440
nuclear power plants, worldwide, with a combined capacity of 390 GW, giving an average of 0.9 GW. Therefore,
the neat value of 1 GW for this ‘yardstick’ would appear to be reasonable.

1
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terrestrial dynamics.
Although ubiquitous, water is a relatively under-developed renewable energy resource.

Given that hydropower accounts for 16 % of global electricity production, generating more
electricity than any other renewable energy technology [8], and the Three Gorges Dam is the
largest power station of any type in the world [9], this statement may seem unjustified. Yet,
the true potential of this resource is hinted at by the substantial energy evident in the numerous
oceanic and riverine processes observable throughout nature, and accentuated by the fact that
the total energy conversion associated with the vast ocean accounts for <0.1 % of all renewable
energy conversion [10]. The energy in water is apparent as the propagation of gravity waves,
density gradients, the gravitational potential energy attained through elevation change, or as
kinetic energy due to its movement.

1.1.2 The importance of energy
A foundational concept within physics and a fundamental property at the root of all events
within the universe, energy is present in all processes, from the very big to the very small. Smil
[11] offered this comment:

Energy is the only universal currency: one of its many forms must be transformed
to get anything done. Universal manifestations of these transformations range from
the enormous rotations of galaxies to thermonuclear reactions on stars.

Energy, from the perspective of mechanics, is defined as ‘the capacity to do work’ [12].
Whether considering an individual, the collective global population, or the biosphere as a
whole, energy is of central importance to everything that takes place on planet Earth. It shapes
the dynamics of the systems all life operates within and has been recognised as an important
driver of species evolution [13–15]. From the food we eat to support our bodily processes,
to the light that enables the process of photosynthesis as crops grow to produce that food, to
the production of fertiliser to aid growing those crops, to the fuelling of machines to help in
the farming process, to the transportation of this food within global distribution networks, to
cooking that food, onward and onward, and in any number of a multitude of systems we care to
consider, energy is involved and crucial. Every product and service within our economy comes
into being via a process initiated by an input of energy and probably a number more subsequent
steps that require the same. Our ability to source, harness and make use of energy dictates the
extent to which we are able to live and prosper, with a direct correlation observed between
economic output and energy consumption [16–18]. For this reason, Bose [19] believes energy
to be the life-blood for continual progress of human civilisation, stating that per capita energy
consumption has served as a ‘baromter of a nation’s economic prosperity’.

White [20] proposed that, if other factors remain constant, culture evolves as the amount of
energy harnessed per capita per year is increased, or as the efficiency of the instrumental means
of putting the energy to work is increased. In summary, describing White’s law, the degree of
cultural development C is given by

C = ET (1.1)

where E is the annual energy consumption per capita and T is a measure of the efficiency of the
energy use. Instead of a consideration of the many cultures of the world, the focus here is upon
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culture as a general human phenomenon [21]. For White, the primary function of culture is to
harness and control energy. The subsequent theory that developed from White’s law identified
three components to the concept of culture: technological, sociological and ideological [22].
Reflecting a materialist approach, perhaps, the technological component was deemed the most
important, acting as the primary determining factor responsible for cultural evolution.

The Industrial Revolution of the late 18th century saw a massive increase in energy usage
and corresponding rise in productive output, moving beyond a dependence upon the annual
cycle of plant photosynthesis which limited societies previously [23]. An important element
of the Second Industrial Revolution of the late 19th century was the widespread availability of
electricity [24]. It was communication, not power transmission, that was the first application
of this new technology; which serves as a reminder that electricity is not a source of energy,
but a medium of transfer. Though more technically difficult, the use of electricity as a prime
means of transmitting and using energy was to follow, initiating a corresponding push to de-
velop the means for converting other forms of energy into electricity and ways of efficiently
transmitting this electrical energy over large distances [25]. This movement of electrical en-
ergy continued to develop and evolve, culminating in the Third Industrial Revolution of the late
20th century, marking the beginning of the Information Age, with increased use of electron-
ics and information technology [26]. This increase in the use and consumption of electronic
goods, in addition to the emergence of a ‘world wide web’ of interconnected computers [27]
and associated ‘stack’ of hardware components, coincided with a complementary increase in
manufacturing capacity [28]. Common to all of these civilisational ‘jumps’ is the importance
and increased requirement for energy.

Schwab [29], of the World Economic Forum and epitome of the ‘Davos Man’ [30], has
predicted an imminent Fourth Industrial Revolution. Though his particular vision for this next
iteration is ‘somewhat’ dystopian (and hopefully incorrect), it lists a number of bleeding edge
technologies, promising revolutionary improvements in productivity and potency, such as: arti-
ficial intelligence, robotics, the internet of things, autonomous vehicles, 3D printing, nanotech-
nology, biotechnology, material science, energy storage and quantum computing. Not on this
list, but also relevant in any discussion about current paradigm-shifting technology, is cryp-
tocurrency, blockchain and distributed ledger technology. Indeed, Su et al. [31] consider this
technology a key driver behind the accelerating pace towards the Fourth Industrial Revolution,
in the domain of finance, promising the benefits of a reduction in international transaction fees
and liquidity costs.

The law of conservation of energy [32] states that, since the total energy of an isolated
system remains constant, energy can be neither created nor destroyed. Therefore, energy con-
sumption refers to the conversion of existing energy. This will generally refer to the conversion
of primary energy to an energy source that provides some use, such as providing light in a
dark room, in addition to the accompanying forms of wasted energy that arises from ineffi-
ciencies associated with the energy conversion, such as heat. Primary energy is energy from
a naturally occurring source, where no conversion process has been applied. Examples from
non-renewable sources include fossil fuels and the mineral fuels used in nuclear energy, such
as uranium and thorium. Renewable sources predominately include bioenergy, wind, solar,
hydro, marine and geothermal. Global energy consumption is a measure of the total energy
conversion from primary energy sources and is typically measured per year. In 2017, global
energy consumption was 163,226 TWh yr−1 (18,631 standard power stations)[33]. This was a
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2.2 % increase from 2016 and driven by an increase of 1,396 TWh yr−1 (159 standard power
stations) from coal and oil. In 2018, global energy consumption had risen to 166,100 TWh yr−1

(18,959 standard power stations) [8], with contributions from a variety of energy sources (Fig.
1.1). It is worth noting that the International Energy Agency (IEA) counts the use of ‘biofuels
and waste’ — which includes charcoal, animal dung and a variety of other ’less than optimal’
fuels, indicative of energy poverty (see Subsection 1.1.3) — in this calculation and that this is
the largest contributor outside of the fossil fuels; larger than the contribution from hydro.

Figure 1.1: The contributions of different energy sources to the global energy consumption of
2018.

Global energy consumption is predicted to rise 30 % from 2016 to 2040 [34]. This is driven
by growth in global economy (3.4 % yr−1), population (7.4 × 109 to 9.0 × 109) and urbanisa-
tion at the rate of a population approximately that of Shanghai every four months. The largest
contribution is expected from India and China, with Asia as a whole contributing two-thirds
of global energy growth [34]. Other predictions see global energy consumption rising to ap-
proximately 1 ZJ yr−1 (1 × 1021 J yr−1, or 30,303 standard power stations) by 2050, if economic
growth continues the course shown in previous decades [35–39].

In accepting the importance of energy to human civilisation, we provide a ‘slow layer’
context against which other issues can be evaluated and judged, acknowledging that there may
exist contrary points of view, dependent upon the relevant timescales of those perspectives.
In fact, given this framework, it is entirely possible that completely opposite points of view
can both be correct, simultaneously, according to the chosen criteria of evaluation. Ahuja and
Tatsutani [40] highlight the difficulty of ‘squaring the circle’, when considering how to solve
the problem of providing access to basic, modern energy services to the billions of people who
are currently without, while simultaneously participating in a global transition to clean, low-
carbon energy systems. Yet, as they point out, with roughly a quarter of the world’s population
currently living without access to electricity, the electricity required for these people to be able
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to read at night, pump a minimal amount of drinking water and listen to radio broadcasts would
amount to <1 % of overall global energy demand. The convenience afforded by even small
quantities of electricity, that enable seemingly trivial actions to be carried out, are often taken
for granted by those of us living in the developed world. The ability to simply charge a mobile
phone, for example, is seen to offer significant socio-economic benefits to many living in energy
poverty [41, 42].

1.1.3 Energy poverty
Energy poverty has been defined by the IEA as a lack of access to electricity and clean cooking
facilities [43]. This widespread problem is seen to cause several detrimental effects: decrease in
public health, degradation of the natural environment due to deforestation and changes in land
use, reduction of educational opportunities, gender disempowerment and increased emission
of per capita green house gases [44]. Households living in energy poverty also lack the choice
of which energy sources to use. This results in many people in poorer countries having no
choice but to cook on unventilated and inefficient wood, charcoal, and dung cooking stoves.
This type of energy use has a substantial impact on health due to indoor air pollution, caused
by the emission of carbon monoxide, aromatic compounds and suspended particles. For this
reason, energy poverty is said to cause more deaths than from malaria, or tuberculosis [45]. In
addition to this risk from using such fuels, people can suffer physical injury when carrying out
the chores that their usage necessitates, such as wood collection. Again, the perspectives of
someone in the developed world may downplay this risk, when subjective experience is used
as a reference. Yet, compounded on top of this hazard is the fact that lack of sufficient energy
means that such tasks are often carried out by children or the elderly, as the responsibilities of
a community, or family, are stretched [46]. Further, the extra challenges of providing medical
care, without the energy needed for medical applications and refrigeration, underscore an often
under-appreciated reality of the inequality between the day-to-day challenges of the developed
and undeveloped worlds.

According to the energy ladder model, as incomes increase, low-quality fuels such as
biomass tend to be replaced by higher-quality fuels such as kerosene, oil and ultimately elec-
tricity [47]. This concept allows a measurement of energy poverty, by providing a quantifi-
cation according to a person’s position on a ‘ladder’. The lowest rungs represent traditional
fuels such as animal power, candles and wood. The highest rungs represent advanced fuels
such as electricity and refined gasoline. This has been defined by one study as a measure of
the percentage of population along a spectrum running from simple biomass fuels (dung, crop
residues, wood, charcoal) and coal (or soft coke) to liquid and gaseous fossil fuels (kerosene,
liquefied petroleum gas, and natural gas) to electricity [48]. Barnes and Floor [49] have defined
the energy ladder in terms of the efficiencies of the fuels used.

The model assumes that people will look to rise up the ladder, as their circumstances im-
prove. In fact, it has been found that fuel is chosen for many reasons, with many richer people
in Botswana, India, Mozambique, South Africa, Zimbabwe, Tanzania and Nigeria choosing to
use a variety of different fuels, due to low cost, availability, or preference [50]. In addition to
these factors, fuel choices have been shown to be influenced by tradition and social expecta-
tions, in a study spanning 34 cities across Africa, Asia, the Caribbean, Latin America and the
Middle East [51].

The number of people affected by energy poverty, globally, can be measured by three ap-



6

proaches, focused on energy access, according to a technological, physical, or economic thresh-
old. The technological threshold approach recognises the problem of accessing modern energy
sources as the main problem. Therefore, either a determination of the number of people who
do not have access to electricity, or the number of people who rely upon biomass for cooking,
could be used as a measure. In this case, as of 2017, 1.1 billion people do not have access to
electricity and 2.5 billion people rely on biomass for cooking [34]. The physical threshold sets
a minimum level of basic necessity. The problem here lies in determining what this level is.
Chakravarty and Tavoni [52] considered 100 kWh and 150 L of gasoline per person per year to
serve an appropriate level, which is equivalent to 5 GJ. With this threshold, 1.8 billion people
were living in energy poverty in 2009 (27 % of the world’s population). It may be argued that
an economic threshold is more applicable for a measurement of fuel poverty, which is defined
in economic terms and results from a problem of affordability, rather than availability.

The idea of fuel poverty grew from political concern in the UK, during the 1970s and 1980s,
first formally defined as an inability to afford adequate warmth in the home [53]. DEFRA and
DTI [54] refined this definition further, to provide an official interpretation of fuel poverty as a
household needing to spend more than 10 % of its income on all fuel use and to heat its home
to an adequate standard of warmth. Hills [55] offered a new definition which, in contrast to this
absolute measure, would provide a relative measure by determining the numbers of households
that would be put under the official poverty line due to their spending on fuel. Adoption of this
new definition was shown to result (conveniently?) in a reduction of the number of people in
fuel poverty, in England, from 3.2 million to 2.6 million people [56]. Price et al. [57] proposed
a further measure of fuel poverty, based upon a person’s subjective feeling of whether they were
living in fuel poverty, or not. This study provided results that differed greatly from objective
determinations.

Fuel poverty remains a term that is mostly applied in cold climates and predominately in
the UK, Ireland and New Zealand [58]. These are countries where energy is widely available.
Reiterating what was said before, in contrast to energy poverty, fuel poverty tends to result
from a problem of affordability, rather than availability. In some circumstances, people may
experience both energy poverty and fuel poverty. For example, low income households in cold
climates and developing countries, such as China, Nepal and India.

Access to electricity provides positive socio-economic impacts for disadvantaged, isolated
communities, in developing nations [59, 60]. This access can be improved by grid-extension,
the use of diesel generators, or small-scale renewable energy systems. Let us consider each of
these in turn. Grid-extension can be slow to help these communities, due to low consumption
and poor capacity factors causing utility companies to view such endeavours as uneconomic
[44, 61, 62]. Capacity factor is a measure of actual power output relative to potential power
output, given by

Capacity factor % =
Actual output

Potential output
× 100 (1.2)

For wind turbines, capacity factor has been shown to be a proxy for average wind speed
[63], but has also been shown to decrease, as global wind energy production increases [64,
65]. This is because it is not just a measure of efficiency and can be affected by variations in
demand. For example, a period of high output coinciding with low demand will see a fall in
capacity factor, causing an increase in the levelised cost of electricity (LCOE). LCOE provides
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a means for comparing the unit costs of different technologies over the period of their operation
and is defined as the ratio of total lifetime expenses versus total expected outputs, expressed
in terms of the present value equivalent. For example, the units used might be $/kWh, or
$/MWh (see Subsection 1.1.4 for a more thorough description). Running diesel generators is
challenging for isolated communities due to high LCOE rates, rising diesel prices, the constant
requirement for fuel and associated transportation difficulties. Renewable energy technologies
use energy obtained from the continuous or repetitive currents of energy recurring in the natural
environment to provide a conversion to electrical energy [66]. We shall consider this in more
detail in the next subsection.

1.1.4 Renewable energy technologies
Sørensen [67] defines renewable energy as ‘energy flows which are replenished at the same rate
as they are “used”.’ Various reasons are commonly given to explain the increased interest in
renewable energy.

• Growing concerns on the impacts of climate change, due to anthropogenic addition of
CO2 to the atmosphere caused by the use of fossil fuels [68–71].

• Reduction in the finite availability of fossil fuel [71–73].

• Increased desire for energy independence, due to political policy and individual prefer-
ence [74–77].

IRENA [10] classifies renewable energy technology according to one of the following cat-
egories: bioenergy, wind, solar, marine, hydro and geothermal. They report that the total in-
stalled capacity for these technologies in 2018 was 2.5 TW (Table 1.1). This represents the
maximum net generating capacity of power plants and other installations that convert renew-
able energy sources to electricity. There has been an increase in the installed capacity of these
technologies from 2009 to 2018 (Fig. 1.2).

Table 1.1: Installed capacity of renewable energy technologies for 2018 [10].

RE technology Installed capacity (MW)
Hydro 1,292,595
Wind 563,726
Solar 485,826
Bioenergy 115,731
Geothermal 13,329
Marine 532
Total 2,471,739

All forms of renewable energy technology require an input of supplementary energy to
allow the intended conversion of the renewable source of energy to electricity. This input is
the sum of energy related to the manufacture, operation, maintenance and decommissioning of
the device and associated infrastructure. The net energy provided by a device used to convert
energy from one source to another (e.g. from the kinetic energy in moving water into electrical
energy via a turbine) is given by
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net energy = gross energy output − energy input (1.3)

where the gross energy output is the conversion of energy by the device over its lifetime. Net
energy is the energy which is used by the non-energy producing sectors of the economy. The
useful energy conversion of a device, over its lifetime, can be measured by its energy ratio Er,
given by

Er =
gross energy output

energy input
(1.4)

For a renewable energy technology to be viable, Er > 1 is a minimum requirement and,
according to Moriarty and Honnery [38], Er ≈ 5 is probably necessary. Moriarty and Honnery
[39] state that it is inevitable that as renewable energy technologies progressively dominate
global energy supply, Er will reduce due to higher-quality resources being exploited; and, due
to their being intermittent sources, Er will fall as storage, or conversion into other forms of
energy other than electricity (e.g. hydrogen), becomes necessary to balance production with
demand.

Figure 1.2: The development of installed capacity, for different renewable energy
technologies, from 2009–2018.

Renewable energy technologies differ in many regards, meaning that deployment is context-
specific, in addition to their being suitable for the conversion of different primary energy
sources. It is desirable for an energy source to be predictable, reliable and dispatchable2 [78].
The application of any technology to address an identified need, problem, or issue, such as the
conversion of one form of energy to another more desirable form of energy, requires considera-

2The term dispatchable, relating to a source of electrical energy production, means that output can be switched
off, on, or otherwise moderated, according to demand.
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tion of the implications, from different perspectives and according to different factors: ethically,
morally, socially, economically, politically, culturally and environmentally. An evaluation of
the benefits and limitations should be made to justify the appropriateness of using a given tech-
nology within a given context. All energy conversion technologies, including from ‘green’
renewable energy sources, generate unwanted impacts, such as pollution to the air, water, or
soil; greenhouse gas emissions; or, biodiversity loss. For renewable energy technology, the true
extent of theses affects are uncertain, due to the relatively low levels of output, at present. Even
at this early stage, deployment of renewable energy technologies has faced local opposition
[79–81]. This opposition could escalate as efforts to increase the energy output from renewable
energy progresses. Along with the much touted benefits offered by renewable energy technolo-
gies — including overall reduction of greenhouse gas emission, a reduced reliance on finite
energy sources and opportunities for energy independence — there remains a responsibility
to balance this against a full consideration of all limitations. Table 1.2 summarises adverse
impacts resulting from renewable energy technologies.

A key challenge for renewable energy technologies being integrated into an electrical grid
is the need to ensure that the supply of electrical energy meets the demand [82, 83]. We have al-
ready discussed the relevance of the capacity factor of a device (Eq. (1.2)), in this regard. Many
renewable energy technologies exhibit variable power output over a range of timescales, with
low predictability compared to traditional sources of electricity (e.g. fossil fuels and nuclear)
[84]. Without an ability to store excess converted energy, variable renewable energy technolo-
gies need to continuously balance supply and demand. This can be resolved, to some extent, by
using ‘smart metering’ and ‘smart grids’ to provide responsive demand. Otherwise, an inabil-
ity to productively use excess converted energy will result in a decrease in capacity factor and
therefore an increase in LCOE (as mentioned in Subsection 1.1.3). Development of storage so-
lutions could allow increased system flexibility and better integrate variable renewable energy
sources. Unfortunately, storage and system control measures to aid overcoming these problems
are expensive [85–87]. In addition to economic challenges, Castillo and Gayme [88] identify
a number of further technical and regulatory barriers, including technological maturity, cycle
efficiency and a lack of coherence in modelling approaches.

A number of technologies are available to store energy at a grid-scale. For example,
pumped-storage hydroelectricity is a mature grid-scale energy storage technology and is the
largest-capacity option currently in use [89]. The method involves storing energy in the form
of gravitational potential energy, pumped from a lower elevation reservoir to a higher elevation.
The production of hydrogen can also be an option for excess electrical energy and is considered
suitable for off-grid applications [90, 91]. Once produced, the hydrogen can then be used to
fuel an energy conversion device, such as a fuel cell or an internal combustion engine. A hy-
drogen fuel cell converts the chemical energy potential in oxygen and hydrogen molecules into
heat and electricity, using electrolysis. The fuel can be formed directly from a device in situ,
thus allowing isolated communities to have access to energy and storage options, without grid
connection. Other technologies include: compressed-air energy storage [92, 93], cryogenic en-
ergy storage [94, 95], batteries [96], flywheel energy storage [97], superconducting magnetic
energy storage [98], thermal energy storage [99], gravitational potential energy storage with
solid masses [100] and deep sea pumped storage [101].

In an electrical grid, the baseload is the minimum level of demand over a given period.
Since the storage of electrical energy is limited and relatively expensive, it is preferable to keep



Table 1.2: Summary of adverse impacts from renewable energy technologies.

Renewable energy Limitations and adverse impacts
technology

Hydro Loss of homes and livelihoods from displacement; loss of freshwater biodiversity; flooding of farmland or
natural forests; possible increase in microseismicity; slope instability; loss of heritage sites; increased
downstream erosion; coastal land retreat and declining soil fertility from loss of sediment deposition;
and, greenhouse gas emissions from submerged biomass [103–107].

Wind Bird and bat deaths; habitat loss; noise and vibration pollution; adverse effects on visual amenity; adverse
effects on marine mammals from offshore sites; and, possible climate change effects from large-scale
implementation [103, 108–116].

Solar Pollution from photovoltaics production; adverse effects on semi-arid land ecosystems; competition for
fresh water; depletion of scarce materials; and, albedo reduction [103, 111, 117].

Bioenergy Competition with other bioenergy uses (e.g. food production) for fertile land and water; loss of existing
uses for bioenergy; and, loss of biodiversity [107, 118, 119].

Geothermal Land subsidence; increase in microseismicity; and, potential air and water pollution [103, 104, 116].

Marine Disruption to marine ecosystems from pumping vast amounts of water (for ocean thermal energy
conversion); possible adverse effects on marine mammals; and, disruption to marine vessels [103, 120, 121].
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primary production closely linked to demand. There are inevitably fluctuations in demand and,
within the diverse energy portfolio of a national grid, generation technologies vary in how
predictable, reliable and dispatchable they are. Therefore, generation technologies that easily
regulate output, despite often being more expensive, are used to accommodate the peak loads.
More efficient and cheaper generation technologies, that lack flexibility in output, are used
to provide the baseload. Natural gas-fired combined cycle gas turbines, coal and nuclear are
commonly used to provide baseload power generation [102]. An intermediate baseload can
serve to represent the range of differences in the full spectrum of generation technologies and
reflect that a combination of approaches are used to deal with variable supply and demand.

Many policy discussions over the costs of different technologies for electricity generation
are based on the concept of levelised costs of electricity (LCOE), defined as the ratio of total
lifetime expenses versus total expected outputs and expressed in terms of the present value
equivalent [102], summarised as

LCOE =
costs over lifetime

electrical energy produced over lifetime
(1.5)

The LCOE is calculated using the discounted cash flow method and achieved using

LCOE =

∑n
t=1

[
It+Ot+Mt+Ft+Ct+Dt

(1+r)t

]
∑n

t=1

[
Et

(1+r)t

] (1.6)

which uses factors related to costs incurred and the energy yield expected over the lifetime of
a project (Table 1.3). The units used tend to be $/kWh, $/MWh, or similar, with different
currencies and energy units applied, as deemed appropriate. LCOE is determined by market
structure, the policy environment and resource endowments. It can be seen as the average price
that the converted electricity must be sold for to break even over a project’s lifetime.

Table 1.3: Factors considered in calculating the levelised costs of electricity (LCOE) using Eq.
(1.6).

Variable Description
It Investment costs over year t.
Ot Operation costs over year t.
Mt Maintenance costs over year t.
Ft Fuel costs over year t.
Ct Carbon emission costs over year t.
Dt Decommissioning and waste management costs over year t
Et Energy converted over year t expressed in MW h.
r Discount rate. Weighted average cost of capital (WACC) over year t.
n Expected number of years of operation.

With regards to this study, and as an example, the reduction of the LCOE of hydrokinetic
energy conversion (HEC) has been identified as one of the main challenges facing the devel-
opment of the HEC industry [122, 123]. Here, the elements to be considered are: capital
cost, operations and maintenance costs, design simplicity, diversity of applications, modular-
ity, scalability, material and labour engagement, and availability of off-the-shelf components



12

[122]. Factors that have an indirect impact, are: system reliability, societal acceptance and
system performance.

In Eq. (1.6), it looks as if Et is being discounted. This is not the case and is due to the
revenue being discounted, which is more apparent from considering the equation rearranged as

n∑
t=1

[
LCOE · Et

(1 + r)t

]
=

n∑
t=1

[
It + Ot + Mt + Ft +Ct + Dt

(1 + r)t

]
(1.7)

where the left-hand side represents the discounted sum of benefits and the right-hand side
represents the discounted sum of costs. Since LCOE is constant over time, it can be removed
from the summation, as in Eq. 1.6.

The discount rate r is used to define a discount factor Dn, using

Dn =
1

(1 + r)n (1.8)

which provides a measure of how cheaply money can be borrowed against a project to finance
it. Three discount rates can be considered relevant: a 3 % rate corresponds approximately to the
‘social cost of capital’; a 7 % rate corresponds approximately to the market rate in deregulated,
or restructured, markets; and, a 10 % rate corresponds to an investment in a high-risk environ-
ment [102]. The discount rate can have a significant effect on costs [124], depending upon the
technology considered. For example, the technologies of natural gas-fired combined cycle gas
turbine (CCGT), coal and nuclear each have an LCOE that varies according to the discount
rate applied. At a low discount rate (3 %), nuclear is the cheapest option of the three, due to
nuclear technology being capital intensive relative to coal and natural gas. At a high discount
rate (10 %), though, the LCOE of nuclear becomes more expensive, relative to the other two
technologies [102]. This effect is less pronounced for renewable energy technologies.

There are limits to the effectiveness of LCOE as a metric. LCOE is calculated at the plant
level and therefore does not include costs related to transmission, distribution, or other system-
atic costs, or externalities beyond CO2 emissions. Furthermore, the LCOE methodology reflects
generic technology risks. Therefore, it is less appropriate for calculating specific project risks
in specific markets. The methodology is also more relevant in regulated markets and since there
is a recent divergence from this, in electricity markets, the methodology becomes less accurate
of a measurement [102]. For this reason, the LCOE methodology is less useful in OECD3

countries, where liberalised electricity markets were introduced in the 1990s. In this case, elec-
tricity prices are an input rather than an output of investors’ profitability calculations. This
requires that calculations of net present value (NPV) are made, based on expected exogenous
electricity prices and include an assessment of their variation and associated uncertainty over
time. The LCOE provides an endogenously determined electricty price, effectively rendering
the NPV equal to zero. Also, with the increased reliance upon variable renewable energy, it is
system cost which concerns planners, rather than LCOE [125]. LCOE ignores the increasingly
complex network of interactions that exists between generation technologies and the rest of the
electricity system.

3The Organisation for Economic Co-operation and Development (OECD) is an intergovernmental economic
organisation that aims to simulate economic progress and world trade, on the behalf of its 36 member countries.
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1.1.5 Water as an energy resource
As stated previously, the energy within water is apparent in the propagation of gravity waves,
density gradients, the gravitational potential energy attained through elevation change, or as
kinetic energy due to its movement. Renewable energy technologies that convert the energy
that exists in water, include: hydropower, various technologies that fall under the umbrella of
‘marine energy’ and HEC. It is desirable for an energy source to be predictable, reliable and
dispatchable [78]. Compared to other sources of renewable energy technologies (e.g. solar and
wind), hydropower along with tidal power best demonstrate these characteristics.

In conventional hydropower plants, a storage of gravitational potential energy is obtained
due to the impoundment of water behind a dam, allowing a head to develop. The energy
converted to electricity by a dammed hydroelectric plant is as a result of the conversion of
gravitational potential energy into kinetic energy, which is used to drive the rotation of a hy-
draulic turbine. Run-of-the-river hydropower involves diverting a portion of the water flowing
in a river, through a canal or penstock, to a turbine. In contrast to conventional hydropower,
such power plants have a limited, or lack of, storage.

With a global installed capacity estimated to be 1.3 TW [10] (Fig. 1.3), hydropower ac-
counted for 16.2 % of global electricity production in 2018, generating more electricity than
any other renewable energy technology [8].

Figure 1.3: The development of installed capacity for hydropower from 2009–2018.

The ability to build large-scale hydropower plants, through the creation of a large static
pressure impounded behind the construction of a dam, has been enabled in line with improve-
ments in engineering and design. In combination with the promise of a large quantity of cheap
electricity, for countries with the appropriate resources, this has made the development of larger
hydropower plants an attractive option. Conventional hydropower plants have a comparatively
long life, in relation to other renewable energy technologies (typically 20 to 25 years), of up to
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100 years [126].

Despite providing large amounts of electricity, the development of hydropower has raised
serious socio-economic and environmental concerns (Table 1.2) that question the justification
for continued development [104, 106, 107]. Further, from a political, practical and economic
perspective, future hydropower plant constructions may be either technically or economically,
infeasible [103, 127]. As a specific example, Punys et al. [128] state that a limit on the growth
of such plants, in Lithuania, has arisen due to environmental constraints, bans on the damming
of rivers, the introduction of laws aimed at reducing the incentives offered for development
of such projects and a change in administrative preferences towards less impactful renewable
energy technologies, including HEC. Ansar et al. [127] suggest that in most countries, future
large-scale projects will be too costly in absolute terms. They emphasise that this is partic-
ularly the case for developing countries. If we also consider the increasing sensitivity to en-
vironmental impacts, which is most apparent in developed countries, we might conclude that
this is a global issue, if not always for the same reasons. Though criticism is predominately
directed at large-scale hydropower plants, Abbasi and Abbasi [105] point out that a move to
the development of more mini- and micro-scale hydropower plants, as what they describe as a
decentralisation of hydropower production, causes problems no less serious, when considered
per kilowatt generated.

Small-scale hydropower plants offer some benefits over large-scale plants, in relation to
environmental and social impact, simply for the obvious reason of their being smaller. For iso-
lated communities, with little or no access to electricity, they can offer a cost-effective solution
to energy needs. Small-scale hydropower plants have proven effective in rural mountainous
communities to provide access to electricity [129, 130].

The response to a perceived challenge, due to anthropogenic-induced climate change [131–
133], has affected the development of hydropower, both positively and negatively. A commit-
ment to reducing greenhouse gas emission has caused some countries to include an increased
reliance upon this form of power generation in their plans, thereby allowing a reduction upon
reliance on other green house gas emitting forms, such as the burning of fossil fuels. Unfor-
tunately, carbon dioxide and methane may result from the construction of hydropower plants,
when accompanied by the creation of a reservoir which leads to the rotting of vegetation cov-
ered by the water. This is particularly prevalent in tropical regions and may even result in
greenhouse gas emissions, per kilowatt-hour of electricity produced, that are greater than that
from a fossil fuel power plant [134]. This may be another reason that small-scale hydropower
development is becoming more attractive.

Marine energy4 includes the conversion from tidal energy, wave energy, ocean thermal
energy and ocean current energy. IRENA [10] report that the global installed capacity for
this technology, in 2018, was estimated to be 532 MW; largely constant in the years previous,
following a marked overall increase from 2009–2010 (Fig. 1.4).

4Marine energy is also referred to as ocean energy.
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Figure 1.4: The development of installed capacity for marine power from 2009–2018.

Marine and hydrokinetic (MHK) resources refers to a combination of what is generally re-
ferred to as marine energy and a subset of hydro energy [135], according to the classification set
by IRENA [10] . Following their proposed means of grouping, according to renewable energy
technology type, it is common for such technologies to be classified as either bioenergy, wind,
solar, marine, hydro, or geothermal. Since HEC refers to the conversion of the kinetic energy
contained in river streams, tidal currents, or man-made waterways, it sits in an uncomfortable
position, when attempting to fit it into these existing renewable energy technology classifica-
tions, straddling both marine and hydro. Being referred to as an MHK resource makes more
sense, perhaps. Such a classification is particularly useful when considering estuaries, since
they contain energy that can be considered both marine and hydro energy. As a topic of funda-
mental importance within this study, HEC will be considered, in full, in Chapter 2.

1.2 Aims and objectives
Free-flowing rivers are a globally abundant yet under-developed source of energy. Hydroki-
netic energy conversion is relatively immature when compared with other renewable energy
technologies and resource assessment has been identified as one of the main challenges hinder-
ing its development [122, 123]. A theoretical resource assessment, in contrast to technical or
practical resource assessments which typically follow, quantifies the total energy that is hypo-
thetically available for conversion, without consideration of feedbacks between extraction and
the resource [78]. Therefore, in support of the development of a technology which promises
to contribute to our civilisation’s desire and responsibility to harness and control energy, sup-
porting technological advancement, human flourishing and the reduction of energy poverty, this
study aims to provide a perspective of the global theoretical riverine hydrokinetic resource. The
global tidal resource is estimated to be in excess of 25,880 TWh yr−1 (2954 standard power sta-
tions) [136]. Gaining an understanding of the hydrokinetic resource within a riverine context,
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when combined with existing understanding within a tidal context, provides a more complete
assessment of the global potential for hydrokinetic energy conversion.

Objectives considered appropriate to support meeting these aims are listed.

• Review the fields of hydrokinetic energy conversion, resource assessment, fluvial geo-
morphology and hydrological modelling to gain a thorough understanding of the topics
relevant in determining how to best carry out a hydrokinetic resource assessment.

• Evaluate existing hydrokinetic resource assessments, comparing and contrasting the method-
ologies used.

• Determine a methodology for resource assessment that aligns with the combined efforts
of previous contributors to relevant topics and the informed advice of earlier related stud-
ies and resource assessments.

• Identify data sets potentially suitable for a global-scale resource assessment of the world’s
rivers, analysing their elements and accuracy to determine the most appropriate, accord-
ing to the stated aims and objectives.

• Estimate the global theoretical riverine hydrokinetic resource, providing both a quantita-
tive and qualitative description.

• Justify the results of the resource assessment, giving valid reasons or evidence in support.

• Interpret the results of the resource assessment, drawing relevant conclusions.

1.3 Thesis outline
Chapter 1 Summary of the wider-context topics that underpin this research and a statement of

the aims and objectives of this study.

Chapter 2 Detailed description of hydrokinetic energy conversion and associated topics rele-
vant to undertaking an assessment of the hydrokinetic resource.

Chapter 3 Presentation of a global riverine theoretical resource assessment, applying the con-
ventional approach used in previous regional-scale studies. This resource assessment
represents the first such hydrokinetic resource assessment at the global-scale. Through
the unfolding of the narrative of this thesis, an argument is made that this approach pro-
vides a hydrostatic perspective.

Chapter 4 An evaluation of the conventional approach to hydrokinetic resource assessment
and argument in support of the merits of using a truly hydrokinetic methodology. The
derivation of an equation suitable for achieving this is proposed. Results of this alterna-
tive and novel approach are presented.

Chapter 5 The hydrokinetic resource assessment, proposed in Chapter 4, reveals the dispro-
portionate importance of major rivers. Prominent rivers are further investigated and the
basin-scale perspective examined.
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Chapter 6 Conclusions and future work.

Chapter 3 is based upon an article published as Ridgill et al. [137] and Chapter 4 upon
Ridgill et al. [138].
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Chapter 2

Riverine hydrokinetic resource assessment

2.1 Hydrokinetic energy conversion

2.1.1 Harnessing the energy in free-flowing water

Hydrokinetic energy conversion (HEC) refers to the conversion of the kinetic energy contained
in tidal currents, river streams, or man-made waterways, for the generation of electricity. This
is in contrast to the conversion of the potential energy stored in conventional impoundment
hydropower plants, tidal barrages, or tidal lagoons (see Subsection 1.1.5). It is HEC within a
riverine context that this study is focused upon and therefore it is fluvial processes which are
pertinent. While Sections 2.3, 4.1, 4.2 and 5.1 will address a thorough exploration of these
processes, a number of general points are worth consideration, if we compare and contrast
HEC within freshwater rivers and marine tidal currents, related to flow dynamics, the timescale
of fluctuations, forces of influence and water properties (Table 2.1). As we transition from
marine to riverine, it seems appropriate to first discuss estuaries, where a literal transition occurs
and there exists an overlapping of these differences. With dynamics that are influenced by
two driving agents, freshwater and marine, could they potentially be an important source of
significant hydrokinetic energy?

Estuaries act as an interface between freshwater rivers and saltwater seas. Therefore, estu-
arine dynamics involve the interaction of a river current and a tidal current, with intermittency
occurring due to both of these drivers, but at different scales of frequency. These environ-
ments undoubtedly present opportunities for HEC, but what is the net result of the interaction
of a stochastically fluctuating river discharge and the regular oscillation of the tide? Since the
power generated by a turbine is proportional to the flow velocity cubed (as will be described
below in Subsection 2.1.2), does the inevitable, but short-lived, high-flow velocity event of the
semi-diurnal occurrence of an ebbing tide, combined with the downstream flow of the river,
compensate for the periods of an opposing flooding tide and river flow, in addition to the lack
of water due to periods of low tide? Studies appear to be sparse, related to these questions.
Fouz et al. [139], in their study of the affect upon HEC under combined river and tidal flow,
find that river discharge is dominant and results in a pronounced seasonal variability, but do
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not adequately answer the questions posed above. Zarzuelo et al. [140] suggest that constricted
tidally-influenced areas, such as estuaries, experience a significant amplification of tidal cur-
rents. So, this would seem to be worthy of future investigation.

Table 2.1: Characteristics of river streams and tidal currents.

River streams Tidal currents
Strong stochastic variation (seasonal to daily) Semi-diurnal or diurnal
Unidirectional flow Bi- or multi-directional flow
Density ρ = 1,000 kg m−3 ρ = 1,020–1,030 kg m−3

Forecasting flow conditions difficult Predictable

The power available from HEC is modest compared to that from conventional hydropower.
In Section 4.1, it will be demonstrated that the flow velocity v of water released from behind
an impoundment, such as a dam, when the gravitational potential energy of falling water is
converted into kinetic energy, is a function of static head height H of the water above a point
of release, such that

v =
√

2gH (2.1)

where the acceleration due to gravity g = 9.81 m s−2. A flow speed of v = 1.5 m s−1 (which we
will see in Subsection 4.3.2 is globally significant) would correspond to a static head height of
only H = 11 cm, as shown:

H =
1.52

2g
= 0.114 m = 11 cm (2.2)

Therefore, even a modestly-sized conventional impoundment hydropower plant can theoreti-
cally provide a significant flow speed (Fig. 2.1). Despite this, advantages of HEC over hy-
dropower include: modularity and scalability; less environmental and social impact; and, ease
of construction due to being lower cost, quicker to construct and requiring less planning con-
sent [122, 128, 141]. While HEC cannot generally compete with conventional hydropower, in
terms of levelised cost of electricity (LCOE) (see Subsection 1.1.4) [142], apart from in some
extreme cases, it can compete in absolute terms. Thus the bar is lowered for communities
without access to electricity, yet living close to running water. In this situation, HEC offers a
cost-effective solution for moving beyond having no electrity to the life-changing scenario of
having some electricity.

In addition to extending access to electricity for isolated communities, HEC constructively
benefits the current desire to transition away from fossil fuel based energy resources that con-
tribute to greenhouse gas emissions [143–146]. HEC can be a significant contributor to a
portfolio of renewable energy technologies used by communities directly, or via a grid, since
energy from HEC is largely predictable, reliable and dispatchable [141, 147]. This is certainly
true with respect to tidal currents, the dynamics of which are well understood, but also for river
flow to some extent, with variations tending to be seasonal, or due to episodic events. With the
exception of particularly flashy catchments1, river discharge flows continuously over a given

1The flashiness of a catchment indicates the speed of response to a large influx of water to the system. A flashy
catchment will show a fast response and is characterised by a small area, steep slopes and impermeable geology.
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day, or a series of days. Changes to the flow tend to be more gradual, as the seasons change.
For this reason, though not strictly true, HEC can often be considered a baseload power source
(see Subsection 1.1.4), for periods when confidence of high flow can be assumed. Reducing in-
termittency and unpredictability means that power is made accessible for critical applications,
such as refrigeration, or medical care. This may profoundly benefit communities currently
without reliable power. Communities relying on diesel generators can reduce their fuel costs,
or even eliminate them, by combining solar and/or wind power with HEC.

Figure 2.1: The conversion of gravitational
potential energy to kinetic energy implies that

flow velocity v =
√

2gH, when considered
using Bernoulli’s principle.

After a comparison of the relative advan-
tages and disadvantages of HEC and con-
ventional hydropower, as well as a consid-
eration of the synergistic opportunities of-
fered by combining different renewable en-
ergy technologies, mention should be made
of how mutual benefit can be achieved for
both of these riverine technologies, when de-
ployed together. The tailrace water exiting a
dam, after having been used to rotate a tur-
bine and generate electrical power, still has
significant energy and high flow speeds suit-
able for HEC [148, 149]. This results in an
increase in capacity for a hydropower plant,
with the additional energy conversion of a
HEC turbine, or array of such turbines. Given
that this could be repeated at any of the exist-
ing hydropower plants world-wide, this offers an opportunity to raise the global installed ca-
pacity of hydropower, without need of further dam construction. Also, a significant problem
for HEC deployment is the effects from debris, sediment, frazil 2 and surface ice [150, 151].
Location in the tailrace, downstream of a hydropower installation, has been seen to reduce this
problem by filtering much of this out [149].

2.1.2 Hydrokinetic systems

There are broadly two types of system that can be used to convert the kinetic energy of moving
water into electrical energy: turbine (Fig. 2.2) and non-turbine systems (Fig. 2.3). Non-turbine
systems include: flutter vane [152], piozolectric [153], vortex (or flow) induced vibration [154],
oscillating hydrofoil [155] and sails [156]. With the exception of the oscillating hydrofoil
system, these non-turbine systems are mostly at the proof-of-concept stage.

2Frazil grows within the water column during freeze-up of rivers and open oceans and can accumulate on the
components of a device.
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Figure 2.2: Examples of hydrokinetic turbine systems: (a) axial; (b) vertical; (c) cross-flow;
(d) Venturi; (e) gravitational vortex [157].

Figure 2.3: Examples of hydrokinetic non-turbine systems: (a) flutter vane; (b) piezoelectric;
(c) vortex induced vibration; (d) oscillating hydrofoil; (e) sails. [157].

Generally, turbine systems are used to convert both gravitational potential energy and ki-
netic energy in falling, or moving, water to rotational mechanical energy. There are broadly
three categories of turbine: impulse, reaction and very low head (VLH). Impulse and reaction
turbines are used when a significant head of water has been created behind a barrier, therefore
being more relevant to conventional hydropower. VLH is typically determined as having a head
H < 3.2 m [158, 159] and includes turbines which are in-stream and effectively ‘zero head’.
The theoretical power P available for a hydraulic turbine that benefits from a head is given by

P = γQH (2.3)

where γ is the specific weight of water (9,800 N m−3) and Q is the discharge (volumetric flow
rate). As will be shown in Section 4.1, this relationship is derived from a consideration of
gravitational potential energy Ep, using the classical equation

Ep = MgH (2.4)

where M is the mass of water. Given the low head associated with these turbines, it would seem
that they offer a less attractive option, when compared to impulse and reaction turbines, and
their application in conventional hydropower, as we discussed above. Building upon the general
points made in Subsection 2.1.1, though, VLH turbines do offer specific benefits, resulting in
distinct advantages, environmentally and financially. For example, Pandey and Karki [130] list
reasons why VLH turbines minimise detrimental effects on fish:

• relatively large diameter runner;

• lower speed of the runner;

• smaller pressure gradient between inlet and outlet of the runner;
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• lower incidence of cavitation; and,

• smaller sheer stress.

A challenge with VLH projects, dependent upon the site, is that the cost to develop can be
too great relative to the power generated [122]. Therefore, design and installation costs must
be carefully managed to allow profitability.

Figure 2.4: Repetitive Energy’s 300 kW HEC Large Tidal Turbine can be deployed in a
suitably-sized river, or in a tidal stream environment.

Turbines intended for free-flow HEC (e.g. Fig. 2.4) are strictly a subset of VLH tur-
bines and, as such, it is appropriate to class them so. Yet, to be precise, we are interested in
this study with turbines specifically intended to be deployed in-stream for the purpose of con-
verting the kinetic energy of free-flowing rivers. The term ‘hydrokinetic turbine’ is deemed
synonymous with many other terms which may be encountered, such as: water current tur-
bine (WCT), ultra-low-head hydro turbine, free flow/stream turbine, zero head hydro turbine,
in-stream hydro turbine, tidal in-stream energy converter (TISEC), tidal current turbine, river
current turbine (RCT), river current energy conversion system (RCECS), river in-stream en-
ergy converter (RISEC), or river turbine. The length of this list demonstrates the usefulness of
a catch-all term. Kirke [160] warns of the danger of referring to hydrokinetic turbines as ‘zero
head’ hydro turbines, in what he refers to as the ‘zero head myth’. He points out, as others have
[161–163], that there is indeed no change in water level, or need for a head, with the use of
such turbines. Yet, of course, any movement of water must involve a gradient, strictly speaking,
whether river flow or tidal current.

These turbines can be aligned vertically (Fig. 2.5), or horizontally (Fig. 2.6). Although
the wind energy industry has effectively discarded vertical axis systems, many hydrokinetic
turbines employ this arrangement. There are benefits and limitations associated with verti-
cally aligned turbines and horizontally aligned turbines (Table 2.2), meaning that either may be
appropriate according to the criteria stipulated by different scenarios.
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Figure 2.5: Types of vertically-aligned
hydrokinetic turbines: (a) in-plane, (b)

H–Darrieus, (c) Darrieus, (d) Savonious and
(e) helical [122].

Figure 2.6: Types of horizontal axially-aligned
hydrokinetic turbines: (a) inclined axis, (b)
float mooring and (c) rigid mooring [122].

Table 2.2: Benefits and limitations of vertically- and axially-aligned hydrokinetic turbines.

Alignment Benefits Limitations
Vertical Design simplicity. Low starting torque.

Generator coupling. Torque ripple.
Ease of flotation and Lower efficiency.
augmentation arrangement. Poor starting performance.
Less noise.
Suitability for variable
vertical velocity profile.

Axial Knowledge base. Difficult blade design.
Performance due to taper Underwater generator.
and twist. Underwater cabling.
Performance with high
speed flow.
Self-starting.
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Hydrokinetic turbine efficiency varies with flow speed. If P is plotted against v (Fig. 2.7),
there are three distinct regions.

• Region I: Zero to cut-in speed. The turbine will not rotate. No power is generated. This
represents the minimum flow speed required to overcome friction within the turbine and
rotate the generator sufficiently to generate power.

• Region II: Cut-in speed to rated speed. Power is generated according to a chain of ‘water
to wire’ conversion factors.

• Region III: Greater than rated speed. The flow speed exceeds the rated speed of the
turbine. Power output is constant and corresponds to the turbine’s maximum capacity.
Since an increase in power will not result from a further increase in the rate of rotation,
but may risk damage to the turbine, a method of for preventing the turbines rotation can
be employed, e.g. adjusting the pitch of the blades.

Figure 2.7: Approximate and relative comparison of the power P of flowing water and output
by a turbine at different flow speeds v.

A power curve (Fig. 2.8) is plotted using empirical measurements of extracted power Pe

generated by a turbine, at different flow velocities of the fluid passing across it. The power
coefficient CP is defined as the ratio of Pe to the theoretical power P, as

CP =
Pe

P
(2.5)

Betz’s law states that the maximum value for an in-stream turbine’s power coefficient is
CP = 0.593 [164]. This principle can be applied to all Newtonian fluids, which includes air and
water. Therefore, this is relevant for both HEC and wind turbines and dictates an upper limit
of efficiency for such devices of ∼50 %, when all related factors are accounted for. This is an
important limitation of these renewable energy technologies, relative to other forms. Radkey
and Hibbs [165] claim that the use of a duct can allow a power coefficient of up to cp = 1.69
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to be achieved, with an axial turbine, suggesting this upper limit can potentially be exceeded.
This view has been supported by subsequent studies [157, 166].

To derive a means for calculating HEC power, let’s first consider that power P is defined as
the rate of doing work W in time t,

P =
dW
dt

(2.6)

In this case, the work done is by kinetic energy Ek, which is defined, according to the classical
equation, as

Ek =
1
2

Mv2 (2.7)

So,

P =
1
2 Mv2

t
(2.8)

If considering the mass of fluid that is travelling past the turbine,

M = ρADL (2.9)

where ρ is the fluid’s density, AD is the cross-sectional area of the sweep of the turbine and L is
the length of fluid that moves past the turbine in time t. Substituting for M in Eq. 2.8 gives

P =
1
2ρADLv2

t
(2.10)

Since L
t is equivalent to the flow velocity of the fluid, this means

P =
1
2
ρADv3 (2.11)

This can also be expressed as power density

P
AD
=

1
2
ρv3 (2.12)

Technical limitations, that result in a turbine generating power below this theoretical calcu-
lation, are influenced by the efficiencies of the turbine, the drivetrain, the generator and power
conditioning components (e.g. a voltage regulator). The effective power of a turbine, with these
efficiency factors taken into account, therefore includes CP (Eq. (2.5)), becoming

P = CP
1
2
ρADv3 (2.13)

After this, the cut-in and cut-out speed need to be considered (Fig. 2.7) and, before long, in
practice, empirical measurements and the plotting of a power curve (Fig. 2.8) are often more
pragmatically useful than a theoretical calculation.
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Figure 2.8: An example of a power curve,
which plots power P against flow velocity v,

using empirical measurements from a turbine.
The example is plotted using arbitrary, but

representative, data.

Wind turbines and hydro turbines are sim-
ilar, in that they are caused to rotate due to
a passing fluid, meaning that that they can
be compared and contrasted. The technol-
ogy is essentially the same, though HEC tech-
nology is said to be 15–20 years behind the
technology of wind power generation [150].
Since the densities of air and water are ρair ≈

1.225 kg m−3 and ρwater ≈ 1,000 kg m−3, the
power generated by a hydro turbine would
be ∼ 800 times that of a wind turbine, given
the same flow velocity. For this reason, hy-
dro turbines can produce significant power
at relatively low flow velocity, relative to
wind turbines. Consequentially, wind tur-
bines are designed to work with flow veloc-
ities of 11−13 m s−1, compared to ∼ 2 m s−1

for hydro turbines [122, 167]. This also explains why the area required by a hydro turbine is
considerably less than that required for a wind turbine. Yet, Fraenkel [168] highlights how this
fact presents a challenge for hydrokinetic turbines, which he believes is limiting development.
He states that due to the relatively slow rotation of these types of turbines, to generate compa-
rable power relative to other types of turbine, they must be engineered to withstand substantial
torque τ, because

P = τω (2.14)

where the rate of rotation is represented by the angular frequency ω. Therefore, a low ω means
a high τ is needed. This increased engineering requirement causes an associated increase in
costs, relative to wind turbines, for example.

Figure 2.9: Repetitive Energy’s 100 kW HEC
River Array, comprising an array of Smart

Stream turbines.

Compared to wind, river flow and partic-
ularly tidal stream flow are more predictable,
with flow variation in the interval of hours,
or days. Flow is unidirectional in a river
and bidirectional in a tidal stream (Table 2.1),
compared to a much greater variation for
wind.

The deployment of more than a single
HEC device is known as an array (Fig.
2.9). The effect on overall energy production,
when deploying turbines in arrays, is more
pronounced in hydro turbines than wind tur-

bines [169]. Wind turbines extract energy from a lower boundary layer of the atmosphere and
though energy extraction reduces the wind speed immediately behind the turbine, the wind
speed re-establishes itself a relatively short distance downwind, with energy replenished from
boundary layers above. In contrast, hydro turbines are constrained between the water surface
and a river bed, or seabed. Depths are generally far less than the height of the atmosphere. Thus,
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energy is more spatially constrained and significant extraction results in a relatively greater af-
fect.

Since each device causes a backwater effect, the spacing between each device in the array
is an important consideration, which should be optimised to achieve maximum conversion.
Two perspectives are relevant: macro- and micro-arrangement [170]. The macro-arrangement
considers the total number of devices and the overall layout. The micro-arrangement deals
with the factors between pairs of individual devices and rows. Vennell [171] states that the
parameters responsible for the performance of an array are: the free-surface effect (clearance
ratio), the duct augmentation and the blockage coefficient. The free-surface effect depends
upon the affect of the fluid (air) above the surface of the flowing water. Bathymetry may also
affect the layout of an array [172]. The blockage coefficient ϵ of a HEC device, or an array of
devices, is given by

ϵ =
AT

A
(2.15)

where AT is the sum total of the flow-facing area of the moving and non-moving parts of all
devices and A is the channel cross-sectional area. If considering an array of devices, the average
cross-sectional area is calculated by dividing the volume of the fluid at the site, determined from
bathymetry subject to the lowest operational flow, by the length of the project site along the
direction of flow. According to the International Electrotechnical Commission (IEC) guidelines
[173], a project is considered ‘small’ if ϵ < 0.05, or ‘large’ if ϵ > 0.05. The standards proposed
by the IEC are discussed further in Subsection 2.2.3.

Without deployment of a device in a channel, this is referred to as the baseline condition.
Once a device is deployed, this is then defined a turbine-operated condition. With the introduc-
tion of an obstruction into a channel, the resulting drag force will cause variations in the flow
of water and may also lead to sediment deposition and scouring. Changes in flow velocity pro-
duce a backwater effect, with a rise in water level observed upstream of the device and a drop in
water level downstream. The pattern seen downstream of the device may be referred to as the
wake. The distance taken by the flow, before the effects from passing a turbine are no longer
observed, is known as the wake-recovery distance. Knowledge of this parameter is important
for determining appropriate spacing of an array of turbines. Other observations which can be
relevant include the width of the wake, the profile of the velocity and the turbulence intensity.

With regards to the effect on power extraction from channel blockage, Garrett and Cummins
[174, 175] state the ratio of power extraction Pe to power dissipation Pd is given by

Pe

Pd
=

2
3(1 + ϵ)

(2.16)

2.2 Resource assessment

2.2.1 Site selection

Site selection, for the deployment of renewable energy technology, is determined by a resource
assessment. This generally includes an assessment of a resource according to three perspec-
tives: theoretical, technical and practical [78, 135, 176, 177]. The first question to address is if



Riverine hydrokinetic resource assessment 29

there is enough energy to extract in a cost-effective way. A theoretical resource assessment is a
determination of the total annual energy that is hypothetically available. After this, a technical
resource assessment calculates the portion of the theoretical amount of energy that can be con-
verted, by a specific technology of interest, into electricity, or other useful form of energy, such
as hydrogen (see Subsection 1.1.4).

Following a theoretical and technical resource assessment, a practical resource assessment
assesses additional considerations and constraints, including economic, environmental and reg-
ulatory. With regards to HEC, the practical factors that may affect, or influence, site selection
may include:

• proximity to important infrastructure, such as grid lines, road networks and settlements;

• environmental and socio-economic factors, such as water quality (presence of silt and
debris);

• accessibility of the site depending on the terrain characteristics, land ownership, etc.;

• existing electricity availability and price;

• energy demand;

• economic constraints;

• availability of other energy sources; and,

• a host of many other lesser factors.

The interaction of fish and marine mammals has been highlighted as an issue of some
importance in previous resource assessments [150], and linked to ecological stewardship, eco-
nomics, culture and lifestyle factors. Copping et al. [178] considered environmental factors
related to the marine environment: blade strikes, noise and effects that result from the extrac-
tion of energy affecting the flow. They found, along with other studies [179–182], that HEC has
little affect on marine life. Avoidance predominates, but in the few occasions fish have passed
through the turbine swept area, survival rates have been >98 % [178, 181, 182].

Installation in some scenarios will require careful review of the effects from debris, sedi-
ment, frazil and surface ice. Additional economic factors may include power plant design, size,
efficiency and maintenance requirements. The inclusion of any combination of these factors
when defining feasibility criteria may further refine the approach. Relevant factors here can be
broad, overlapping and open to interpretation.

Considering just the theoretical and technical perspectives, the suitability of a site for HEC
depends upon a number of factors, such as fluid dynamics, bathymetry and the stability of
high-velocity zones. In rivers, the fluid dynamic factors will include discharge, flow velocity
distribution, power density, turbulence and the Froude number. Ideally, these will need consid-
ering as a function of position, to allow the determination of local power variations, the total
practical power and the available space for placing individual, or arrays of, devices. Beyond
this, towards encompassing all practical considerations, it must be remembered that the phys-
ical features listed above, that describe a hydrodynamic system, must be accompanied with a
consideration of features that describe this system’s interaction with external and overlapping
systems, which will not be only physical.
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In general and stated simply, with regards to rivers, HEC devices are ideally located at
locations with relatively steady flow throughout the year, that are not prone to serious flood
events, too much turbulence, or extended periods of low water level. Neary and Gunawan
[183] identified variables that could influence conditions along the length of a river reach:

• bed sediment, grain and form roughness;

• secondary circulation caused by channel form;

• wind shear on the water surface; and,

• the presence of structures that could create surface wakes, vortex shedding and increased
turbulence in the wake.

Varying velocities and water levels mean that the data needed for an assessment of a HEC
site is highly site-specific [161]. Pandey and Karki [130] consider description of the following
hydrology features relevant as part of a feasibility study for a typical small hydropower plant:
the river basin, the catchment area, precipitation, estimate of river discharges and derivation of a
flow duration curve (FDC). Apart from the last point, this list contains items that need no further
description, for now, but will be further expanded upon in Sections 2.3 and 5.1. To address the
last point, an FDC shows the frequency with which discharges of different magnitudes are
equalled, or exceeded.

The different values for discharge at a given location, represented by an FDC, show that
different discharges vary in frequency. This frequency is a function of the watershed and its
hydrologic and physical characteristics. These FDCs provide important information, when
determining the feasibility of a location, giving a clear indication of the potential power gen-
eration throughout the year. Mean annual discharge generally has a frequency of ∼25 % and
magnitude of ∼40 % of the bankfull3 cross-sectional area [184].

The shape of the FDC gives an indication of a catchment area’s response to precipitation.
A steeply sloping curve results from a very variable flow and is usually associated with a small
catchment, having much quickflow and little baseflow. In contrast, a very flat curve means
that there is little variation in flow, due to damping effects of infilltration and groundwater
storage. The FDC for three different locations (Fig. 2.10), using data from the National River
Flow Archive [185], can illustrate these differences. Though the FDC of Fig. 2.10(a) shows
a higher flow rate than in Fig. 2.10(b), they both show a steep drop from the maximum, with
relatively low flow rates for the majority of the period recorded. In contrast, the FDC for Fig.
2.10(c), though having a much larger flow rate anyway, also shows a less steep drop off from
the maximum, meaning there will be more consistent power generation throughout the year.
In addition, FDC plots can provide developers with information to make informed decisions
about whether to select a reduced installed capacity to take advantage of simpler licensing
requirements, if doing so can be seen to have little impact on overall power generation.

3Bankfull discharge occurs when river flow fills the entire channel. A further increase in discharge will result
in flooding.
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Figure 2.10: Flow duration curves (FDC), until 30 September 2017, for the rivers (a) Abhainn
a’ Bhealaich, at Braevallich, from 1 October 1981; (b) Cefni, at Bodffordd, from 10 October
1988; and, (c) Severn, at Haw Bridge, from 1 July 1971. In each case, discharge Q is plotted

against the exceedence probability F, representing the proportion of time that Q is equalled, or
exceeded. Data from the National River Flow Archive [185].

Seasonal variability, or intra-annual variability, is quantified by plotting an FDC for each
month. Inter-annual variability is quantified with an FDC for each year. The IEC stipulate that
this is the standard when focusing on a theoretical resource assessment, for a particular location
[173] (see Subsection 2.2.3).

The steps to compute a FDC:

• Sort and rank-order the discharge data, labelling each position i. Assign 1 to the highest
discharge and n to the lowest discharge, assuming n measurements in the record.

• Calculate exceedence probability F for each discharge:

F =
i

n + 1
× 100 (2.17)

For a complete resource assessment, thorough and detailed study is required to estimate the
theoretical, technical and practical resource, and to select candidates for hydrokinetic project
development. Ideally, for an accurate technical resource assessment, the deployment of a single
HEC device, or an array of devices, requires characterisation of spatial and temporal variation
of the current speed and the turbulence acting on the proposed energy extraction plane (EEP)
4. This is necessary to determine hydrodynamic forces, array configuration and resulting power
estimates over a representative period of record. In addition, this influences design, providing
information to aid the determination of structural loading and power capacity.

4For a hydrokinetic turbine, this would be the height of the hub.
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Increasing the scale of a resource assessment, as is the aim of this study, reduces the extent
to which such detail can be realistically considered. This necessitates a requirement to evaluate
the cost of this loss of detail, in relation to the potential value that is provided by considering a
larger perspective.

2.2.2 Previous hydrokinetic resource assessments

According to Lalander [186], HEC resource assessments have mainly been performed for tidal
areas, such studies are minimal and have involved using point measurements. Jacobson et al.
[187] state that though there are a number of studies that address the recoverable HEC resource
in tidal settings, at the time of their own study (discussed below), they knew of no definitive
study published on the recoverable riverine HEC resource other than by Miller et al. [188]. With
this focus towards tidal areas, the methodology used in these studies have been geared towards
tidal movements of water, using the two criteria of mean maximum spring speed (MMSS) and
cross-sectional area of a channel. MMSS is the average maximum velocity during spring tide
flow. Velocity is assumed to be sinusoidal and allows a time-series to be created. Using this
time-series for velocity v and the equation for theoretical power (Eq. (2.11)) or power density
(Eq. (2.12)) provides the means of assessing the theoretical resource by summing the power
generated over a year, giving the raw flux of energy over one year through one cross-section.

Gunawan et al. [189] claim that the best practices for tidal energy resource assessments
are not well-established and that universal adoption of consistent methods is yet to be realised.
Such practices would require consideration of the instruments needed for collecting current
speed and turbulence measurements, deployment strategies and methods for post-processing.

Some regional-scale, riverine hydrokinetic resource assessments have relied on gauged river
segments alone [187, 188, 190, 191]. Later developments allowed estimation of ungauged river
segments, using regionalisation and discharge modelling [137, 192].

A riverine hydrokinetic resource assessment of the continental United States5, carried out
by Jacobson et al. [187], determined that there was a theoretical resource of 1,381 TWh yr−1

and a technically recoverable potential for 120 TWh yr−1, which at this time, represented 3 %
of the country’s usage. This study used P = γQH (Eq. (2.3)) to determine power and described
this as the ‘standard hydrological equation for determining theoretical hydraulic power’. Only
river reaches with a mean discharge Q > 28 m3 s−1(1,000 cfs) were included in the assessment.
Given these disharge restrictions, intended to exclude reaches which were clearly unfeasible
for HEC deployment, it could be argued that this causes the distinction between a theoretical
and technical resource assessment to be blurred, somewhat, and that such restrictions might be
best left to a purely technical resource assessment.

The HEC-REC hydrologic model [193, 194] (see Subsection 3.1.1) was used to calculate
technically recoverable power for a representative range of values for river slope s and Q,
according to criteria determined by an expert panel, incorporating constraints based on depth
d, v and device spacing. In this way they developed a formula to estimate the recovery factor
RF, using

5To be clear, the authors state that this resource assessment covered the contiguous 48 states and Alaska,
excluding tidal waters.
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RF =

 0.002647(Q−200)0.3426
√

62.4277s2
e
−(log(s)−1.498)2

19.87 if Q > 200 m3 s−1

0 if Q ≤ 200 m3 s−1
(2.18)

The product of RF and the theoretical resource provided the technical resource for each
reach. The expert panel advised that minimum values of v ≥ 0.5 m s−1 and d ≥ 2 m be set, for
Q = Q5 (5th percentile). A simplified ‘V’ shaped cross-section geometry was assumed. Device
efficiency was considered by assuming a power coefficient CP = 0.30.

A rule-of-thumb device spacing was used, based upon a deployment in rows. If D is the
device diameter, then the rows would be 10D apart, with a separation of 2D within the rows. It
was determined that D = 0.8d at Q5.

To represent HEC devices within HEC-RAS, in place of the Manning roughness factor n
(see Subsection 4.2.1), an effective roughness nt was calculated to account for the backwater
effects of device deployment. Based on research by Kartezhnikova and Ravens [195], this was
calculated using

nt = n(b1/3 − 0.28263b−1/3 + 0.139296)5/3 (2.19)

where

b = 0.46088a +
√

(0.46088a + 0.68368)2 + 0.022578 + 0.68368 (2.20)

and

a =
3
4
·

Cp(1 + ϵ)
n2g

·
NAD

wL
· d1/3 (2.21)

where N is the number of devices in the section of river under consideration and w is the width
of the river. An initial value of n = 0.03 s m−1/3 was universally applied, before calculating nt.
The recovery factor was seen to decrease with increasing discharge.

Jacobson et al. [187] state that validation of their hydrokinetic resource assessment was
difficult, due to the lack of empirical data from existing HEC deployments. In fact they stated
that they knew of no direct measurements of in-stream energy that could be used to validate
their model, at that time. This can be attributed to both a lack of projects and also a reluctance to
publish device data. Unfortunately, this state of affairs has not improved at the time of writing
and has provided a challenge to this study.

Miller et al. [188] carried out an earlier study to assess the riverine hydrokinetic resource
of the United States. The study determined the river reaches with the most potential, in 12 of
16 hydraulic regions, chosen using a criteria for including the region if mean discharge Q >
113 m3 s−1(4,000 cfs) and mean flow velocity v > 1.3 m s−1(4.3 fps). An inconsistent criteria
was used across these regions, but river reaches identified as having the greatest potential were
assessed for recoverable power. An estimate was achieved by:

• assuming turbine array deployment over 25 % of the width and 25 % of the length that
met a minimum discharge criteria;

• with a turbine spacing of half a turbine diameter in each row and 5 turbine diameters
spacing between the rows;
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• where the turbine diameter is 80 % of the mean depth; and,

• the power coefficient Cp = 0.40.

This method resulted in an aggregate mean annual power of 12,500 MW, yielding 110 TWh yr−1.
Studies have also been carried out in Canada [190, 196]. UMA Group [190] only as-

sessed the hydrokinetic potential of certain rivers in Canada, that met the minimum criteria
of Q > 450 m3 s−1, v > 1.5 m s−1, w > 50 m and d > 3 m. This study included assumptions of
uniformity along very long reaches (100s of kilometers). Both studies used the Manning for-
mula (Eq. (4.17), defined in Subsection 4.2.1). Data was obtained from topographic maps and
HYDAT, an archival database of daily and monthly means of flow, water levels and sediment
concentrations across Canada [197].

2.2.3 Resource assessment standards
In their review of riverine hydrokinetic resource assessments, Kirby et al. [177] found that the
methodology applied to site-specific assessments were not entirely consistent, with the most
common discrepancies being the characterisation of discharge variability, calculation of uncer-
tainty and the quantity of data collected to derive results. Further, they state that these issues
are amplified for regional-scale, or larger-scale, resource assessments. Generally, smaller-scale
resource assessments will involve either:

• a single potential deployment location;

• a single reach with several potential deployment locations; or,

• the assessment of several reaches, in close proximity.

Due to this reduced scale, there is more of an opportunity to collect high resolution spatial
and temporal data, which contributes to the possibility of more precise and accurate results.
The aim of this study is to assess the hydrokinetic resource on a global-scale. This implies an
acceptance of reduced resolution, as scale is increased. In acceptance of the differences between
these extremes, with site-specific at one end of the spectrum and global-scale at the other, and
in acknowledging the constraints imposed by an effort to attain a larger-scale perspective, it is
still useful to consider the efforts to standardise hydrokinetic resource assessment at the site-
specific scale. It is important to state, as is confirmed by Kirby et al. [177], that there are
no published standards, specifications, or rules-of-thumb for large-scale riverine hydrokinetic
resource assessment (apart from, now, the proposed methodology of Ridgill et al. [137, 138],
which forms part of this study and is described in Chapters 3 and 4) and that site-specific
methods cannot feasibly be replicated in large-scale assessments.

The IEC is a worldwide organisation for standardisation, comprising all national elec-
trotechnical committees (IEC National Committees). Their stated aim is to promote interna-
tional co-operation on all questions concerning standardisation in the electrical and electronic
fields [173]. The IEC publishes International Standards, Technical Specifications, Technical
Reports, Publicly Available Specifications (PAS) and Guides, that are collectively referred to
as ‘IEC Publication(s)’. The preparation of IEC Publications is carried out by technical com-
mittees, who collaborate with any IEC National Committees interested in the subject dealt with
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and liaise with international, governmental and non-governmental organisations. IEC collabo-
rates closely with the International Organisation for Standardisation (ISO) in accordance with
conditions determined by agreement between the two organisations.

The IEC has produced guidance and a model for standardisation in carrying out a theoretical
resource assessment for HEC [173]. The purpose of this technical report is to provide a uni-
form methodology that will ensure consistency and accuracy in the estimation, measurement,
characterisation and analysis of HEC in a riverine context (Fig. 2.11). Furthermore, it defines
a standardised methodology with which the resource can be described and reported. This can
be undertaken as part of a feasibility study, or a full study: the difference is based upon the
amount of information that is available for the devices to be employed. In a comment on the in-
consistencies of site-specific hydrokinetic resource assessments, with specific reference to how
they differ from the IEC standards, Kirby et al. [177] determine that the most common aspects
of divergence are the capturing of the variability of discharge, calibration of models used and
validation of these models.

Specifically, for a full study, as informed by the IEC, it is required that the information for
a HEC device includes:

• dimensions including position in the water column and swept area;

• a power curve with specified free-stream measurement location;

• operational range; and,

• thrust coefficient, for projects that include modelling energy extraction by the device.

For the feasibility study, they state, a generic HEC device is chosen and all supporting
device data shall be presented with justification in any report. The power and thrust coefficient
shall be defined as a range and therefore the feasibility study will result in an annual energy
production (AEP) range, as described below.

The technical report explicitly excludes:

• practical resource assessment;

• resource characterisation;

• power performance assessment of devices; and,

• environmental impact studies, or similar assessments.

According to this guidance, an energy resource should be defined by velocity duration
curves (VDCs), which can be used to determine the AEPs for individual, or arrays of, energy
conversion devices.

There is no required methodology for identifying particular project locations. The technical
specifications assume that a project location has already been identified (arguably, defining the
gap in knowledge that this study aims to fill). However, it is stated that some or all of the
methods outlined may be used to assist with project-location identification.

A VDC, similar to a FDC (see Subsection 2.2.1), quantifies the percentage of time that v
exceeds a particular value. A key difference between the two is that an FDC is representative of
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a river reach, whereas a VDC is location-specific, within a reach or cross-section. This accounts
for the greater spatial variability of v within a river reach, compared to Q.

The method for developing a VDC is similar to that described earlier for a FDC, if sufficient
data for v is available for a given location. Acceptable methods are applicable, in a scenario
where there is sufficient data for Q but not for v, that use measurements of v taken over a shorter
period. These methods will differ according to whether values for v were obtained by a direct-
measurement, or measurements-only, technique. Either way, this involves a transfer function
that relates Q to v, for a given exceedance probability.

If using the direct-measurement technique, corresponding values for v and Q can be paired
according to time of measurement. This allows v to be plotted against Q such that a relationship
can be determined by regression. It is recommended that at least 5 pairs are used and that, rather
than equally spaced, pairings should provide increased resolution for higher values of Q [173].
Further, measurements of v should be representative of the full operational range of a potential
device, from cut-in to cut-out speeds (Fig. 2.7).

The measurements-only technique is derived from the index velocity method, which pro-
vides a way to determine Q based upon the assumption that there is a relationship between
the mean velocity of a cross-section and the local velocity at a specific location within this
cross-section, using

Q(d, vi) = A(d)v(vi) (2.22)

where Q, A and v are shown to be functions of the mean depth d and vi. Indicative of the
name of this method, vi is the flow velocity of the ith bin of the VDC. The index velocity
method for computing Q has become increasingly common since the emergence of low-cost
acoustic Doppler current profilers (ADCPs). In this case, the method is inverted to allow a
calculation of a local velocity. This has the advantage of being applicable to many locations,
once relationships are established.

According to the IEC, a hydrological model-based VDC can be produced for a specific
location, but should be validated using direct measurements. Also, a river energy resource
should be defined by a VDC, which can be used to determine the AEP for individual, or arrays
of, energy conversion devices [173].

The AEP of an energy conversion device quantifies the average energy yield that is predicted
over the period of a year. This is usually expressed with the units MWh yr−1, or GWh yr−1.
Since it is a measure of energy conversion over a given time, it can also be considered the
average annual power and can therefore be converted and expressed using kW,MW, or GW.

For HEC devices, AEP is calculated by combining VDC and device-specific performance
power curves (Fig. 2.8). In accordance with standardised guidelines for resource assessment
[173], the energy production EP of a device is estimated using

EP = Nh

NB∑
i=1

Pi(vi)Bi (2.23)

where Nh is the number of hours in a year, or other period of interest; NB is the total number of
flow velocity bins in the VDC; Pi(vi) is the power provided by the device-specific performance
power curve, associated with the ith flow velocity bin of the VDC; and, Bi is the width of the ith

bin for the VDC, given as a decimal probability.
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Figure 2.11: Flowchart outlining the methodology for a resource assessment, according to the
International Electrotechnical Commission [173]. Here, REC refers to river energy conversion

and is synonymous with hydrokinetic energy conversion (HEC).

To ensure adequate reliability and stationarity6 of the FDC, which is also required (Fig.
2.11), a significant quantity of either measured, or model-generated, discharge data is required.
Neary and Gunawan [183] developed a manual of best practice, outlining methods for the
collection of field measurment data, specifically for the assessment of site-specific hydrokinetic
resource assessment. It is stipulated that at least 10 of the previous 15 years of discharge
data should be used to form an FDC. If this is not available, regional hydrological modelling
provides an alternative. In this case, at least 10 years of data should be developed and validated
with at least 1 year of discharge measurements. The period of 10 years is said to be sufficient
to take into account impacts such as the El Niño Southern Oscillation.

In relation to the Froude number (see Subsection 2.3.2), the technical report states that

6A stationarity time series is one whose statistical properties are all constant over time.
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installation in super-critical flow (Fr > 1) is feasible, but would be most feasible for ‘small-
scale’ devices. This is due to the implication that such conditions are shallow, highly localised
and having a high-velocity flow.

Again, though the IEC provides guidelines for location-specific hydrokinetic resource as-
sessment, they state that there is no required methodology for identifying particular project
locations. In this regard, remote sensing may offer the means to assess many locations, over a
large area.

2.2.4 Remote sensing
Remote sensing refers to the use of satellite sensors, aircraft sensors and sensors mounted on
land-, or sea-based platforms. If the sensor emits a signal which is reflected and then measured,
this is categorised as active remote sensing. Otherwise, the sensor measures externally sourced
signals, such as solar radiation reflected from the area of investigation and is referred to as
passive remote sensing. Advances over the past two decades have permitted fast, precise and
effective acquisition of topographic information of high quality [198].

Spatial data analysis (SDA) can be defined as a set of techniques devised for the manipula-
tion of data whose outcomes are not invariant under relocation of the objects of interest in some
space [199]. This definition purposely includes the possibility to apply SDA to data arrayed in
any space, but it is geographical space that is most common. Geographical information sys-
tems (GIS) utilise the storage of databases and geospatial data to represent and characterise the
earth’s surface, enabling an understanding of geomorphology. This reveals the spatial, tempo-
ral and thematic relationships between processes, materials, landforms and controlling factors:
both natural and anthropologic. SDA and GIS techniques can be combined to provide repre-
sentation, visualisation, analysis and comprehension of geomorphological phenomena [200].

Advantages of using SDA, GIS, remote sensing or modelled data (see Section 3.1.1), com-
pared to in situ surveys, include:

• a reduction in costs and time per location assessed;

• an increase in the number of potential locations that can be assessed; and,

• ease with which locations within challenging terrain and remote regions can be assessed.

This last point is particularly relevant, since high potential sites are often located in remote,
inaccessible mountainous areas with rough terrain.

Though expensive and logistically challenging, true characterisation of a resource and vali-
dation of numerical simulations requires direct observation, to allow accurate quantification at
high temporal and spatial resolution [78]. This can be achieved in situ or remotely, but con-
sideration must be made of the difference in accuracy that may result between these methods.
For example, an in situ resource assessment of the East River tidal strait, near Roosevelt Is-
land, in New York, Gunawan et al. [189] determined a theoretical power density, derived from
direct current speed measurements. When compared with values reported by previous national
resource assessments [201, 202], arrived at through remote methods, the in situ values were
found to be one order of magnitude greater. Though national-, regional-, or global-scale re-
source assessments are useful for identifying potential locations, it is necessary to remember
that this may miss small ‘hot spots’ that could be viable. For this reason, remote methods are
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suitable for the inception phase of a project, or as part of a feasibility study. This does not re-
move the necessity for field work. The aim is to identify potential sites that may justify further,
more focused, investigation.

Remote sensing data can be used to obtain almost any information that is typically avail-
able from maps [5]. With regards to hydrology, which is relevant in this study, this traditionally
included low resolution and coarse data related to drainage basin area and the drainage net-
work. Recent advancements in theory and algorithms have enhanced the ability to measure the
hydraulic parameters of rivers from space. A better understanding of rivers at the continental-
and global-scale has followed from studies that have used remote sensing data:

• to trace river networks [203–207];

• extract basin and floodplain parameters and features [208, 209];

• map the extent of flooding and flood risk [210–212];

• estimate discharge [213–219];

• estimate river channel parameters [206, 220, 221]; and,

• describe the relationship between width, slope catchment area, meander wavelength, sin-
uosity and discharge [222].

Such studies have contributed to the creation of data sets describing these features at a large-
scale (see Subsection 3.1.2). To understand natural river flow requires an understanding of the
complex, spatiotemporal fluctuations of a number of variables. This implies an acceptance of
reduced resolution as scale increases. The usefulness of global river databases for the purpose
of large-scale hydrokinetic resource assessment has been questioned by some, highlighting the
need for a development of methods for database analysis [122, 161]. Prior to the Surface Wa-
ter Ocean Topography (SWOT) mission (originally expected to launch in 2021 [223], but now
delayed), large-scale hydrological models are currently considered the best method for under-
standing continental- to global-scale hydrological features, at sub-monthly time-steps [224].
Though the direct measurements of SWOT will provide an improvement in observations, there
will still remain spatiotemporal gaps. Therefore, an integration of SWOT measurements with
existing models offers an opportunity to better develop our understanding of large-scale hy-
drological systems; and vice versa, since the SWOT mission uncertainties and river detection
limits are often defined as functions of channel width [225–227].

The SWOT mission is jointly developed by the National Aeronautics and Space Adminis-
tration (NASA) and Centre National d’Études Spatiales (CNES), in partnership with Canadian
Space Agency (CSA) and UK Space Agency (UKSA) [223]. Included within the mission’s sci-
entific objectives is the intention to collect data to enable the production of a water mask able to
resolve 100 m wide rivers and 250 m2 lakes and reservoirs. This mask will include water level
elevations of an accuracy of 0.10 m and a slope accuracy of 0.01 m km−1.

A number of methods for determining river width using remote sensing have been devel-
oped [205, 221, 228–239]. RivWidthCloud is a Google Earth Engine (GEE)-based river width
algorithm that extracts river centerlines and widths from remotely sensed images [221]. It
has thus far been implemented using products from the Landsat program, but will work, in
principle, with any remote sensing product capable of providing classifications of water and
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visual obstructions, such as cloud, snow and ice. Clouds cover ∼67 % of the earth’s surface at
any given time [240]. RivWidthCloud addresses the limitations of previous attempts to extract
river widths, using remote sensing, that have suffered from the problem of this cloud coverage
[205, 228, 234–239]. The ability to identify visual obstructions and having access to the vast
number of images (for every location and over a number of years) made possible by using GEE,
provides RivWidthCloud with the ability to overcome this problem of cloud cover. Another ad-
vantage over previous river width measuring algorithms is that it runs on GEE itself, which is
a popular cloud computing environment. There are three steps in RivWidthCloud’s process:

1. extract a river mask from a satellite image;

2. derive a river centerline from the river mask; and,

3. measure river width along the centerline.

Validation of river widths calculated by RivWidthCloud was carried out against in situ mea-
surments by the United States Geological Survey and the Water Survey of Canada [221]. The
period of 1984–2018 was considered and 1,514 widths from Landsat images were compared
with an equal number of same-day in situ measurements, from 519 stations located across the
US and Canada. Calculated widths were found to closely match in situ measurments (root mean
square error (RMSE) = 99.2 m; mean absolute error (MAE) = 43.1 m; mean bias = −20 m).

Sampson et al. [241] have highlighted the difficulties of remotely determining river depth
and state that it is not yet possible to measure this remotely on large scales. In the future, the
SWOT mission may enable estimates of river depth by satellite [177, 223]. Since Q = wdv (Eq.
(2.30)), and given the progress made in remotely measuring w, a corresponding improvement
of techniques to determine d, in combination with data sets for Q, such as the one used in
this study (see Chapter 3), would permit a better estimate of v, which is probably the most
challenging of these variables to determine remotely. Development of techniques for estimation
of the bathymetry in cross-sections, that require less data, could also be applied [242].

The geometry of unsurveyed rivers can be approximated using historical stage-discharge
data, if available, or with bankfull width, as determined by remote sensing, in combination
with hydraulic geometry relationships (see Section 4.2). As will be explained in Subsection
2.3.2, the measurement of Q is considered of fundamental importance and usefulness in fluvial
geomorphology. Though satellite-based measurements of Q will never achieve the accuracy,
or precision, of ground-based gauge measurements, Smith and Pavelsky [243] suggest that
the real power of such measurements is in allowing a consideration of remote river systems,
or in providing a spatial view between existing point-based measurements. In contrast to the
sparse spatial coverage of river gauge measurements — which for much of the world are rare,
non-existent, or propriety — satellites provide spatially dense coverage, globally. Gleason and
Smith [217] have demonstrated that useful estimates of Q may be derived solely from satel-
lite images, with no in situ measurements, calibrated hydrological models, or other a priori
information. Their method uses what they have defined at-many-stations hydraulic geometry,
after finding that the paired coefficients and exponents of at-a-station hydraulic geometry rela-
tionships along a river exhibit very strong semi-log relationships. They demonstrate that this
approach effectively halves the number of parameters required by traditional hydraulic geome-
try. These concepts will be described more thoroughly in Subsection 4.2.2.
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2.2.5 Digital elevation models

Using laser and wavelengths corresponding to ultraviolet, visible, or near infrared, Lidar is a
surveying method that allows the construction of 3D representations by measuring reflected
pulses. It can target a wide range of materials and, in the extreme, can be operated with a high
enough resolution to distinguish single molecules [244]. Mounted on an aircraft, narrow laser
beams can be used to map terrain with a resolution of 0.30 m [245]. Lidar is considered highly
accurate in measuring elevation, with a typical spatial resolution of 2 m and an average RMSE
of 0.5 m, in the horizontal and vertical direction [246]. Lidar delivers a massive point cloud
filled of varying elevation values, after the transmitted light is reflected by the ground. The
height can come from the top of buildings, tree canopies, power lines, or many other features,
and the signal will be reflected by both the tree canopy and the floor below. Multiple reflections
can be used to aid constructing a digital surface model (DSM), or digital terrain model (DTM).
A DSM captures the natural and built features on a planet’s surface (Fig. 2.12). In this way, it
measures the earth’s surface height, including any surface objects (e.g. buildings, tree canopies,
etc.). Therefore, DSMs do not represent the bare surface, as a DTM does.

Figure 2.12: Digital surface model of the West Fork Mine, Missouri [247].

A DTM is a model in which terrain data has been further enhanced with an interpretation
of the features on the ground, creating greater accuracy as it contains additional information,
defining terrain in areas where Lidar data alone is unable to do the job effectively (Fig. 2.13).

Sofia et al. [233] consider the application of Lidar in obtaining topographical features to
allow the automatic characterisation of reach-scale river widths. They point out that previous
studies have demonstrated that physical processes and anthropogenic activities can leave im-
portant signatures in the statistics of morphological parameters derived from DTMs [248–257].

DTMs and DSMs are a subset of what is more broadly termed digital elevation models
(DEMs). As a definition, DEMs provide an approximation of the true terrain surface that
provides a 3D representation of a planet’s topography. Weibel and Heller [258] consider DEMs
to be ‘2.5D’, rather than truly 3D, since they usually assign a single height value to each 2D
point and cannot describe vertical terrain features, such as a cliff. They also suggest that they
can be classified into two types: raster-based, or vector-based.

There are three sources of DEM data: ground survey techniques, topographic maps and re-
mote sensing [259]. For remote sensing, three different methods are used: radar interferometry,
stereophotogrammetry and Lidar. Radar interferometry describes various forms of spaceborne
measurement, with the other two being airborne measurements. More accurate airborne mea-
surements (<10 m horizontal resolution) are often available for developed regions of the world,
with the rest of the globe covered by spaceborne measurements, which include non-negligible



42

vertical height errors. Freely available airborne DEMs are only available for ∼0.005 % of the
Earth’s land surface [260].

Figure 2.13: Digital terrain model of Mina, in
Saudi Arabia, illustrating road and building

interpretation [261].

In relation to methods of measuring w,
Allen and Pavelsky [206] found that conven-
tional DEM-derived width data sets underes-
timate the abundance of wide rivers. DEMs
suffers from systematic and random errors
caused by the processes involved in digital
terrain modelling and DEM uncertainty anal-
ysis is a field of study that has been iden-
tified as providing many challenges. Some
have stated that these challenges are often
under-considered [246, 262]. Errors associ-
ated with DEMs are caused by absolute bias
[263], stripe noise [264–266], speckled noise
[263, 267] and tree height bias [268]. Each
of these errors, apart from tree height bias,
can be classified by spatial scale (Table 2.3).
Vertical height errors can be as large as 10 m

[207]. Others have classified these errors into three groups: artefacts, blunders or gross errors;
random errors, or noise; and, systematic errors [269, 270].

Table 2.3: Classification of DEM errors according to spatial scale.

Error Wavelength Approximate Scale
Absolute bias Long Few pixels
Stripe noise Medium 0.5 km to 50 km
Speckled noise Short >20 km

Hebeler and Purves [271], based on a model of uncertainty coupled with a Monte Carlo
simulation, found that watershed related features can vary significantly due to uncertainty and
listed a number of topographical variables as a cause for this, including roughness, aspect,
minimum extremity and mean extremity.

Figure 2.14: Extent of the Shuttle Radar Topography Mission (SRTM) elevation data [272].
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The Shuttle Radar Topography Mission (SRTM) was the primary objective of Space Shut-
tle Endeavour’s 11 day mission (STS-99) of February 2000 [273]. Elevation data for 80 % of
the earth’s surface was obtained, from 56◦S to 60◦N (Fig. 2.14), by reflecting interferometric
synthetic aperture radar (SAR) off of the earth and measuring the reception of a back-scattered
radar signal at the shuttle [274]. Fig. 2.15 illustrates an example of a high resolution to-
pographic map that can be created from this data. NASA’s initial release of data, in 2003,
provided high resolution of 30 m (1 ′′) for the United States and a lower resolution of 90 m (3 ′′)
for the rest of the world, within the region measured [272]. In 2014, it was announced that the
high resolution data for the rest of the world be released [272].

The Advanced Spaceborne Thermal Emission and Reflection Radiometer Global Digital
Elevation Model (ASTER GDEM) was intended to be an improvement on SRTM. The first
version (GDEMv1) was released in June 2009 [275]. It covered the planet from 83◦N to 83◦S,
surpassing SRTM’s coverage of 56◦S to 60◦N, encompassing 99 % of the earth’s landmass (Fig
2.16), becoming the first global-scale mapping system that provided comprehensive coverage
of the polar regions. The second version (GDEMv2) was released in October 2011 [275],
with the intention of enhancing coverage. Refined algorithms provided increased spatial res-
olution and higher accuracy in the horizontal and vertical planes. Water body coverage and
detection was also improved. Chirico et al. [275] report that there are inconsistencies in the
supposed improvement from version 1 to 2, revealing complex interactions between terrain and
land cover characteristics. Consensus seems to be split upon the relative merits of SRTM and
ASTER GDEM, with each appearing to offer benefits and limitations in different contexts and
scenarios. ASTER GDEM has received unfavourable assessments of accuracy [276, 277].

Figure 2.15: High resloution
topographic map of Africa from the
Shuttle Radar Topography Mission

(SRTM) [278].

Multi-Error-Removed-Improved-Terrain Digital
Elevation Model (MERIT DEM) is also based upon
improvements to the elevation measurements made
by the SRTM. It increased the percentage of land
areas mapped with a vertical accuracy of ±2 m from
39 % to 58 %, after the application of a global-scale
algorithm to remove absolute bias, stripe noise,
speckled noise and tree height bias [279]. This
allowed clearer representations of hill and valley
structure and therefore river networks. Flat regions,
where errors were previously greater than topo-
graphical variability, saw significant improvement,
providing a reduction in the distortions of many
major floodplains (e.g., Ganges, Nile, Niger and
Mekong) and swamp forests (e.g., Amazon, Congo
and Vasyugan). A number of studies have found
MERIT DEM to be a significant improvement over
SRTM [280–282].

Analysis by Yamazaki et al. [279] suggests that
the accuracy of MERIT DEM is relatively low
in mountainous areas, where sub-pixel topography
variability is large. SRTM accuracy had previously

been identified to be low in mountainous areas [283].
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Figure 2.16: Coverage of 99 % of the Earth’s landmass, using GDEMv1 [284].

Comparable to MERIT DEM, TerraSAR-X add-on for Digital Elevation Measurements at
90 m resolution (TanDEM-X 90) was made freely available following the TanDEM-X mission
[285–287] and created from averaging the more accurate, commercially available TerraSAR-
X add-on for Digital Elevation Measurements at 12 m resolution (TanDEM-X 12 DEM). The
stated 90 m resolution of TanDEM-X 90 is an approximation and more easily understood de-
scription of the actual resolution of 3 ′′. In contrast, TanDEM-X 12 has a resolution of 0.4 ′′

(∼12 m).
The mission had the goal of giving a vertical accuracy such that the absolute geolocation

accuracy would give a linear error at the 90th percentile (LE90) of 10 m and a 2 m relative
vertical accuracy for slopes <20 %, or 4 m for slopes >40 % [288]. Absolute geolocation accu-
racy is a measure of the determination of a target object, as provided by a model or instrument,
relative to its true location. Geolocation accuracy is specified according to the circular error at
the 90th percentile (CE90) and LE90 standards. In an assessment following the mission, the
LE90 has been reported as 3.49 m globally, or 0.88 m if forested or ice areas are not considered
[287]. For the relative vertical accuracy, Wessel et al. [289] report a global RMSE of 1.29 m, or
values for areas of short vegetation, developed vegetation and forests of 1.1 m, 1.4 m and 1.8 m,
respectively. Gonzalez and Rizzoli [290] used height error maps and reported a global value of
1.25 m.

Hawker et al. [282] characterised the vertical height errors of MERIT DEM and TanDEM-
X 90 by comparison against a high resolution Lidar DEM for 32 floodplain locations, in 6
continents. The authors state that these two global-scale DEMs were considered due to them
being regarded as the most accurate of the freely available DEMs, of this type. Each were found
to be similarly accurate and a significant improvement on the SRTM DEM that had previously
been considered the benchmark.

Hawker et al. [282] found TanDEM-X 90 to be the most accurate freely available global
DEM for all of the land cover categories they tested7, apart from short vegetation and tree-
covered areas, where MERIT DEM was more accurate. They suggest that TanDEM-X 90,

7Land cover categories tested included bare, short vegetation, shrub-covered, sparse vegetation, tree-covered
and urban.
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alongside MERIT DEM, could be considered the benchmark global DEM in floodplains, for
flood-risk application. Previous to this study, error assessment of TanDEM-X had only been
carried out on non-freely available TanDEM-X 12 [285, 287].

In their review of TanDEM-X 90 and MERIT DEM, Hawker et al. [282] identify the prob-
lems with SRTM as: lack of coverage at high latitudes, presence of voids and non-negligible
vertical areas. They conclude that both TanDEM-X 90 and MERIT DEM demonstrate a similar
accuracy and significant improvement on SRTM with regards to these problems.

2.3 Fluvial processes

2.3.1 Fluvial geomorphology
Huggett [291] states that the field of geomorphology aims to investigate the interrelationship
between form and processes, where form is considered according to constitution, configuration,
or mass flow. Processes are carried out and observed through measurement of physical vari-
ables, such as energy, or power. In turn, this geomorphic system interacts, in the long-term, with
geological forms and processes; and, in the short-term, with the biosphere (including humans)
and the fluid systems of the atmosphere and the hydrosphere. Therefore, this summarises the
full spectrum of available features for consideration, in attempting to develop a methodology
for large-scale hydrokinetic resource assessment. The next task will be to identify which of
these are most useful.

Viewing geomorpholgy in terms of it acting as a system means that a systems approach
[292] might be appropriate for consideration. This idea, in relation to geomorphology, was
first proposed by Chorley and Kennedy [293] and later adopted and adapted by Strahler [294].
There are three types of system: open, closed and isolated (Table 2.4). Geomorphic systems
are open, since both mass and energy may be transferred between the system and surroundings.
Furthermore, they are dissipative systems, because they involve irreversible processes that re-
sult in the dissipation of energy. For this reason, external sources of energy, such as from solar
radiation, are required to maintain them. If treated as an open system, consideration can then
be given to internal and external variables. For example, a drainage basin will be influenced
by external variables, such as precipitation, and possess internal variables, such as volumetric
flow.

Table 2.4: Description of the three types of system.

System Description
Open Mass and energy both may be transferred between

the system and surroundings.
Closed Energy may be transferred between the system and

surroundings, but not mass.
Isolated Neither mass, nor energy may be transferred

between the system and the surroundings.

As we move to focus more upon the geomorphological elements related to rivers, we are
now operating within the subdomain of fluvial geomorphology. Water is constantly circulating
between Earth’s surface and the atmosphere, as part of the water cycle. Conveying water from
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land to the ocean, rivers are an important component of the hydrologic cycle. As a result of this
process, groundwater storage is replenished, fresh water is made available for human use and a
means for transport is provided.

Free-flowing rivers are considered to be the freshwater equivalent of wilderness areas and
are defined by being unaffected by anthropogenic impact, such as from the construction of
dams within the river, or roads, buildings and agricultural development alongside. When free-
flowing, the movement of water, silt and river life can move unobstructed and hydrokinetic en-
ergy is available for conversion. The Free-flowing River Assessment (FRA) indicates a global
view of the world’s rivers and an indication of their status as a free-flowing river [295].

The removal of water from a river is known as abstraction. This water may be required for
drinking, irrigation, or industrial use. Other human impacts, include:

• removal of sand and gravel for building materials;

• discharging sewage, wastewater or unwanted industrial material;

• recreation;

• fishing;

• transportation; and,

• extraction of energy.

Aside from defining what rivers are and why they are important, fluvial geomorphologists
are concerned with how rivers respond to this throughput of water. Fluvial environments arise
due to the movement of water as surface runoff and streamflow. Surface runoff is the flow of
water over the ground that does not infiltrate the soil and is due to an influx of water generated
either by rainfall, snowfall or by the melting of snow, or glaciers. Streamflow describes the
flow of water in streams, rivers and other channels. Streamflow can be considered according
to a variety of temporal resolutions: geological, yearly, monthly, daily, hourly and so on. This
is important, because different affects can influence the flow over all of these resolutions, such
as rainfall, snow-melt, monsoons, drought, man-made constructions in addition to many oth-
ers. Thorough understanding of a river system may be lacking due to inappropriate temporal
resolution. For example, daily mean river flow measurements do not resolve higher frequency
discharge events, such as ‘flash’ floods, with a period <12 h [296]. This may cause errors and
uncertainties in the determination of FDCs, or cause incomplete resource assessment.

Surface runoff will tend to join with streamflow and together they are referred to as runoff
and considered a component of a land-surface water balance, being the difference between
precipitation and evaporation. This is the quantity of water discharged in surface streams and
includes water that travels through channels and water that infiltrates the soil surface and trav-
els by means of gravity. Therefore, a fluvial environment results from an exceedance of pre-
cipitation over evaporation, assuming the temperature regime does not favour persistent ice
formation [291]. The seasonal fluctuation of this balance means a corresponding fluctuation
in surface runoff and therefore streamflow. Table 2.5 describes the nomenclature assigned to
different streamflow regimes, which are a consequence of different climatic conditions. In a flu-
vial system, an equilibrium develops to produce an approximate equilibrium between a channel
and the water and sediment it must transport [297].
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Table 2.5: Streamflow types that result from different climatic conditions.

Streamflow type Description
Perennial Year round flow
Intermittent Flowing for at least one month, but not year round
Ephemeral After occasional storms, but otherwise dry

Hydrologists make use of a measurement of runoff to enable water supply forecasting, flood
predictions and warnings, navigation, water quality management and estimating hydropower
production. In this case, the objective is to use models, with equations describing hydraulic
geometry and data from stream gauging stations, for providing accurate and timely predictions
for a given point in a basin [5].

Though remote sensing cannot directly measure runoff, it is able to provide input data to
supplement empirical methods. Equations for describing hydraulic geometry have been shown
to have limitations in effectiveness and do not work well in all conditions [298]. We will
evaluate the benefits and limitations of hydraulic geometry in Section 4.2.

2.3.2 River flow

Discharge Q is a measure of the volumetric flow rate of a fluid in a channel and therefore, in
the field of fluvial geomorphology, of fundamental importance. With regards to a river, it is a
function of meteorological runoff8, drainage basin area and river channel form. Knowledge of
Q is important in many domains and its measurement is required for:

• flood hazard management;

• water resource management;

• climate and ecological studies; and

• compliance with transboundary water agreements.

In an open channel, in simple terms, Q is given by

Q = Av (2.24)

Flow velocity v will be discussed in detail in Section 4.2. The area of a river cross-section A
(Fig. 2.17) can be calculated using

A =
n∑

i=1

diδw (2.25)

where n = w
δw is the number of segments of width δw that make up the cross-section of width

w.

8Meteorological runoff is precipitation minus evaporation.
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Figure 2.17: River cross-section of width w, divided up into n segments, each with an equal
width δw and individual depth of di.

Chorley [299] and Pandey and Karki [130] identify various methods that may be employed
to measure Q empirically: with a current meter, with a conductivity meter, using the float
method, or measuring the change in dye-dilution between two points.

Current meters can be used to measure Q by integration of the velocity distribution across
the river cross-section (Fig. 2.17). Average velocity is located at a depth of 0.6d or, more
precisely, as an average of the velocities at 0.2d and 0.8d. So, for a given cross-section,

Q =
n∑

i=1

v0.2di + v0.8di

2
· di ·

w
n

(2.26)

Pandey and Karki [130] state that this method is suitable for Q > 2 m3 s−1, a velocity
range 0.2 m s−1 ≤ v ≤ 5 m s−1 and provides an accuracy as high as 98 %. They advise that
if d < 0.75 m, the measurement should be taken at 0.6d and if d ≥ 0.75 m, the measurement
should be taken at 0.2d and 0.8d.

Also known as the salt dilution method, measuring Q using a conductivity meter involves
adding salt upstream and determining the change of conductivity, using

Q =
ksms

(
∑n

i=1[Ci] − nC0)∆t
(2.27)

where ks is a salt constant, ms is the mass of the salt, Ci represents an individual conductivity
reading, n is the number of readings, C0 is the base conductivity and ∆t is the time interval
between readings. Pandey and Karki [130] state that this method is suitable for Q < 2 m3 s−1

and has the advantage of being simple and fairly accurate (within ∼ 7 %).
The float method can also be used to measure Q. This simple method uses the observation

of a float released into the river and

Q = Ak f v f (2.28)

where v f is the velocity of the float along the surface of the river, determined by measurement
of the length travelled and the time taken. The coefficient to correct the surface velocity k f is
assigned a value dictated by the average depth of the channel (Table 2.6).
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Table 2.6: Values for k f to enable determination of mean channel velocity, from measurement
of surface float velocity [130].

Average depth Average depth k f

(ft) (m)
1 0.3048 0.66
2 0.6096 0.68
3 0.9144 0.70
4 1.2192 0.72
5 1.5240 0.74
6 1.8288 0.76
9 2.7432 0.77

12 3.6576 0.78
15 4.5720 0.79
>20 >6.0960 0.80

The dye-dilution method uses

Q = Q′
C1

C2
(2.29)

where Q′ is the discharge at the point where the dye is injected, C1 is the concentration of the
dye in the injected flow and C2 is the concentration of the dye in the unknown discharge Q.

Gauging stations are commonly relied upon for in situ measurements of Q. This is generally
determined by empirical rating curves that relate occasional measurements of true discharge
to another variable, such as river stage, or inundation area, which is more easily measured.
River stage, defined as the elevation of the water surface above some arbitrary datum (usually
near the river bed), is most common and uses a hydraulic geometry relationship that exists
between discharge and depth d = cQ f (see Section 4.2). Sufficient measurements of Q and
d allows the determination of the parameters c and f by regression. Regular measurements
provide calibration for temporal variation. Being site-specific, these rating curves cannot be
applied elsewhere [300]. Therefore, this site-specific approach to determining Q hinders more
extensive ground-based river gauging.

Discharge can be defined in a number of ways (Table 2.7). Consideration of this may
be important to ensure appropriate utilisation of this measurement, in different contexts. For
example, when using hydraulic geometry relationships, the parameters are not independent of
this choice [297, 301, 302]. This will be discussed further in Section 4.2.

Leopold and Maddock [297] postulate that Q is independent of stream channel, instead
dependent upon the nature of the drainage basin. Variations in Q, over time, are particular
to location and to the nature of a river. We will build upon this idea, too, when we discuss
hydraulic geometry in Section 4.2.

If the cross-sectional area is assumed to be approximately rectangular, Eq. (2.24) can be
expressed as

Q = wdv (2.30)

A change in Q will therefore be accompanied by a change in w, d and v. Lalander [186] reports
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that a change in Q will affect v primarily, with w and d less so. Except with an unusually low Q
(droughts), or high Q (floods), d tends to remain fairly constant. A variation in d will influence
v, due to friction. Therefore, there exists a non-linear relationship between v and d.

Table 2.7: Summary of definitions used to describe different forms of discharge.

Symbol Definition of discharge
Q stream discharge
Qb bankfull discharge
Qd dominant discharge
Qe most effective discharge
Qm mean annual discharge
Qma mean annual flood
Qp peak discharge
Qr discharge ratio (= Qt

Qm
)

Qs suspended sediment load
Qt threshold discharge
Q2 discharge with a return period of 2 yr
Q2.33 discharge with a return period of 2.33 yr

Variation of Q can be dependent upon upstream conditions, if the flow is super-critical;
or downstream conditions, if the flow is sub-critical. This can be determined by calculating
the Froude number. The Froude number Fr is a dimensionless value that describes different
flow regimes of open channel flow and is based on a speed-length ratio. If considering a river
channel and assuming an approximately rectangular cross-section with uniform d and v,

Fr =
v√
gd

(2.31)

Celerity c is the speed at which a signal is transmitted through a medium. For an ideal wave,

c = fλ (2.32)

where f is the frequency of the wave and λ is the wavelength.
In fluids, c is the measure of speed with which gravity waves travel. A gravity wave prop-

agates along the interface between two fluids of different density, when gravity and buoyancy
attempts to restore equilibrium. These mediums might be air and water, but could also be both
water, or air. For example, subsurface waves propagate along a pycnocline, marking a transi-
tion from less dense to more dense water within the water column. The value of c for a gravity
wave propagating along the surface in deep water, where there is no friction from a boundary
below, is given by

c =

√
gλ
2π

(2.33)

In shallow water, when c is affected by the friction of a bottom boundary layer,

c =
√

gd (2.34)
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With reference to Eq. (2.31), this demonstrates how the Froude number can also be de-
scribed as the ratio of v and c, in this context. When considering a river, the shallow water
context is most relevant, meaning that v and c dictate the speed with which perturbations are
transmitted along a river. Therefore, it is this speed which controls the hydrograph9 of a river.
Downstream information propagates at v + c and upstream information at v − c. Therefore, if
v ≥ c, the upstream propagation of information will cease. The condition v = c is known as
critical flow, which corresponds with a wave trying to move upstream on the surface of the
water at exactly the same speed as the water is advecting the wave downstream. Under such
a condition, any wave disturbance stands in place. Supercritical flow occurs when v > c and
subcritical flow when v < c. The Froude number Fr, being a measure of the ratio of v to c, thus
describes these conditions, such that Fr = 1, Fr < 1 and Fr > 1 correspond to flows which
are critical, subcritical and supercritical, respectively. Further, if Fr > 1, Q is dependent upon
upstream water level. Alternatively, if Fr < 1, Q is dependent upon downstream water level.
Huggett [291] claims that in natural channels, the mean Froude number is rarely higher than
Fr = 0.5 and that super-critical flow is only temporary, because this will cause erosion of the
channel, causing enlargement and resulting in a reduction of flow velocity.

2.3.3 The development of fluvial geomorphology

In parallel with the trends in general geomorphology, different approaches to fluvial geomor-
phology have been prevalent throughout its development, leaning towards either field measurement-
based empiricism and statistical analysis, or the more rational and theoretical. The latter is more
deductive and built upon principles that are usually adopted from other fields, such as hydraulic
engineering. This can be further separated into approaches that are either deterministic, or prob-
abilistic. Using deterministic reasoning, these natural systems may be explained via an attempt
to better understand the physical laws that dictate their behaviour. Critics of the deterministic
perspective suggest that the complexity and interconnectedness of the natural world make this
too demanding, arguing that a probabilistic approach, which takes account of this randomness,
might better reflect the world as it is, rather than what we might like it to be [303].

Strahler [304] attempted to unify this diverse set of opinions in fluvial geomorphology, but
the response for the following years was predominately empirical [305–309]. The power law
equations proposed by Leopold and Maddock [297] used to describe hydraulic geometry, as
functions of Q — which represent a fundamental foundation of this thesis and will be intro-
duced shortly — and the relationship between meander wavelength and channel width [310],
are classic examples. Yet, it is clear that they offer no explanation for why these relationships
exist. Lane and Richards [311] suggest, in fact, that such empirical relationships risk being the
product of the sampling and experimental design, rather than intrinsic to nature. Mackin [312]
went further, arguing that ‘shotgun empiricism’, grounded in engineering practice, should not
replace rational thought on landscape evolution. Though not a direct condemnation of Leopold
and Maddock’s ideas, Leopold responded to this criticism [313] by stating that an empirical
and probabilistic approach may better represent variations in natural systems. In fact, he goes
on, this variation may even become more important in this context than physical laws and that
such empirical investigation may generate hypotheses of landscape processes, impossible from
rational observation alone.

9A hydrograph is a time series of Q. This is fully defined in Section 5.1.
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Leopold and Maddock [297] proved to be seminal work and as we consider the overall
development of fluvial geomorphology, it is worth pointing out how perceptions and application
of the resulting hydraulic relationships has varied. We shall briefly discuss this here, before
consideration in more detail in Section 4.2. These relationships are:

w = aQb (2.35)

d = cQ f (2.36)

v = kQm (2.37)

where w, d , and v represent water-surface width, mean depth, and mean velocity, respectively.
The parameters b, f , m, a, c, and k are numerical constants that vary with location, climate and
discharge conditions. Park [314] states that there is significant variability in these parameters
and Smith and Pavelsky [243] suggest that hydraulic relationships are most applicable in stable,
single-channel rivers, but also point out that they have been widely used in many environments.
These relationships are applicable for Q < Qb, because beyond this the water is no longer
contained within the channel and w increases rapidly.

The implication of Eqs. (2.35) and (2.36) is that channel size is influenced by Q, but consid-
eration must be made of how the hydraulic regime can also have an effect on channel size [315].
The publication of these relationships inspired many further studies. Initially, most studies
aimed to identify similarities in b, f and m among different rivers and attributing them to differ-
ences in climatic, geologic, or physiographic regime [314]. Growing numbers of cross-section
studies revealed high variation in the local complexity of river channels and redirected interest
towards the physical processes responsible for these deviations [302, 316, 317]. Going full
circle, interest returned to generalised hydraulic geometry relationships, via reach-averaging
of cross-sections [318], multi-scaling techniques [319] and the determination of reach-scale
hydraulic geometry relationships by spatial studies of variability [320].

The progress of fluvial geomorpholgy, as a whole, echoed this. Through the 1980s and
1990s, an emphasis towards smaller temporal and spatial resolution emerged. This necessitated
a move away from statistical generalisations, in the direction of a more detailed understanding
of physical mechanisms involved in processes [321–335]. Ferguson [336] provided a key paper
— considered so authoritative by Gleason [337], in a review of hydraulic geometry, that it
caused research into the causes of at-a-station hydraulic geometry (AHG) to cease — that used
a rational approach and existing flow equations (see Section 4.2) to derive AHG for different
channel geometries. Still, it must be remembered that different scales of form and processes
are not independent of each other. Lane and Richards [311] supported this view by providing
evidence that short timescale and small space-scale processes have an influence over longer
timescales and larger space-scales.

Despite challenges to Ferguson’s formulation of AHG [317, 338, 339], it appears to have
endured and by the 2000s, echoing the inclination of the 1960s, empirical studies became more
common again [340–345]. Data-driven methods for determining channel geometry [228, 346–
351] have resulted from increased application of high-resolution surveying technologies [352–
356].
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After reviewing 60 years of hydraulic geometry research, Gleason [337] concluded that the
power law relationships (Eqs. (2.35), (2.36) and (2.37)), proposed by Leopold and Maddock
[297], remain an important idea for monitoring river systems worldwide. These relationships,
and the broader topic of hydraulic geometry, will be further elaborated upon in Chapter 4.

2.4 Summary
A summary of the salient points from Chapters 1 and 2 is given, to take forward to the subse-
quent chapters.

• Providing a means for generating useful energy from free-flowing water, hydrokinetic en-
ergy conversion is a renewable energy technology which offers benefits that complement
other renewable energy technologies; having characteristics that make it appropriate to
support isolated communities and those living in energy poverty.

• When compared with conventional hydropower, in a riverine context, HEC offers the
advantages of modularity and scalability; less environmental and social impact; and, ease
of construction due to being lower cost, quicker to construct and requiring less planning
consent.

• Previous large-scale hydrokinetic resource assessments have measured the rate of energy
conversion from gravitational potential energy to kinetic energy, using P = γQH (Eq.
(2.3)), or the Manning formula (Eq. (4.17), defined in Subsection 4.2.1).

• Though the International Electrotechnical Commission (IEC) has provided standards for
hydrokinetic resource assessment, for site-specific contexts, there are no published stan-
dards, specifications, or rules-of-thumb for large-scale riverine hydrokinetic resource as-
sessment.

• To be feasible, a global riverine hydrokinetic resource assessment will rely upon what can
be inferred by remote sensing and the development of digital elevation models (DEMs).

• Discharge Q is a much-used and important measure within rivers, with which methods
have been developed to estimate other riverine characteristics.
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Chapter 3

A hydrostatic perspective

This chapter is based upon the article Global riverine theoretical hydrokinetic resource assess-
ment [137].

3.1 Modelling and data

3.1.1 Hydrological and hydraulic modelling
To understand natural water flow requires understanding of the variation, in space and time, of
a number of variables, including flow velocity, water depth and elevations of the bed and water
surface. Bridge [357] states that measurement of spatial and temporal variations of water flow
in natural environments is extremely difficult, because of limitations of measuring equipment
and the ability to deploy them effectively. Simplified fluid dynamics can be understood and
simulated using integral and partial differential equations for conservation of mass, momentum,
energy and entropy (see Subsection 4.2.1). Real-world understanding of the dynamics involved
is too complex for these equations to be solved analytically, thus requiring the application of
numerical models.

There are three types of energy present in a fluid: kinetic, potential and thermal. Aside from
the kinetic energy of the flowing fluid and the gravitational potential energy due to its elevation,
this energy takes various other forms:

• work done against viscous shear and turbulence (internal friction);

• work done against friction at a boundary;

• work done in eroding a boundary; or,

• work done in transporting suspended matter.

There is a hierarchy to the order in which energy input into a fluid will be used, with
reference to the list above, overcoming friction internally and at the boundary, takes precedence
over erosion, or transportation. For example, in a river, a critical energy level must be reached
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before it can perform erosion at the channel boundaries, or transport a sediment load. It is these
forms of energy that are responsible for the network of channels that develops.

River networks are mostly simple tree structures, with upstream tributary branches joining
downstream main-stem channels, displaying a classic root branch pattern (Fig. 5.4). Water
flows downhill due to a potential energy difference between higher and lower elevations, caus-
ing water to seek a lower energy state. Since water must flow downhill, river networks are
inherently acyclic. Thus, at the most basic level, river networks can be treated as a directed
acyclic graph (DAG) which connects tributary junctions with differential equations, represent-
ing the change of water surface elevation and flow rate.

Given that a river network can be considered a DAG, it might be thought that this permits
a thorough understanding to be gained by simply identifying the appropriate equations along
branches and between nodes. This is yet to be realised and the failure to do so can be explained
by acknowledging the difficulties associated with quantifying boundary conditions, the uncer-
tainties caused by non-linear interactions of a number of complex physical processes and the
general chaotic randomness present in natural systems.

It is increasingly common for hydrological studies to use a reach-scale frame of reference
[358–360]. A reach is a length of a river, between points of confluence, bifurcation, or channel
initiation. It usually suggests a level, uninterrupted stretch. This definition allows hydrological
characteristics to be considered at an intermediate scale, between catchment- and field-scale.
The growth of ‘big data’ in geosciences allows higher fidelity data than can be achieved at the
catchment-scale. Yet, a better understanding can be achieved at the reach-scale than for field-
scale, as the numerous assumptions and approaches used in hydrological modeling still work
reasonably well at this scale.

To consider another interesting perspective, Hodges et al. [361] describe the similarities
between river networks and electric circuits, in both their network structure and derivation
from conservation principals. They argue that, although the disciplines which have traditionally
investigated these two areas have evolved separately, numerical methods developed to describe
electric circuits can be used to significantly improve the understanding of river networks. They
make an interesting observation, noting that at the end of the 19th century, models developed to
explain hydraulics were used to explain electric phenomena, implying that this was the order of
learning and an indication of the relative complexity. This has now reversed and electric theory
is covered in high schools, while hydraulics is generally not encountered until university.

A comparison between electric circuits and fluid dynamics can be made, and these two ar-
eas considered analogous, because they both evolved from conservation laws: charge and mag-
netic flux for the former, mass and momentum for the latter. The similarities continue beyond
basic conservation laws, when modelling the behaviour of both. Typically, the complex three-
dimensional physics is simplified, in both cases, to describe the dominant one-dimensional
behaviour (see Subsection 4.2.1). Down-scaling is any procedure to infer high-resolution in-
formation from low-resolution variables. The term usually refers to spatial resolution, but can
also be used for temporal resolution. The uncertainty and non-linear nature observed, with
increased spatiotemporal resolution, must be dealt with when up-scaling to produce practical
models.

Here, we will discuss both hydrological and hydraulic models, which are the two types
of models used for describing river flow. So, what is the difference? Hydrological modelling
can be defined as the characterisation of real hydrologic features and systems, by the use of
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small-scale physical models, mathematical analogues and computer simulations. Hydrological
modelling helps in understanding, predicting and managing water resources. A hydraulic model
(also referred to as a hydrodynamic model) is a mathematical model of a fluid flow system and
used to analyse hydraulic behaviour, dealing with the physical properties of water, such as
depth-velocity relationships in a pipe, or open channel. Hydraulic models are also commonly
used in channel flooding studies.

In comparison, a hydrological model can be considered a derivative of a hydraulic model,
where the gradient of momentum change is disregarded, with an assumption that this does
does not contribute as much as mass flux. Instruments and gauges provide measurements of
discharge Q, depth d, slope s and flow velocity v, with the hydrological approach. The hydraulic
approach requires information on Q, bathymetry and the geospatial measurements from digital
elevation models (DEMs). This approach permits the modelling of the conditions within a
given reach, or section, of a river; in contrast to the single-site limitations of the hydrological
approach.

A hydrological model is a simplification of a real-world system (e.g., surface water, soil
water, wetland, groundwater, estuary, etc.) that aids in understanding, predicting and managing
water resources. Commonly, hydrologists desire knowledge of Q within a river system. Use
of gauges is the most accurate method for determining this, but for large-scale consideration,
spatial coverage is limited and decreasing over time [362, 363]. Hydrological modelling can be
used to fill in the gaps. Substantial investments have been made by the hydrological community,
over the past 50 years, across multiple scales, to produce simulations and predictions of surface
and groundwater flows, evaporation and soil management [364]. Both the flow and quality of
water are commonly studied using hydrological models. There are two general categories of
hydrological models: deterministic and stochastic. These are also referred to as conceptual
models and statistical models, respectively.

Deterministic models simulate flows by modelling various physical processes in a catch-
ment. This category can be further divided as a physically based model (also referred to as
distributed models), or a lumped conceptual type model. The difference being that physically
based models are based upon a host of different physical features associated with a catchment
and meteorological data as forcing functions, whereas a lumped conceptual type model con-
ceptualises the entire catchment as a single, homogeneous unit and characterises all physical
processes using a single set of parameters, according to a conceptual framework. Although
lumped conceptual type models are more simple to develop, continuity and water-balance con-
straints must be rigorously applied and require parameter calibration [365].

Stochastic models use statistics to describe these processes, acknowledging that there is
an element of randomness present. Such models will likely produce different results each
time the model is run. Hybrid deterministic and stochastic models, as one might imagine, are
combinations of both of these approaches [366].

A land surface model (LSM) provides atmospheric models with bottom boundary condi-
tions, based on a water and energy balance. For hydrological modelling these models serve as
the land base and were developed to provide water inflow to river routing models that calculate
Q (e.g. [367–377]). Early efforts predominately used gridded river networks, that best suited a
computational domain. With the advent of vector-based representations of river networks, such
as HydroSHEDS [378], different methods for calculating water inflow were developed, such as
the Routing Application for Parallel ComputatIon of Discharge (RAPID) [379, 380]. Both of
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these will feature prominently in the methodology laid out below.
Challenges to the performance of hydrological models include the lack of high-quality

global data sets for modelling inputs [381], optimal combination of physical parameterisation
schemes [382], reliable approaches to estimating model parameters [383] and access to suffi-
cient computational power to represent physical realism at sufficiently high resolutions [384].
Also, since streamflow modelling relies on the upstream results of atmospheric forcing, LSMs
and a river routing model, uncertainties can depend upon these upstream uncertainties.

Previous studies have attempted to determine hydrological model parameters from catch-
ment attributes, thus permitting the application of models within ungauged basins [383, 385–
388]. Others have gone further, using these attributes to also influence the choice of model
structure [389–391]. This can aid the use of models in larger-scale contexts.

There is now a recognition that the use of hydrological models is an exercise in constrain-
ing prediction uncertainty [392]. This recognition holds for both global- and catchment-scale
models [393, 394]. McDonnell and Beven [392] suggest that this situation can be improved
upon by obtaining better data sets that are more informative in differentiating process repre-
sentations at appropriate scales and improving observation methods to enable more effective
model evaluation.

Hydraulic modelling requires topographical data, a stage-discharge relation for the model
terminus and parameter values. One-dimensional hydraulic models have been used to derive
hydraulic geometry relationships [395], but it is postulated that two-dimensional models per-
form better and are necessary for determining reach-scale hydraulic properties [396].

Given the stated aims of this project, with an intention to carry out a global-scale hydroki-
netic resource assessment, the descriptions of hydrological and hydraulic modelling would
suggest that the former is most suitable to serve this end. Below is a summary of some relevant
hydrological models.

The Variable Infiltration Capacity (VIC) macroscale hydrologic model solves full water
and energy balances that has been has been applied to most of the major river basins around
the world, as well as globally [397, 398]. It is integral to the methodology used to produce the
data set used in this study, as will be explained below.

Dynamic fluxEs and ConnectIvity for Predictions of HydRology (DECIPHeR) is a model
framework that simulates and predicts hydrological flows from spatial scales of small headwa-
ter catchments, to continental-scale [364]. The framework is based on the key concepts of the
Dynamic TOPMODEL [399], which has been applied widely [400–404]. Though it is yet to
be applied at a continental-scale, Coxon et al. [364] have demonstrated its application for Great
Britain and claim that this highlights the potential to be used for larger domains, implying what
improvements can be achieved by making use of available big data sets, advances in flexible
modelling frameworks and increasing computing power.

Hydrologic Engineering Center’s River Analysis System (HEC-RAS) [193, 194] is a hydro-
logic model that performs one-dimensional hydraulic calculations, using three analysis compo-
nents:

1. steady flow water surface profile computations;

2. unsteady flow simulation; and,

3. moveable boundary sediment transport computations.
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This model was used to provide data suitable for validation of the estimates of reach-scale
hydrokinetic power in Chapter 4 and Ridgill et al. [138].

Models can be improved by combining data obtained by remote sensing (see Subsection
2.2.4) with conventional empirical data. With at least one gauging station for calibration, Smith
and Pavelsky [243] showed that multi-temporal satellite data can contribute effectively to an
understanding of water discharge and flow conveyance in remote river systems.

David et al. [224] point out that the data collected from the Surface Water Ocean Topogra-
phy (SWOT) mission (see Subsection 2.2.4), provides an opportunity for integration with the
continental- to global-scale hydrologic and hydraulic models that have been developed over the
past 20 years.

Figure 3.1: River network of Africa, produced from HydroSHEDS data set [203].
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3.1.2 Data sets
Detailed, riverine-focused data sets exist, providing high resolution information for understand-
ing some regional-scale river systems. Unfortunately, they do not provide the necessary cover-
age for a global-scale resource assessment and are therefore not suitable for use in this study.
For example, the Catchment Attributes and MEteorology for Large-Sample Studies (CAMELS)
is a data set of attributes for 671 catchments in the contiguous United States, which have been
chosen because they are minimally impacted by human activities. Six main classes of attributes
are described: topography, climate, streamflow, land cover, soil and geology. CAMELS ex-
tends a previous data set [405], covering the same 671 catchments, but extending the number
of attributes.

Also, the North American river width (NARWidth) is a data set of 6.7 × 106 georefer-
enced measurements that contains continental-scale river centerlines and width measurements
for >2.4 × 105 km of rivers of width >30 m, at mean annual discharge [206].

Figure 3.2: Portion of the Amazon basin, with green background provided by SRTM. The
river network is represented according to: a) a locally produced high-resolution stream

network; b) the HYDRO1k network; c) the Digital Chart of the World (DCW) network in light
blue and ArcWorld network in dark blue; and, d) the HydroSHEDS network at a resolution of

450 m (15 ′′) [203].

More suitable is a near-global data set, developed by the Conservation Science Program of
World Wildlife Fund [406]: HydroSHEDS (Fig. 3.1) comprises hydrological data and maps
based on shuttle elevation derivatives, at multiple scales, informed by the measurements of
the Shuttle Radar Topography Mission (SRTM) (see Subsection 2.2.4). It provides reliable
information about where streams and watersheds occur and how water drains the landscape.
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Lehner et al. [203] state that the information is of a quality that supersedes previous, similar
data sets. In all, HydroSHEDS offers a suite of geo-referenced data sets (vectors and raster),
including stream networks, watershed boundaries and drainage directions. Ancillary data offers
layers such as flow accumulations, distances and river topology information [378].

Though the SRTM DEM provides the majority of the data used in its construction, Hy-
droSHEDS benefits from other sources, including: the SRTM Water Body Data, the Global
Lakes and Wetlands Database and the river networks of the Digital Chart of the World (DCW)
and ArcWorld.

Fig. 3.2 demonstrates that the HydroSHEDS database is better able to determine the posi-
tion of stream networks, compared to other DEMs, such as Hydro1k and the Digital Chart of
the World.

Table 3.1: Summary of the levels used in the HydroBASINS data set.

Level Description
1 9 continental-level divisions
2 Division of continental-level into 9 large sub-units
3 The largest river basins of each continent

4-12 Further breakdown following the traditional Pfafstetter system

Figure 3.3: Level 1 continental-level divisions, as defined by the Pfafstetter coding system.

Two formats of the data set are available: Format 1, considered ‘standard’, without lakes;
and Format 2, considered ‘customised’, with lakes. There are 9 continental-level divisions (Fig.
3.3).

The HydroSHEDS database allows for the derivation of watershed boundaries [406], thus
giving rise to HydroBASINS. This data set set represents a subset of the HydroSHEDS database,
providing a series of polygon layers that depict these watersheds, as basins and sub-basins, at
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a global scale [204]. A coding scheme, developed from the Pfafstetter coding system [407],
allows for analysis of watershed topography and identifications of neighbouring basin connec-
tivity. The HydroBASINS data set provides scales of resolution, from Level 1 to Level 12
(Table 3.1).

Figure 3.4: Distribution of Global Runoff Data Centre (GRDC) stations [408].

Based upon concepts proposed by the Brazilian engineer Otto Pfafstetter, Verdin and Verdin
[407] developed the Pfafstetter system to delineate and code hierarchically nested catchments,
using a simple coding system that enables the description of stream network position without
need for a graphical information system (GIS).

Verdin and Verdin [407] had intended the Pfafstetter system to be used for describing the
topological relationships of a connected river network. For this reason, Stein [409] has pointed
out it is not well-suited for describing many endorheic basins1, or complex drainage systems,
such as groundwater connections, non-riverine surface water features (such as palustrine wet-
lands), or water infrastructure that are not dependent upon topographically driven flow. He
goes on to state, as others have [410, 411], that another inadequacy is how the system relates to
the variable level of decomposition of basins and the uneven size of the sub-basins that it may
produce.

Over the past 30 years, the Global Runoff Data Centre (GRDC) has compiled a vast quan-
tity of hydrological data [408]. The earliest data is from 1807 and now with 9,500 stations
worldwide includes 415,000 station years of data (Fig. 3.4). The database they have built con-
tains time series of daily and monthly river discharge, with access being free and unrestricted.
Many stations have collected sufficient measurements to enable the construction of long time
series (Fig. 3.5). Fig. 3.6 shows the number of stations providing daily measurements versus
monthly measurements and indicates that there was a steady increase in the number of stations
providing measurements, until a period in the 1980s when this appears to decline. GRDC [408]
suggests that this can be explained by two factors. Primarily, this is due to the lag between the
observation and the time it takes to get it in the GRDC database. Secondly, there is a decline of
in situ measurements, that can be attributed to the collapse of the Soviet Union and civil wars in

1Endorheic basins are a class of basin that do not drain to the ocean.
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developing countries, as well as cutbacks in monitoring programs, due to budgetary constraints
on operating agencies, in developed countries.

Andreadis et al. [412] constructed a global database containing estimates and correspond-
ing 95 % confidence intervals to allow the determination of bankfull widths and depths on a
global scale. The database was based upon the hydraulic geometry equations of Leopold and
Maddock [297] (described in detail in Section 4.2), the HydroSHEDS database and discharge
data obtained from the GRDC.

Figure 3.5: Histogram to show the length of time
series available in the GRDC data set.

Fig. 3.7 provides a map of the global
distribution of rivers and an indication of
river width w. Andreadis et al. [412]
used Landsat-derived measurements of w
to validate a subset of their database of
estimates. Though some errors are high,
the Landsat-derived widths were always
found to be within the 95% confidence er-
ror. The correlation coefficient across all
sites was 0.88, indicating a strong over-
all agreement. In justifying their ap-
proach and motivation for constructing
this database, they state that using satel-
lite imagery, like Landsat, to directly de-
termine river width on a global-scale is un-

likely to happen in the foreseeable future.

This study by Andreadis et al. [412] is of particular interest, because the approach is similar
to that used in the methodology developed and described in this thesis, as shall be covered
below.

Figure 3.6: Number of stations providing monthly and daily measurements in the GRDC data
set [408].
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Figure 3.7: Global representation of river widths (not showing w > 50 m and w > 1 km
restricted to this value) as proposed by Andreadis et al. [412].

3.1.3 GRADES data set
Global Reach-level A priori Discharge Estimates for Surface Water and Ocean Topography
(GRADES) [359] is a 35 year reconstructed Q record, from the beginning of 1979 to the end of
2013, that incorporates the Variable Infiltration Capacity (VIC) macroscale hydrologic model
[397, 398] and the Routing Application for Parallel computatIon of Discharge (RAPID) river
routing model [379, 380]. Vectorisation of the river network and separation of the individual
catchments was achieved using the Multi-Error-Removed-Improved-Terrain (MERIT) Hydro
global hydrography data set, which provides high-resolution, vectorised, global flow direction
maps at 3-arc sec resolution (∼90 m at the equator) [207]. MERIT Hydro is based on MERIT
DEM [279], as introduced in Subsection 2.2.5. An advantage that this global hydrography data
set has over preexisting data sets [378, 413], in addition to the more realistic depiction of river
flowlines, is coverage above 60◦N. The GRADES data set includes additional information for
each river reach, including elevation change H, length L and slope s.

To use MERIT Hydro in GRADES, the data set was first separated into basins, as defined
within HydroBASINS (see Subsection 3.1.2). This is a subset of the HydroSHEDS DEM [406],
that provides a series of polygon layers depicting watersheds, as basins and sub-basins, at a
global scale [204]. Lin et al. [359] found that the basin boundaries defined by MERIT Hydro
and HydroBASINS differed globally by <1 %. Further division of each continental-level basin
into 9 large sub-units provides Level 2 basins. This process continues down to Level 12. The
process to merge the HydroSHEDS definition of basin boundaries to MERIT Hydro involved
first identifying 61 Level 2 basins, before being grouped into Level 1 continental-levels. The
median (mean) length of each river reach in the data set is 6.8 km (9.2 km).

The atmospheric forcing which contributes to the LSM is from a 0.1◦ and 3-hourly precip-
itation data set [381]. Parameter calibration and bias calibration for the LSM was performed
against machine learning derived global runoff characteristic maps [414]. There is an increas-
ing recognition that machine learning is a powerful approach to understanding hydrology in
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ungauged basins [359, 415].
Flow routing (also referred to as flood routing) predicts the downstream hydrograph2 that

results from an upstream hydrograph. Generally, a hydrograph downstream will show attenu-
ation and a time delay. This can be considered from hydrologic, or hydraulic, principles. The
former is concerned with the conservation of mass and the latter with conservation of mass and
momentum.

If considering a single reach river and regarding the channel as a linear store, the continuity
equation expresses the rate of change in storage S , as the difference between the input I and
the output O from the reach, over time t,

dS
dt
= I(t) − O(t) (3.1)

Given that the aim is to gain knowledge of the downstream hydrograph, the problem con-
sists of finding O(t), given I(t) and suitable assumptions about the form of S . The Muskingum
method [416] is applied here, which provides a first-order approximation of the kinematic and
diffusive wave equation. Though this method was later improved upon by Cunge [417], to give
the Muskingum-Cunge method and a means to determine a second-order approximation of the
kinematic and diffusion wave equation, David et al. [379] outline computational complications
in applying this within the RAPID river routing model. The Muskingum method applies this
continuity equation at time t1 and t2, aiming to determine O(t2) using

O(t2) = c1I(t1) + c2I(t2) + c3O(t1) where Σci = 1 (3.2)

The RAPID flow routing model provides flexibility in dealing with vector river networks in
a range of regional- to continental-scale applications, as demonstrated in earlier studies [418–
421]. Previous vector-based representations of river networks [204, 379, 422] provide realistic
channel representations, but have only been applied regionally. GRADES builds upon these
previous efforts by providing global coverage, using an unprecedented 2.94 million reaches.

Unfortunately, GRADES does not include Q data for the Greenland continental-level basin,
at this time, due to a lack of sufficient training and validation data (M. Pan, coauthor of Lin
et al. [359]; Pers. Comm.). Greenland accounts for 1.4 % of the total reaches in the global
river network data set, or 2.5 % of the total length of all rivers. Information regarding the rivers
of Antarctica does not feature in the data set. The Antarctic hydrological system consists of
superglacial lakes, subsurface lakes, surface streams and rivers that function quite differently
to the terrestrial hydrological systems that make up the vast majority of the global network of
rivers [423].

RAPID uses the Muskingum method, in the form

(I − C1 · N) · Q⃗(t + ∆t) = C1 · Q⃗e(t) + C2 · [N · Q⃗(t) + Q⃗e(t)] + C3 · Q⃗(t) (3.3)

where t is time and ∆t is the river routing time step; I is the identity matrix; N is the river
network matrix; C1, C2 and C3 are parameter matrices; Q⃗ is a vector of outflows from each
reach and Q⃗e is a vector of lateral inflows for each reach. The lateral inflows include runoff,
groundwater, or any type of forced inflow, such as a dam, etc. River network routing can be
determined from Eq. (3.3) and solved using a linear system method. The use of vectors and

2A hydrograph is a time series of Q, which is defined in Section 5.1.
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matrices allows a representation of the entire river network and removes the need of spatial
iterations. A river network of β river reaches gives dimensions

Q⃗, Q⃗e ∈ Rβ (3.4)

and

I,N,C1,C2,C3 ∈ R
β×β (3.5)

The outlflows of all rivers within a network are thus

Q⃗(t) =


Q1(t)
Q2(t)
...

Qβ(t)

 (3.6)

and the lateral inflows

Q⃗e(t) =


Qe

1(t)
Qe

2(t)
...

Qe
β(t)

 (3.7)

Network connectivity is mapped using N, which is comprised of ones and zeros. A value
of one at row i and column j signifies that reach j flows into reach i. For example,

N =



0 0 0 · · · 0 0
0 1 1 · · · 0 0
0 0 0 · · · 0 0
...
...
...
. . .
...
...

0 0 0 · · · 1 1
0 0 0 · · · 0 0


(3.8)

The coefficients used in the Muskingum method are represented by C1, C2 and C3, such that

Cz =


Cz1 0 · · · 0
0 Cz2 · · · 0
...

...
. . .

...
0 0 · · · Czβ

 (3.9)

where z represents 1, 2 and 3. Then

C1 j =

∆t
2 − k jx j

k j(1 − x j) + ∆t
2

, (3.10)

C2 j =

∆t
2 + k jx j

k j(1 − x j) + ∆t
2

(3.11)
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and

C3 j =
k j(1 − x j) − ∆t

2

k j(1 − x j) + ∆t
2

(3.12)

The parameter k j represents the travel time of a flow wave through the reach and the param-
eter x j is a dimensionless weighting factor that represents the attenuation of this flow wave. In
this case, in accordance with the published methodologies of both Lin et al. [359] and David
et al. [379], x j is set to 0.3, globally. Fread [424] states that this parameter has a value of 0.1 to
0.3 in most streams and Koussis [425] found that the Muskingum method is relatively insensi-
tive to this parameter. To determine k j, for each of the 2.94 million reaches, the travel time of
a flow wave was determined using

k j =
L j

c j
(3.13)

where L j is the length of the reach and c j is the flow celerity. The Manning formula (see
Subsection 4.2.1) can be used to calculate flow velocity v with

v =
R

2
3 s

1
2

n
(3.14)

where R is the hydraulic radius, s is the slope and n is the Manning roughness coefficient.
Lin et al. [359] do not explicitly state how they were able to estimate flow celerity from flow
velocity, but feasibly an explanation can be arrived at by the fact that an estimate can be made by
calculating the flow celerity c with the Kleitz-Seddon law [426, 427], which uses conservation
of mass to give

c =
dQ
dA

(3.15)

where A is cross-sectional area.
If assuming a rectangular channel of width w and depth d, this becomes

c =
1
w
·

dQ
dd

(3.16)

Hydraulic radius R is a measurement related to A and wetted perimeter W as

R =
A
W

(3.17)

Knighton [428] suggests that when a channel is much wider than it is deep, the wetted perimeter
approximates the channel width. Therefore,

R ≈
A
w

(3.18)

Since A = wd,

R ≈ d (3.19)
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Now, substituting for R in Eq. (3.14),

v =
d

2
3 s

1
2

n
(3.20)

Since Q = vA, multiplying this by A gives

Q =
Ad

2
3 s

1
2

n
(3.21)

Using A = wd again

Q =
wd

5
3 s

1
2

n
(3.22)

Differentiating this with respect to d gives

dQ
dd
=

5
3
·

wd
2
3 s

1
2

n
(3.23)

Using Eqs. (3.16) and (3.20)

dQ
dd
=

5
3

wv = cw (3.24)

So,

c =
5
3

v (3.25)

Therefore, bearing in mind the approximations made, monoclinal waves travel at approximately
five-thirds the flow speed.

The main objective of GRADES is to provide a priori information for the Surface Water and
Ocean Topography (SWOT) satellite mission (see Subsection 2.2.4), to aid measurements of
Q. It is also intended for other hydrologic applications that require spatially explicit estimates
of global river flows.

The simulated discharge, modelled by GRADES, was evaluated against >17,000 gauges
(Fig. 3.8), from multiple sources (Table 3.2).
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Figure 3.8: Stream gauges used to evaluate GRADES (Table 3.2).

Table 3.2: Organisations from which gauge data was used in evaluating GRADES. The
numbers in parentheses refer to the number of gauges.

Organisation Shorthand in Fig. 3.8
U.S. Gelogical Survey USGS
Global Runoff Data Centre GRDC
Water Survey of Canada Canada
Chilean Centro de Ciencia del Clima y la Resiliencia Chile
Brazilian Agência Nacional de Águas Brazil
European Water Agency EWA
Australian Bureau of Meteorology Australia
Chinese Hydrology Bureau China

Aware of inconsistent data collection, challenging sharing policies, differences of record
lengths and data quality, Lin et al. [359] looked to make the most of the gauge data, to evaluate
the model performance over the largest spatial extent possible. After assessment of the data set,
∼14,000 gauges with more than 3 years of data were used.

The evaluation involved daily and monthly calculations of statistical values, including the
correlation coefficient (CC)

CC =
COV(Qm,Qo)
σQm · σQo

(3.26)

the percentage bias (PBIAS )

PBIAS =
Qm − Qo

Qo

× 100% (3.27)

the bias ratio (BR)

BR = Qm/Qo (3.28)

and the relative variability (RV)
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RV =
(
σQm/Qm

)
/
(
σQo/Qo

)
(3.29)

where, for Eqs. (3.26), (3.27), (3.28) and (3.29), Qm and Qo denote modelled and observed
discharge, respectively.

The Klinga-Gupta Efficiency (KGE) determines the Euclidean distance between a point
and the optimal point, where CC, BR,RV = 1 [429, 430], using

KGE = 1 −
√

(CC − 1)2 + (BR − 1)2 + (RV − 1)2 (3.30)

In terms of CC, better performance for humid regions than dry methods was revealed from
this statistical evaluation (Fig. 3.9). Evaluation against monthly measurements is seen to be
better than against daily measurements. With a CC of 0.6 to 1.0 (monthly) and 0.4 to 0.8 (daily),
evaluation of this model is favourable, when compared with ten state-of-the-art hydrological
models of Q [431].

Figure 3.9: Evaluation of GRADES modelled streamflow against ∼14,000 gauges [359].

3.2 Theoretical hydrokinetic resource assessment
A theoretical hydrokinetic resource assessment of global rivers was undertaken using

P = γQH (3.31)
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where γ is the specific weight of water (9,800 N m−3). This equation is derived from a consid-
eration of gravitational potential energy Ep, using the classical equation

Ep = MgH (3.32)

where M is the mass of water and g is the acceleration due to gravity. Since M is the product
of density ρ and volume V ,

Ep = ρVgH (3.33)

P is the rate of energy conversion and Q = V/t is the volumetric flow rate. Therefore, dividing
by time t gives

P = ρQgH (3.34)

Given that γ = ρg, this demonstrates the derivation of Eq. (3.31).
GRADES provides H and daily values of Q, from 1979–2013, for 2.94 million river reaches

representative of the global river network, apart from Greenland and Antarctica. With this data
expressed as a matrix Q, a vector H⃗ and using Eq. (3.31), a matrix P representing values for P
over α days and for β river reaches can be written as

P = γQ ◦ (H⃗ · 1⃗T
α)T where P,Q ∈ Rα×β and H⃗ ∈ Rβ (3.35)

A vector of α ones is represented by 1⃗α and the operation ◦ describes a Hadamard (element-
wise) product. With P we now have values that represent the theoretical conversion of grav-
itational potential energy to kinetic energy that occurs along each reach, for each day of the
record.

A vector P⃗ of daily values of P, representing temporal variation of total power in the area
for which Q and H⃗ are relevant, is given by

P⃗i =

β∑
j=1

Pi j where P⃗ ∈ Rα (3.36)

The mean total power P of the area considered is given by

P =
1
α

α∑
i=1

β∑
j=1

Pi j where P ∈ R (3.37)

With this calculation, we are effectively summing the power for β reaches on a given day
(Eq. (3.36)) and then calculating the mean of α daily values. Therefore, this represents the col-
lective power of all reaches of a continental-level basin, or globally (if considered collectively),
as a mean of all daily values within the period considered.

The uncertainty stated with the estimated value of the theoretcial riverine hydrokinetic re-
source, globally and for each continental basin, is the standard error of the mean (SEM). This
is calculated using
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SEM =
σ
√
α

(3.38)

where the standard deviation σ is given by

σ =

√√
1
α − 1

α∑
i=1

(P⃗i − P)2 (3.39)

The uncertainty in daily values for power ∆P⃗ requires consideration of the terms in Eq.
(3.31). The uncertainty of γ has been assumed to be negligible and therefore not considered.
The change in elevation of each river reach H is derived from the measurements of MERIT
DEM. This model is based upon improvements to the elevation measurements from the SRTM,
in February 2000 [273]. As outlined in Subsection 2.2.5, these improvements increased the
percentage of land areas mapped with a vertical accuracy of ±2 m from 39 % to 58 % after the
application of a global-scale algorithm to remove absolute bias, stripe noise, speckled noise and
tree height bias [279]. In this study, a linear absolute error that holds for 90 % of measurements
(LE90) is stated as ±5 m, with a suggestion that the accuracy of MERIT DEM is relatively low
in mountainous areas, where sub-pixel topography variability is large. A more recent evalua-
tion of the accuracy of MERIT DEM for floodplains provided a more favourable assessment,
with mean error, mean absolute error (MAE) and root mean square error (RMSE) of ±1.09 m,
±1.69 m and ±2.32 m, respectively [282]. Given the global perspective of this resource as-
sessment, the more conservative value of ±5 m is assumed. Since the change in elevation is
determined from measurements at either end of a river reach, an absolute error for H is given
by

∆H =
√

52 + 52 = 7 m (3.40)

The uncertainty in Q is based upon an analysis of the accuracy of GRADES [359]. After
evaluation of the modelled data against ∼14,000 gauges, the authors report that 35 % (64 %)
have a percent bias within ±20 % (±50 %). PBIAS (Eq. (3.27)) measures the average tendency
of the modelled discharge Qm to be greater or smaller than observed discharge Qo, with an op-
timal value of PBIAS = 0 % and low-magnitude values indicating accurate model simulation.
It can be determined from the results published by Lin et al. [359] that ∼85 % of evaluated
modelled data have a PBIAS ≤ ±100 %, with a slight skew towards negative values, represen-
tative of an underestimation bias. The remaining ∼15 % have a PBIAS > +100 %, which is
representative of an overestimation bias. For this study, the fractional error for Q is considered
to be

∆Q
Q
= 1 (3.41)

where ∆Q represents the absolute error for Q. The absolute error for P⃗ (Eq. (3.36)) is therefore
given by



A hydrostatic perspective 73

∆P⃗ =

√√√ β∑
j=1

Pi j

(∆Q
Q

)2

+

(
∆H
H j

)22

(3.42)

Given Eq. (3.41), this can be simplified to

∆P⃗ =

√√√ β∑
j=1

Pi j

1 + (
∆H
H j

)22

(3.43)

and can be computed using data from GRADES with

∆P⃗ =
((
γ[Q ◦ (H⃗ · 1⃗T

α)T ]
)
·

(
1⃗β +

(
(∆H · 1⃗β) ⊘ H⃗

)◦2)◦2)◦ 1
2

(3.44)

where Hadamard (element-wise) operations for division and power are described using ⊘ and
◦, respectively.

3.3 Estimate of the global riverine hydrokinetic resource

Global values for the theoretical riverine hydrokinetic resource were determined by summing
the results of calculations on each continental-level basin (Fig. 3.3), excluding Greenland and
Antarctica, for which data is unavailable in GRADES. Having calculated the theoretical river-
ine hydrokinetic resource for each continental-level basin (Fig. 3.10), the global resource (ex-
cluding Greenland and Antarctica) is estimated to be 58,400 ± 109 TWh yr−1 (Eqs. (3.37) and
(3.38)).

Expressing a resource with units of TWh yr−1 describes the average hydrokinetic resource,
but since it is a measure of energy conversion over a given time it can also be considered the
average annual power. It is instructive to consider how power varies daily over the period 1979–
2013, globally (Fig. 3.11) and for each continental-level basin (Fig. 3.12). The mean power of
global rivers P over the period 1979–2013 can also be expressed as 6.660 ± 0.012 TW (6,660
standard power stations).

A clear intra-annual oscillation of power is observed for P⃗ (Figs. 3.11 and 3.12) and very
pronounced for the continental-level basin of Asia. For all continental-level basins and globally,
this oscillation of power is asymmetrical, with annual periods of maximum power being further
from the average than for periods of annual minimum power. This is clearly seen in the box
plots (Fig. 3.13). A least squares polynomial fit P̂ has been applied to determine the trend
described within the oscillations. The potential range of this fit ∆P̂ was established by applying
a least squares polynomial fit to the maximum and minimum values for P⃗, as calculated by Eq.
(3.42) or Eq. (3.44), using the range of potential values for H (Eq. (3.40)) and Q (Eq. (3.41)).
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Figure 3.10: Mean hydrokinetic resource, by continental-level basin, averaged over the period
1979–2013.

A rising trend in inter-annual power of 1.49 ± 1.38 MWh d−1 is seen globally, with similar
rising trends present for all continental-level basins. It must be noted that significant uncertainty
in the gradient of P̂, as determined by ∆P̂, means that the trend may be neutral or, for some
continental-level basins, could be falling (Fig. 3.14). Again, with due regard given to the
uncertainty, it is seen that the rising trend is most significant for Africa, Australia and South
America. In contrast, Europe, North America and the Arctic barely show a rising trend. This
division would imply a difference between the Southern Hemisphere (SH) and the Northern
Hemisphere (NH).

The calculation of P is dependent upon the product of γ, Q and H (Eq. (3.31)). For each
reach, γ and H are constant. Therefore, we can say that P ∝ Q and that any fluctuations in P
are directly as a result of changes in Q. Reasons for this may be attributed to changes in factors
such as rainfall, or the rate of snowmelt and icemelt. The visible intra-annual oscillation can
be explained by the expected seasonal variations of these factors. Inter-annual change may be
attributed to changes in these factors due to a change in the climate. The rate of snowmelt
and icemelt would be expected to correlate with a rise in global temperature. A rising global
temperature has been linked to an increase in the intensity of the hydrological cycle [432], but
Held and Soden [433] advise against a simple assumption that global systems become more
energetic as they warm and conclude that the complexity of such systems should guard against
over-confidence in simple arguments. Studies that have investigated an asymmetry between the
climate change effects and affects of the NH and SH may be relevant in exploring further the
observed differences in our results [434–436]. This trend is further explored in Section 4.4,
with the benefit of a different perspective.

The theoretical riverine hydrokinetic resource can be determined by river reach, thus per-
mitting a representation of spatial distribution and identification of areas with high concentra-
tions of hydrokinetic energy (Fig. 3.15). A general description of areas which are prominent,
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would include: the Himalayas, Tibetan Plateau and surrounding areas; the large, mountainous
islands of Borneo, Indonesia and New Guinea; New Zealand; the Andes; the Pacific Northwest;
Scandinavia; the Congo Basin and Equatorial Africa; Madagascar; and many of the major rivers
of the world. This attempt to qualitatively describe areas of Earth identified as having potential
for HEC, apart from including major rivers as might be expected, highlights the predominance
of areas that have rivers with significant elevation change.

3.4 Distribution of hydrokinetic energy by country

The theoretical riverine hydrokinetic resource is considered by country (Fig. 3.16). The coun-
tries assessed to have the greatest total hydrokinetic resource are China, Russia and Brazil (Fig.
3.17).

Determining the theoretical riverine hydrokinetic resource by country is useful, but favours
larger countries, which tend to have a greater combined length of rivers. Therefore, it may
be instructive to consider the resource relative to the total length of the rivers in a country,
providing a normalised perspective, which is referred to here as hydrokinetic resource density
(Fig. 3.18). The river length of each river reach is also provided by GRADES, so the total
length is a simple summation. In this case, the countries assessed to have the greatest total
hydrokinetic resource, relative to total river length, are Bhutan, Nepal and Tajikistan (Fig.
3.19).
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Figure 3.11: Total daily power P⃗ of global rivers (excluding Greenland and Antarctica)
between 1979–2013, including the uncertainty in daily values ∆P⃗, a least squares polynomial

fit P̂ and corresponding uncertainty ∆P̂.
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Figure 3.12: Total daily power for each continental-level basin (excluding Greenland and
Antarctica), between 1979–2013.
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Figure 3.13: Box plots for the total daily power for each continental-level basin (excluding
Greenland and Antarctica) and globally, between 1979–2013. Inside the boxes describes the
range of values between the 25th percentile and the 75th percentile, with the horizontal line
representing the median. The whiskers represent the 0th percentile and the 100th percentile.
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Figure 3.14: The rate of change of daily power, between 1979–2013, from measurement of the
gradient of a least squares polynomial fit of daily values of power.

Figure 3.15: Global distribution of theoretical riverine hydrokinetic resource.
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Figure 3.16: Mean hydrokinetic resource, by country, averaged over the period 1979–2013.

3.5 Concluding remarks

Though the uncertainty in the data for Q and H used within this study are significant, they may
be deemed acceptable according to the stated aims. It is difficult to evaluate the accuracy of the
estimates of power and hydrokinetic resource that are calculated with this data, for 2.94 million
individual river reaches. For this reason, the results presented here might be best considered a
first-order approximation, serving to provide an indication of where the most promise may lie
and a first iteration of an assessment of the global resource. Laws and Epps [123] claim that
previous large-scale HEC resource assessments of tidal sites have included a significant degree
of error. For example, one such assessment that used a tidal model, predicted flow velocities
that differed from onsite measurements by ≥ 30 %, leading to an error of a factor of two or
more [176]. They state that previous global tidal potential estimates range from 100 TW h yr−1

to 17,500 TW h yr−1.

As discussed in Subsection 2.2.2, a previous riverine hydrokinetic resource assessment of
the continental United States of America determined that there was a theoretical resource of
1,381 TWh yr−1 [187]. The study used different methods for the 48 contiguous states and for
Alaska, due to the availability of the National Hydrograph Dataset Plus (NHDPlus) for the
contiguous states only, at this time. This study used the same standard hydrological equation
for determining theoretical hydraulic power (Eq. (3.31)) as has been used in the methodology
described in this chapter. A difference is that only river reaches with a mean discharge Q >
28 m3 s−1(1,000 cfs) were included in their assessment and river reaches containing dams or
hydroelectric plants were excluded.
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Figure 3.17: Mean hydrokinetic resource of the top 50 countries.

For comparison with this previous study, the method presented in this chapter was applied
to a subset of data representing the contiguous states of the United States and Alaska, where
only reaches with a mean discharge Q > 28 m3 s−1 were included (Table 3.3). This calculation
does not include a removal of reaches containing dams or hydroelectric plants.
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Figure 3.18: Mean hydrokinetic resource relative to total river length, by country, averaged
over the period 1979–2013.

Jacobson et al. [187] state that validation of their hydrokinetic resource assessment was
difficult, due to the lack of empirical data from existing HEC deployments. They further state
that they know of no direct measurements of in-stream energy that could be used to validate
their model and attribute this to both a lack of projects and also a reluctance to publish.

Miller et al. [188] carried out an earlier study to assess the technical riverine hydrokinetic
resource of the United States. Accurately assessing a large-scale technical resource is challeng-
ing, requiring much more information and consideration of many more factors. Complications
include determining the horizontal 2D distribution field for v and d; and for the deployment of
an array of turbines, the backwater effect caused by energy extraction. Their study determined
the river reaches with the most potential, in 12 of 16 hydraulic regions, chosen using a criteria
for including the region if mean discharge Q > 113 m3 s−1(4,000 cfs) and mean flow velocity
v > 1.3 m s−1(4.3 fps). An inconsistent criteria was used across these regions, but river reaches
identified as having the greatest potential were assessed for recoverable power. An estimate
was achieved by assuming turbine array deployment over 25 % of the width and 25 % of the
length that met a minimum discharge criteria; with a turbine spacing of half a turbine diameter
in each row and 5 turbine diameters spacing between the rows; where the turbine diameter is
80 % of the mean depth; and the power coefficient Cp = 40 %. This method resulted in an
aggregate mean annual power of 12,500 MW, yielding 110 TWh yr−1. This result is a technical
resource assessment, not a theoretical resource assessment, so comparison is difficult. Still,
a coarse estimate of the technical resource can be determined by multiplying the theoretical
resource by a significant impact factor (SIF), which is intended to represent the percentage that
can be extracted without significant economic, or environmental effect. It should be noted that
this is a very rough, first-order estimate with high uncertainties, but still offers some means
of comparison. Though this would be site specific, previous studies have used 20 %, with the
assumption that this would yield an upper limit [186]. This current study determined that the
United States has a theoretical resource of ∼2,900 TWh yr−1, without filtering out any reaches
according to a criterion for Q. Applying an SIF of 20 % provides an estimate of the technical
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resource to be 580 TWh yr−1. An SIF of 4 % corresponds with an estimate of the technical re-
source of the United States being 110 TWh yr−1, as calculated by Miller et al. [188], if assuming
the theoretical resource to be 2,900 TWh yr−1.

Figure 3.19: Mean hydrokinetic resource relative to total river length of the top 50 countries.

Close proximity of communities to rivers and streams is common, with over 50 % of the
world’s population living less than 3 km from a surface freshwater body and only 10 % living
more than 10 km away [437]. A correlation has been identified between population, need for
electrification, poverty and river distribution [122]. This correlation is more dominant in Asia,
Central Africa and South America, which are regions which the results suggest offer promising
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Table 3.3: Comparison of the results in this current study, for the continental states of
America, to a previous resource assessment by Jacobson et al. [187].

Estimated resource Estimated resource from this
from Jacobson et al. [187] study with Q > 28 m3 s−1

(TWh yr−1) (TWh yr−1)
Contiguous states 1,146 1,350
Alaska 235 348
Total 1,381 1,698

potential for HEC.
Jacobson et al. [187] assessed the hydrokinetic resource of the contiguous United States,

using a method similar to that outlined here. The results of their study are comparable to
those we present for the same region (Table 3.3). Both their study and ours use the standard
hydrological equation for determining theoretical hydraulic power (Eq. (3.31)). The derivation
of this equation is from gravitational potential energy (see Section 4.1). For this reason, it could
be argued that Eq. (3.31) is most applicable to a consideration of a resource assessment from a
hydrostatic perspective, rather than a hydrokinetic perspective.

This sets thing up neatly for the next chapter, where these two perspectives are consid-
ered. In this chapter, a novel approach is proposed, intended to provide a truly hydrokinetic
perspective.



Chapter 4

A hydrokinetic perspective

This chapter is based upon the article Hydrokinetic energy conversion: A global riverine per-
spective [138].

4.1 The conventional approach to hydrokinetic resource as-

sessment
The energy within water is apparent in the propagation of gravity waves, density gradients, the
gravitational potential energy attained through elevation change, or as kinetic energy due to
its movement. The latter two examples are of most relevance to rivers, where the conversion
of gravitational potential energy can be described as hydrostatic, and kinetic energy conver-
sion as hydrokinetic [128]. The hydrostatic approach is commonly exploited by impounding a
reservoir of gravitational potential energy, as a hydraulic head behind a dam, as in conventional
hydropower plants. The hydrokinetic approach involves directly converting the ‘free stream’
kinetic energy of flowing water.

In previous hydrokinetic resource assessments [137, 187] and in the methodology of Chap-
ter 3, theoretical hydraulic power P has been calculated using

P = γQH (4.1)

where γ is the specific weight of water (9,800 N m−3), Q is discharge (volumetric flow rate)
and H is the change in elevation of a given river section. The derivation of this equation, from
the classical equation for calculating gravitational potential energy (Ep = MgH), is provided
in Section 3.2. Considering this derivation, Eq. (4.1) is relevant from a hydrostatic, rather
than a hydrokinetic, perspective. A methodology that focuses on flow velocity — to reflect a
technology (hydrokinetic energy conversion) that uses the energy of free-flowing water directly,
rather than a technology (conventional hydropower) that uses the impoundment of a hydraulic
head — may be more appropriate. To support this argument, consider the quantification of
power output by conventional hydropower, derived from a consideration of kinetic energy Ek,
as defined by the classical equation

83
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Ek =
1
2

Mv2 (4.2)

where v is velocity. Power is the rate of energy transfer

P =
dEk

dt
(4.3)

Using the product rule for derivatives gives

P =
1
2

(
v2 dM

dt
+ M

dv2

dt

)
(4.4)

When considering a flowing fluid, Bernoulli’s equation [438] states that

Ep + Ek + U = constant (4.5)

where U is the internal energy. If considered per unit volume, this can be expressed as

1
2
ρv2 + ρgz + p = constant (4.6)

where z is the elevation of the point above a reference plane and p is the pressure.

Figure 4.1: The pressure p, elevation z, and flow velocity v of a fluid at the surface behind a
dam and flowing through a penstock at the base of the dam.

The conservation of energy means that there can be no loss of energy as the fluid flows
between two points. Therefore, if considering fluid at the surface of a body of water constrained
behind a dam and fluid flowing through a penstock at the base of the dam (Fig. 4.1), this can
be described with

1
2
ρv2

1 + ρgz1 + p1 =
1
2
ρv2

2 + ρgz2 + p2 (4.7)

A fluid flowing through the penstock located at a height defined as z2 = 0 will have a velocity



A hydrokinetic perspective 85

v2. The surface is elevated above this at z1, where the velocity of the fluid is v1 = 0. Due to
the surface and the outlet of the penstock being acted upon by atmospheric pressure, p1 = p2.
Now,

1
2
ρv2

2 = ρgz1 (4.8)

which rearranges to give

v2 =
√

2gz1 (4.9)

More generally, the velocity of a fluid leaving a container, or a dam, is given by

v =
√

2gH (4.10)

where, in this case, H = z1 − z2 represents the change in elevation from the penstock to the
surface of the water impounded behind the dam, but is equivalent to the earlier definition of H.
Since g and H remain constant, so does v, meaning

dv2

dt
= 0 (4.11)

The rate of change of mass is

dM
dt
= Qρ (4.12)

Substituting for Eqs. (4.11) and (4.12) into Eq. (4.4) gives

P =
1
2
· 2gH · Qρ (4.13)

Since γ = ρg, this derivation from a consideration of kinetic energy agrees with the derivation
of the equation for calculating power from a consideration of gravitational potential energy (Eq.
(4.1)).

Implicit in Bernoulli’s principle, is the idea that energy is conserved throughout a body of
water. This means that the energy that a particle of water at the bottom of a column of water has
is equal to the energy at the top of the water column. This is analogous to the conservation of
energy that is exhibited by a body in free fall, as gravitational potential energy is converted into
kinetic energy. Therefore, if ignoring all forms of friction, the velocity of the water released
from below the surface of a body of water (Fig. 4.1), can be determined by consideration of the
equation of motion, from classical physics,

v2
f = v2

0 + 2a(r − r0) (4.14)

where v f is a particle’s final velocity, v0 the initial velocity, a the acceleration, r the final position
and r0 the initial position. (This is also commonly stated as v2 = u2 + 2as.) With reference to
Fig. 4.1, v f = v2, v0 = v1 = 0, a = −g and r − r0 = z2 − z1. Therefore, this becomes

v2
2 = v2

1 − 2g(z2 − z1) (4.15)
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If we assign a value for the height of water above the point of exit, such that H = z1 − z2, this
gives

v2 = 2gH (4.16)

which can be rearranged to give Eq. (4.10). To illustrate what this means, an object released
outside of the body of water and from the top of the container (at height z1) will reach the same
velocity in free fall (if excluding air resistance), when arriving at the bottom of the container,
as the water released at the bottom of the container.

The power available from hydrokinetic energy conversion (HEC) is modest compared to
that from conventional hydropower. To illustrate this, Eq. (4.10) can be used to show that a
flow speed of 1 m s−1 (which is approximately the minimum flow speed necessary for HEC)
would correspond to a static head height of only 50 mm. Therefore, even a modestly sized
conventional impoundment hydropower plant can theoretically result in a considerable flow
speed (Fig. 2.1).

The GRADES data set used in this study (see Subsection 3.1.3) includes river reaches with a
median (mean) length of 6.8 km (9.2 km), but ranges from a minimum of 0.01 km to 424.67 km.
The maximum change in elevation for a reach within this data set is H = 3,734 m. This
corresponds to a flow velocity of v = 271 m s−1, after applying Eq. (4.10). This is clearly
unreasonably high, given that such a flow velocity is unrealistic.

Power is a measure of the rate of energy conversion, or the rate of energy transfer. Using
the conventional equation (Eq. (4.1)) to calculate the theoretical hydrokinetic resource within
a given reach, means considering the conversion from gravitational potential energy to kinetic
energy that theoretically occurs within a reach. Of course, energy will be dissipated by fric-
tion against the bed and banks of this reach, in practice, but using this method of theoretical
resource assessment means any friction is discounted. This point is confirmed by remembering
the means of derivation of Eq. (4.1) and how Q is essentially a measure of the quantity of water,
rather than a measure of volumetric flow rate, in this context. This method does not acknowl-
edge a movement of water at all, in fact, only the change in energy that occurs, in a given mass
of water, due to a change in elevation. Still, in practical terms, using the conventional equation
implies unrealistic values for v as calculated by Eq. (4.10) and illustrated in Fig. 2.1. As will be
discussed below, the dissipation of energy by friction is not equal throughout a river, from the
upper to the lower courses. Therefore, this conventionally used equation, even if accounting for
the fact that friction is omitted, may still be biased according to the position in a river network
considered and provide an unrealistic perspective on the global distribution of HEC potential.

Furthermore, this approach implies that as the slope reduces, v will decrease. This is a
common misconception and the opposite of what actually occurs. As we shall explain further
below, Leopold and Maddock [297] predict an increase in v with an increase in Q (Eq. (4.25)).
As you proceed downstream, Q will tend to increase because the drainage area progressively
increases. Only in exceptional cases, particularly in arid areas, will rivers have Q decrease in a
downstream direction.

The upper courses of a river flow down from high hills and mountains. They are often nar-
row, steep and marked by sharp valleys and abrupt changes of direction. The steepness means
that there is much gravitational potential energy, often resulting in high turbulence, waterfalls
and high levels of erosion. Upland streams can appear to have very fast flows, however this is
usually very turbulent and in fact much of the water in the upper-course is almost stationary,
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particularly close to the bed and banks where friction is highest. The transition from upper to
middle courses is marked by a widening of channels and reduced steepness. The lower courses
can be similar to the middle courses, but generally wider and less steep.

The Manning formula gives another means for determining v, using

v =
R

2
3 s

1
2

n
(4.17)

where R is the hydraulic radius, s is the slope, and n is the Manning roughness coefficient (see
Subsection 4.2.1). The hydraulic radius is given by

R =
A
W

(4.18)

where A is the cross-sectional area and W is the wetted perimeter. Both will increase in a
downstream direction, but the rate of increase of A is greater than W, causing R to increase
downstream. This can be confirmed by consideration of the Bradshaw model [439, 440]. This
is an idealised model which describes the general change in river characteristics, from the upper
courses, downstream to the lower courses. In this direction, the model describes an increase
in Q, w, d, v and load quantity. Also in this direction, the model describes a decrease in n,
s and load particle size. This suggests that both A and W will also increase in a downstream
direction. It is fair to assume that w will increase at a far greater rate than d, along the length of
a river. This is quite apparent, but if further explanation is required, the power law relationships
of Leopold and Maddock [297] (Eqs. (2.35) and (2.36)) amply demonstrate this, when typical
values for the coefficients and exponents of these power law relationships are considered (dis-
cussed in Subsection 4.2.3). This is also clearly illustrated in Fig. 4.4, when the downstream
increase in Q is considered.

In Subsection 3.1.3, we considered R and a number of assumptions and approximations. In
the lower course of a river, we can (for the most part) assume w >> d. Therefore, using the
suggestion of Knighton [428], as before, we can assume that W ≈ w. Since A = wd, this con-
firms that the rate of increase of A is greater than the increase in W, in a downstream direction.
Though the relative change in magnitude of s and R in Eq. (4.17) cannot be quantified in gen-
eral terms, apart from the likelihood that s will decrease and R will increase, it is important to
notice that in Eq. (4.17) the exponent for R is greater than that for s. Therefore, moving down-
stream, the increase of R will have more affect than the decrease of s, implying a corresponding
increase in v. This may be interpreted as meaning that the decrease in boundary-induced fric-
tion overcompensates for the decrease in slope. Acknowledging the counter-intuitive nature of
v increasing in a downstream direction, Leopold [441] demonstrates that this is indeed the case,
using empirical measurements in a number of different rivers.

A method of hydrokinetic resource assessment that focuses directly on the transfer of ki-
netic energy, rather than the conversion of gravitational potential energy to kinetic energy, po-
tentially offers a more realistic and pragmatically useful approach. Perhaps this provides a
meaningfully different, relevant and useful perspective, with sufficient evidence to support this
being more accurate and representative of the riverine hydrokinetic resource. The remainder of
this chapter will explore this idea further.
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4.2 Hydraulic geometry

4.2.1 Hydraulics
Hydraulics is concerned with the conveyance of liquids through pipes, or channels. As a disci-
pline, its origins can be traced to the digging of irrigation channels in prehistoric Mesopotamia,
advancing slowly through the accumulation of empirical knowledge for many centuries. Ro-
man viaducts stand as a testament to this process, which continued until the 18th century, when
an acceleration in theoretical and experimental fluid dynamics can be observed. A marker for
the beginning of modern hydraulics can arguably be provided by the identification of a rela-
tionship between v, s and R [442], as expressed by the Chézy equation

v = C
√

Rs (4.19)

where C is the Chézy coefficient, determined by consideration of gravitational and frictional
forces. Manning et al. [443] empirically determined a value for the Chézy coefficient as

C =
1
n

R
1
6 (4.20)

introducing n, known as the Manning roughness coefficient, as introduced in Eq. (4.17). This
is an empirically determined value for given boundary conditions, which is intended to remain
constant regardless of slope of channel, size of channel, or depth of flow [299]. Huggett [291]
states that this value is often estimated from standard tables, or by comparison with photographs
of channels with known roughness. The units of n are s m−1/3, though they are often omitted.
A power law relationship between n and Q has been determined [298]:

n = NQp (4.21)

where N and p are empirically determined parameters. In general, a power law relationship
describes how a relative change in one quantity results in a proportional, relative change in
another. It has the form

y = axk (4.22)

where an independent variable y results from the affects of a coefficient a and exponent k
upon an independent variable x. This principle represents an important corner-stone of what
follows, allowing the estimate of a quantity, when little information on this variable is available,
using a quantity where there is more. The coefficients and exponents, in this case, are either
empirically determined, or described as mean values within a range of uncertainty, following
statistical analysis.

Thus, the development of hydraulics continued and Manning et al. [443] introduced an
alternative and more commonly used equation for estimating v (Eq. (4.17)).

Open-channel flow is distinct from flow in closed pipes, or free jets, due to this form of
flow being supported from below and having an upper surface, which is exerted upon by at-
mospheric pressure. When an open channel is inclined, the flow will be caused to accelerate
and continuity will cause its cross-section to thus decrease. Flow velocity depends on the flow
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rate and the channel geometry related to the resistance and water surface slope. Huggett [291]
lists the specific geomorphological factors that affect streamflow velocity: slope gradient, bed
roughness and cross-sectional form of the channel.

4.2.2 Perspectives on hydraulic geometry
A detailed and high resolution explanation of river system geometry requires consideration of
hydraulic geometry, in relation to variations in Q, in addition to the basin-scale geometry of
drainage and channels. These later points are considered, in detail, in Section 5.1. Hydraulic
geometry is a sub-field of fluvial geomorphology, which focuses on the evolution of river form
and how the surrounding terrain and channel form influence this evolution. A stream must
satisfy at least three physical relations in adjusting its geometry: continuity, flow resistance
and sediment transport. Hydraulic geometry can be considered at a particular cross-section, or
in terms of the influence upstream, or downstream. Characteristics responsive to analysis by
hydraulic geometry include mean width w, mean depth d, v, s, suspended sediment and friction.

Past studies have attempted to interpret the spatial variation of channel geometry [301,
306, 444–447]. Moody and Troutman [448] recognised that this required consideration of the
marginal probability of w and d. Prior to their own work, this has been considered in different
contexts:

• at a few irregularly spaced cross-sections [297, 301, 449];

• at regularly spaced cross-sections on a few rivers [450–452]; and,

• at the plan-form scale (excluding an effective means for determining the characteristics
of d), using aerial photography [445, 446, 453–455].

Moody and Troutman [448] state that the variability of w and d, in a given river reach, can
be conceptualised as a wave spectrum in which deterministic processes are characterised by
individual wavelengths [445, 450–453] and stochastic processes are characterised by bands of
wavelengths [447, 455]. They suggest that these stochastic processes have a ‘memory’, since
it has been found that there are autocorrelations1 of w, s and thalweg2, in the downstream
direction, at the small-scale end of this spectrum [450–452, 456]. This ‘memory’ can also be
viewed as a correlation distance, where the distance is defined as the integral length scale. This
is analogous to the integral timescale used to characterise turbulence [457].

The importance of the work of Moody and Troutman [448] is that their study investigated
the character of the spatial variability of channel morphology at the reach-scale, over a much
wider range of Q than others: over 5 orders of magnitude, compared to earlier studies that
typically had a range of ∼1 order of magnitude. We will consider their work in more detail in
Subsection 4.2.3.

Unfortunately, uncertainty in hydraulic geometry is often significant. Gonzalez and Paster-
nack [458] state that despite extensive use of hydraulic geometry, repeatability is not guaran-
teed, since few studies address assumptions, or explain procedural steps in sufficient detail.
They highlight the complex array of considerations involved in generating hydraulic geometry

1An autocorrelation is the correlation of a signal with a delayed copy of itself as a function of delay. In other
words, there is a similarity between observations as a function of the time lag between them.

2The line of lowest elevation within a valley, or watercourse, marking the natural direction of a watercourse.
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relationships and claim that these decisions are seldom reported. For example, data can be ob-
tained either empirically, from numerical modelling, from past studies, or from flow records.
Obtaining empirical and numerical data involves a host of site-related factors and methodol-
ogy decisions. All of these data types are subject to influence from methods chosen for data
aggregation.

As stated above, hydraulic geometry considers the relationship between channel form and
Q. In full, it refers to the width, depth, cross-section, meander length and sinuosity that de-
scribes a river channel form; the variables of mean slope, mean friction and mean velocity; in
relation to the discharge, along a stream network in a hydrologically homogeneous basin. As-
suming that Q is the dominant independent variable, Leopold and Maddock [297] proposed that
the hydraulic geometry of a fluvial channel can be described, using power law relationships, as
functions of Q:

w = aQb (4.23)

d = cQ f (4.24)

v = kQm (4.25)

where the parameters a, b, c, f , k, and m are empirically determined numerical constants that
vary with location, climate, and discharge conditions.

A number of attempts have been made to explain the fundamental principles that drive
hydraulic geometry [314, 336, 459–462]. Gleason [337] reviews a number of such efforts to
provide evidence that the equations of Leopold and Maddock [297] (Eqs. (4.23), (4.24) and
(4.25)) reasonably match empirical data and outlines attempts to derive its underlying physical
principles. In this review, he points out that their equations are still widely used today, despite
numerous verifications that there is no theoretical reason to do so.

These equations for describing hydraulic geometry can be applied at-a-station, or down-
stream [297], providing two approaches for empirically determining the parameters used in
Eqs. (4.23), (4.24) and (4.25). Confusingly, Leopold and Maddock [297] used the same vari-
ables and naming conventions to describe at-a-station hydraulic geometry (AHG) and down-
stream hydraulic geometry (DHG). The AHG approach requires repeated field-measurements
at a single cross-section. The DHG approach requires repeated field-measurements for some
fixed frequency of discharge between cross-sections, either downstream, or on other rivers.

Repeated empirical measurements enabled Leopold and Maddock [297] to determine log-
log trends when w, d and v were plotted against Q (Fig. 4.2), resulting in the establishment
of the power law relationships (Eqs. (4.23), (4.24) and (4.25)). When applied to changes in Q
over time at one cross-section, these equations address how channel geometry accommodates
any fluctuations in Q. This understanding of a given river cross-section was termed AHG and
is a function of cross-sectional geometry. Beginning with a triangular cross-section, and with
reference to Eqs. (4.23) and (4.24), changes to the exponents b and f bend cross-sectional
shape, while changes in the coefficients a and c stretches it [463]. Often referred to as the
‘width exponent’, b is widely used in fluvial geomorphology as a diagnostic measure of river
behaviour and form. High values for b are characteristic of shallow, gravel beds and accommo-
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date discharge increase through channel widening. Low values are characteristic of entrenched
channels with cohesive banks.

Park [314] and Rhodes [459, 464, 465] compiled the results of a number of studies [301,
466–472] that aimed to empirically verify the AHG equations of Leopold and Maddock [297].
Both authors endeavoured to find a correlation between rivers, based upon the exponents of Eqs.
(4.23), (4.24) and (4.25) (b, f and m). They both concluded that there existed little similarity
across rivers, or physiographic settings. This caused Park to state that this ‘cast doubt on the
use of mean values of samples of exponents to characterise the hydraulic geometry of particular
areas’. Gleason [337] notes that this work of Park and Rhodes, predominately in the late 1970s,
marked a change in the perspective of researchers working in this area: rather than asking if
AHG was occurring, they began to ask why.

Knighton [302] states that AHG changes over time, meaning that the parameters b, f , m,
a, c, and k cannot be considered constant over a long period. Phillips and Harlin [473] demon-
strated that AHG varied spatially, after observing a river that divided into two channels, of
identical geology and climatology, before rejoining. The AHG parameters of both channels
were found to be significantly different, demonstrating that these parameters are not transfer-
able within the same physiography. Despite this, it has been common to consider a group of
rivers within a physiographic or geographic area, rather than single rivers, when determining
appropriate parameters for the use of hydraulic geometry relationships [428].

Figure 4.2: Representation of AHG and DHG relationships, illustrating how power laws can
be determined to describe w, d and v as functions of Q [337].

Though rational deduction has been used to provide explanations for why AHG is ob-
served [336], explicit formulations for the determination of the parameters used in Eqs. (4.23),
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(4.24) and (4.25) have not been derived. Despite this, the application of AHG relationships
is widespread: in estimating Q from satellites [217], stream classification [306, 474], river
restoration [475, 476], geomorphic process assessment [444, 477, 478], waterfall systematics
[463] and aquatic ecosystem evaluation [318, 479].

At a given cross-section, Eq. (4.24) has significant practical utility, since empirical deter-
mination of the parameters c and f permits the estimation of Q as a function of continuously
recorded measurements of d. Measurement of a river’s stage in this way is how many gauge
stations operate, as was discussed in Subsection 2.3.2.

In addition to the log-log trends Leopold and Maddock [297] observed to explain AHG,
similar log-log relationships were observed to describe DHG, when mean annual discharge Qm

was compared to w, d and v (Fig. 4.2). These relationships are also described by the power law
relationships of Eqs. (4.23), (4.24) and (4.25).

Since the work of Leopold and Maddock [297], much empirical research has verified the
validity of DHG [480–486]. Yet, in a review of hydraulic geometry, Gleason [337] states that
no authoritative, universal, rational explanation for DHG has yet been determined. He also
states that no study has yet defined explicit, universal formulations for the determination of the
parameters in Eq. (4.23), (4.24) and (4.25).

A fundamental difference between these two definitions of hydraulic geometry is that AHG
deals with temporal variations in flow variables as discharge fluctuates at a cross-section, for
a range of discharges up until bankfull Q < Qb, whereas DHG deals with spatial variations
in channel properties with reference to a constant Q. AHG determination uses mean values
of Q over a period, such as a week, a month, a season, or a year [298]. DHG determination
of hydraulic geometry can be by two forms of analysis. The first uses Eqs. (4.23), (4.24) and
(4.25), describing the regulation of flow adjustments by channel form in response to increases in
Q downstream. The second type of analysis is a modification of the original hydraulic geometry
concept and entails variation of channel geometry for a particular reference Q downstream with
a given frequency. Implied in this analysis is an assumption of an appropriate value of Q that is
the dominant flow controlling channel dimensions [481]. Initially, DHG used the mean annual
flow Qm as its independent variable. Since bankfull flows are more influential on channel
morphology, Qb became more commonly used and by the 2000s, was accepted as the norm
[337]. A significant exception to this was the study of Moody and Troutman [448], which
did not use a fixed value for Q. This study was very extensive and resulted in an estimation
of parameters for Eqs. (4.23), (4.24) and (4.25) that have since been considered as globally
applicable [206, 359, 363, 412, 487, 488]. The authors argue that since the overall range of
Q investigated covered 5 orders of magnitude, at-a-station Q variability was small compared
to overall Q variability and that regression relations they obtained would not have changed
significantly had measurements of Q been fixed. We shall consider the globally applicable
parameters they proposed further in Subsection 4.2.3

At-many-stations hydraulic geometry (AMHG) is a term defined by Gleason and Smith
[217], after finding that the paired coefficients and exponents of AHG relationships along a
river exhibit very strong semi-log relationships. They found that these relationships can exist
over surprisingly long reaches (up to ∼3,000 km). This finding indicates that AHG coefficient
and exponent pairs (a and b; c and f ; and, k and m) are functionally related and dependently
predictable from one cross-section to the next. Thus, they demonstrate that AMHG effectively
halves the number of parameters required by traditional hydraulic geometry, reducing the num-
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ber of parameters from six to three.
AMHG is similar to DHG, in that it considers longitudinal trends, but differs due to the fact

that all variations of Q are considered (not a single bankfull discharge Qb), the correlations are
log-linear (not log-log) and the trends do not follow a downstream direction [217].

Jowett [318] defined the term reach-averaged hydraulic geometry (RHG), which applies
hydraulic geometry in an identical manner as AHG and DHG, but uses reach-averaged variables
instead of single cross-sections. Following on from Jowett’s original use of this definition,
RHG remains closely associated with habitat assessment applications that seek to predict the
suitability of river reach for a given species of interest, given RHG predicted hydraulics.

Gonzalez and Pasternack [458] proposed the concept of hydraulic topography as a more
accurate representation of channel hydraulics than that provided by hydraulic geometry. They
argue that sampling bias, differences in post-processing and a lack of recognition, or account-
ing, for the effects of channel variability and complexity, that is inherent in traditional hydraulic
geometry-focused studies, results in the determination of parameters that are often inadequate.
Instead, they claim that ‘near-census’, comprehensive, spatially explicit and process-based ap-
proaches to understanding channel hydraulics can be arrived at with the advent of advances that
allow metre-scale topographic mapping [489–491] and multidimensional hydrodynamic mod-
elling [492, 493]. They state that their use of the term ‘near-census’ leaves open the opportunity
to move beyond metre-scale, towards decimetre-scale or beyond, with future technological de-
velopments. In fact they go further, claiming that moving beyond transect-based hydraulic
geometry field methods is inevitable given the rate of such development.

4.2.3 Hydraulic geometry parameters

The hydraulic geometry parameters a, b, c, f , k and m of Eqs. (4.23), (4.24) and (4.25) result
from a range of flows, acting over decadal or longer timescales, causing erosion and aggradation
of the river geometry. From this perspective, river flow is a forcing condition for the long-term
evolution of a channel. In contrary, the reverse is true from a short-term perspective, with
channel geometry forcing the behaviour of the river flow. In such a way, we can observe a
complex feedback loop in operation.

Moody and Troutman [448] used least-squares regression analysis, upon a number of stud-
ies of rivers, to determine values for the parameters in Eqs. (4.23) and (4.24). They drew upon
existing data sets from around the world, exploring the possibility that there are universal scal-
ing relations of w and d with respect to Q. They performed log-log regressions for a subset of
world rivers, with values of Q ranging from 8 × 10−3 m3 s−1 to 2 × 105 m3 s−1. The regression
relations obtained were

w = 7.2Q0.50±0.02 (2.6 − 20.2) (4.26)

d = 0.27Q0.30±0.01 (0.12 − 0.63) (4.27)

with the numbers in parentheses corresponding to the 95 % confidence interval for the coef-
ficients. These relationships and parameters have been assumed globally applicable by other
studies [206, 359, 363, 412, 487, 488]. The regression standard error of estimate for Eqs. (4.26)
and (4.27) are 0.22 and 0.18, respectively. The authors state that the estimate of the coefficients
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and exponents would probably change little with more data, because the number of data pairs
is 226 and include measurements for some of the largest rivers in the world and many of the
smallest. As shown, the coefficients tend to vary more than the exponents, reflecting the multi-
variate character of the channel form control.

Frasson et al. [222] compared modelled annual flow, simulated by the water balance model
WBMsed [494], with measurements of river width obtained from remote sensing (Fig. 4.3).
It can be seen that the power law relationship between w and Q (Eq. (4.26)) agrees well with
medians of the discharge box plots. They report that the disagreement at the lower end may
be due to the increased uncertainty in the estimation of smaller river widths: a width of ∼50 m
approaches the 30 m resolution of the Landsat images used in the extraction of the river widths
and may cause an overestimation [206].

Figure 4.3: Relationship between river width and discharge, as determined by Frasson et al.
[222]. A logarithmic scale is used on the y axis. The dashed line shows the power law

relationship put forward by Moody and Troutman [448], illustrating close agreement between
the application of this means of estimation, using a power law relationship, and empirical

measurements.

Since Q = wdv (Eq. (2.30)), and with reference to Eqs. (4.23), (4.24) and (4.25),

Q = aQb × cQ f × kQm (4.28)

or

Q = ackQb+ f+m (4.29)

These equations are thus unit sum constrained and it follows that

a × c × k = 1 (4.30)

and

b + f + m = 1 (4.31)
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Now, with reference to Eq. (4.30)

k =
1
ac

(4.32)

and with reference to Eq. (4.31)

m = 1 − (b + f ) (4.33)

Therefore, with consideration of Eq. (4.26) and (4.27), including the values for uncertainty, a
means for estimating v can be derived:

v = 0.5Q0.20±0.03 (0.1 − 3.2) (4.34)

Fig. 4.4 illustrates the range of uncertainty associated with the calculation of w, d and v
using these equations, for a range of Q = 0 m3 s−1 to 1,000 m3 s−1 and minimum, mean and
maximum values of the associated parameters. This figure also provides a comparison of the
equation derived here to estimate v (Eq. (4.34)), with an alternative equation (Eq. (4.38)),
presented below in Subsection 4.2.4, based upon the study of Schulze et al. [495].

Clearly, Fig. 4.4 (c) shows that v is predicted to increase in a downstream direction, since
Q would be assumed to increase in a downstream direction. It is worth recalling the argument
made in Section 4.1 to support this potentially counter-intuitive idea and reiterate that empirical
evidence [441] reinforces the legitimacy of this claim.

Figure 4.4: Power law relationships, as a function of discharge Q, for (a) width w, (b) depth d
and (c) flow velocity v; with minimum (blue), mean (green) and maximum (red) values for

power law parameters, according to uncertainty and 95 % confidence intervals (grey) as
proposed by Moody and Troutman [448]. An alternation equation for esitimating v (Eq.

(4.38)), derived in Subsection 4.2.4 is also plotted for comparison (yellow).



Table 4.1: Downstream hydraulic geometry parameters from previous studies [428].

Source Discharge a c b f Channel type
Kellerhals [309] ∼ Q3 3.26 0.42 0.50 0.40 Threshold channel
Li et al. [496] Qb 0.46 0.46 Threshold channel
Nixon et al. [497] Qb 3.15 0.49 Gravel-bed
Brush [468] Q2.33 1.85 0.28 0.55 0.36 Gravel-bed
Simons and Albertson [498] ∼ Qb 2.61 0.31 0.50 0.36 Gravel-bed
Emmett [499] Qb 2.77 0.27 0.56 0.34 Gravel-bed
Charlton et al. [500] Qb 3.74 0.31 0.45 0.40 Gravel-bed
Bray [501] Q2 4.79 0.26 0.53 0.33 Gravel-bed
Andrews [502] Qb 3.91 0.49 0.48 0.38 Gravel-bed, thick vegetation
Andrews [502] Qb 4.94 0.48 0.48 0.38 Gravel-bed, thin vegetation
Hey and Thorne [503] Qb 3.67 0.33 0.45 0.35 Gravel-bed
Parker [504] Qb 4.40 0.25 0.50 0.42 Gravel-bed
Chang [505] Qb 0.47 0.42 Gravel-bed
Lacey [506] ∼ Qb 4.84 0.39 0.50 0.33 Sand-bed
Simons and Albertson [498] ∼ Qb 5.23 0.69 0.50 0.36 Sand-bed, sandy banks
Simons and Albertson [498] ∼ Qb 3.93 0.58 0.50 0.36 Sand-bed, small load
Simons and Albertson [498] ∼ Qb 2.55 0.45 0.50 0.36 Sand-bed, large load
Mahmood et al. [507] ∼ Qb 4.93 0.53 0.51 0.31 Sand-bed
Rundquist [508] Qb 4.39 0.38 0.52 0.32 Undifferentiated
Langbein [509] ∼ Qb 0.50 0.38 Undifferentiated
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Earlier studies have also determined values for hydraulic geometry parameters. Table 4.1
shows a range of values determined for the parameters used in calculating w and d in a DHG
context, where the focus is upon spatial variations in channel properties for some reference Q.
Tables 4.2 and 4.3 show a range of values for the exponents used in calculating w, d and v in
an AHG context. In this case, the focus is upon temporal variations in Q. Regarding these
tables, it can be seen that there are a variety of different contexts to consider, if attempting to
determine the appropriate parameters. Furthermore, there can be seen great variation in values
which, along with the large errors expressed in Eqs. (4.26) and (4.27), support the idea that
universal values for the parameters are difficult to determine.

Table 4.2: Empirically determined at-a-station hydraulic geometry parameters from previous
studies [428].

Source b f m
Leopold and Maddock [297] 0.26 0.40 0.34
Wolman [301] 0.04 0.41 0.55
Leopold and Miller [466] 0.25 0.41 0.33
Lewis [510] 0.17 0.33 0.49
Wilcock [511] 0.09 0.36 0.53
Knighton [444] 0.12 0.40 0.48
Harvey [512] 0.14 0.42 0.43

Table 4.3: Theoretically determined at-a-station hydraulic geometry parameters from previous
studies [428].

Source Application b f m
Li et al. [496] Threshold theory 0.24 0.46 0.30
Langbein [509], Williams [513] Minimum variance theory:

(i) vertical banks 0 0.57 0.43
(ii) cohesive, but not vertical banks 0.10 0.53 0.37
(iii) non-cohesive boundary 0.48 0.30 0.22

4.2.4 Using hydraulic geometry relationships in large-scale hydrology
Allen and Pavelsky [206] stated that, despite the widespread importance of rivers, relatively
limited empirical information on river channel form was available at a continental-scale to con-
strain river system models, at that time. A study previous to this statement exemplifies this
issue: Raymond et al. [514] aimed to estimate global river and stream surface area (RSSA)
to determine CO2 emissions from biogeochemical exchange at the river-atmosphere interface.
Lack of empirical information on river channel form meant that it was necessary to apply a
flow-routing algorithm to digital topography and assume globally constant hydraulic geome-
try relationships between w and Q, using Eq. (4.23). Static values for a and b were deter-
mined from an earlier study involving some of the same authors [515], that made use of 1,026
paired measurements of w and Q, in addition to an analysis of United States Geological Sur-
vey (USGS) gauging station rating curve data from 9,811 stations. This study lacked direct



98

observations of RSSA, quantification of statistical uncertainty and consideration of regional
variability in hydraulic geometry. A later study by Allen and Pavelsky [220], the same authors
who had earlier pointed out the problem of insufficient empirical information on river channel
form, used satellite observations of rivers and a statistical approach. This allowed a more accu-
rate determination of RSSA, removed the reliance upon hydraulic geometry relationships and
demonstrated the importance of empirical information for river channel form.

Though hydraulic geometry relationships are intended to describe individual cross-sections,
the idea that long river domains, of varying w and d, can be reasonably represented with limited
cross-sectional data is prevalent [320, 509, 516]. Yet, others have observed high variability
between cross-sections [444, 459], with context-specific differences: between braided and non-
braided rivers [302, 459]; and, riffles and pools [428, 444]. Differences are also found due to
variation in bank cohesion [302], bed substrate [513, 517] and bank vegetation [502].

With regards to their use of Eq. (4.26), Allen and Pavelsky [206] point out that this relation-
ship was developed using measurements largely collected at gauging stations. Stream gauges
are typically located at stable, single-channel sites, often near bridges or other fixed structures.
They suggest that this could lead to bias that is unrepresentative of global values for w. Since
multichannel rivers tend to be wider and because their widths are more sensitive to variations
in discharge than single-channel rivers [518], average river widths away from gauging stations
may be underestimated. This opinion is reiterated in other studies [243, 300].

In the field of large-scale river hydrology, there is predominately a focus on quantifying
the volume of water in rivers and streams [220]. Therefore, it is noteworthy that Schulze et al.
[495] attempted to model river flow velocity on a global scale using the Manning formula
(Eq. (4.17)). To determine R, they assumed that the river cross-section can be considered as a
rectangle, meaning R can be calculated as a function of d and w using

R =
d · w

2d + w
(4.35)

The hydraulic relationships of Leopold and Maddock [297] (Eqs. (4.23) and (4.24)) were used
to determine w and d. Using the regression analysis of Allen et al. [482] to determine the
parameters for these relationships, gives

w = 2.71Q0.557 (4.36)

d = 0.349Q0.341 (4.37)

Interestingly, they chose not to use these equations and continuity to derive parameters for v
(Eq. (4.25)), preferring to use the Manning formula (Eq. (4.17)) instead. To explore the option
that they ignored, substituting for w, d and v into Q = wdv (Eq. (2.30)), using Eqs. (4.23),
(4.24) and (4.25) and the method used above (Subsection 4.2.3) to derive Eq. (4.34), gives

v = 1.06Q0.102 (4.38)

A comparison of this equation for estimating v with that derived earlier (Eq. (4.34)) is shown
in Fig. 4.4.

The intention of Schulze et al. [495] was to use the results of their study to extend the Wa-
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terGAP Global Hydrology Model (WGHM) [519]. This model already contains values for Q
at a spatial resolution of 0.5◦, allowing the determination of Eqs. (4.36), (4.37) and therefore
Eq. (4.35). To calculate v, using the Manning Formula (Eq. (4.17)) requires s and n. De-
termination of s was achieved using an analysis of geographic information system (GIS) data.
Unfortunately, a method to estimate n on a global scale was lacking and, as Kirby et al. [177]
have commented upon, since the model was found to be very sensitive to this variable, this puts
into question the suitability of this method for determining v for the purpose of hydrokinetic
resource assessment.

The development of techniques for global-scale determination of w [205, 221, 228–239]
reinforces the argument that reliance upon hydraulic geometry relationships is unnecessary, if
considering this specific element of river channel form alone. When requiring knowledge of
other elements, such as d or v, this is not the case and hydraulic geometry relationships may
still be needed.

Given the improvement in global-scale, remote-sensed, empirical measurements of w, there
would appear to be an opportunity to use regression to spatially map values for the parameters
a and b. If improvements in remote sensing techniques allowed this for either d or v, the pa-
rameter relationships described above show how this would then provide a means for spatially
mapping all of the hydraulic geometry parameters. Thus, knowledge of Q, spatially and tem-
porally on a global-scale, would provide a means to determine river channel form, globally.

Knighton [428] states that although hydraulic geometry relationships are flexible and easily
linearised, their application has not always been adequately justified. Further, the establishment
of strong statistical relationships may provide the confidence to accept that a thorough expla-
nation has been achieved and that the effects of the underlying processes can be described,
when in fact this is not the case. Parker et al. [520] claim that the relationships established
for hydraulic geometry can be considered quasi-universal, which suggests that while there is
perhaps a use for them in a large-scale situation, consideration of their limitations must also
be made. The use of hydraulic geometry relationships has been dominant in the field of fluvial
geomorphology and provided the means for drawing valuable insights into the workings of the
fluvial system. Knighton [428] suggested that a development of understanding would result
from combining the predominately empirical approach of early work, but within a more theo-
retical structure. In fact, this process may be observed upon consideration of the many theories
that have been proposed. Singh [298] has reviewed the many theories of hydraulic geometry
relations and associated equations for determining the mean stream channel form from Q (Ta-
ble 4.4). This review highlights the difficulty of applying these in all conditions and claims that
little progress was made in the decades following the work of Leopold and Maddock [297]. For
this reason, their equations are still considered useful, though imperfect, and have been used in
a number of large-scale studies [412, 495, 521].

4.3 Measuring the hydrokinetic resource

4.3.1 Hydrokinetic power as the rate of energy transfer
As shown in Subsection 2.1.2 (Eq. (4.39)), the theoretical power passing the cross-sectional
area AD of the sweep of a turbine can be calculated. Similarly, if considering the cross-section
of a river A = wd,



Table 4.4: Summary of theories of hydraulic geometry relationships.

Theory Principle studies
Regime theory Lindley [522]
Power function theory Leopold and Maddock [297] and Wolman [301]
Tractive force theory Lane [523, 524]
Threshold channel geometry theory Li [525]
Channel stability theory Schumm [526]
Similarity principle Engelund and Hansen [527]
Hydrodynamic theory Smith [528]
Theory of maximum sediment transport rate White et al. [529]
Theory of maximum friction factor Davies and Sutherland [530, 531]
Theory of maximum flow efficiency Huang and Nanson [532]
Theory of least channel mobility Dou [533]
Theory of least resistance Ramette [534]
Theory of minimum Froude number Jia [535]
Theory of minimum energy dissipation rate Yang [536, 537], Yang and Song [538] and Barr et al. [539]
Theory of minimum stream power Chang [540, 541]
Theory of minimum energy degradation rate Brebner et al. [542]
Thermodynamic entropy theory Yalin and Ferreira Da Silva [543]
Theory of minimum variance Langbein [509], Kennedy et al. [544], Knighton [545],

Williams [513], Dozier [546] and Riley [547]
Theory of maximum entropy Deng and Zhang [548] and Cheema et al. [549]
Theory of maximum entropy-minimum energy Singh et al. [550, 551]
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P =
1
2
ρAv3 (4.39)

This equation is derived from kinetic energy, as will be demonstrated below. For this reason,
it is quantifying power as the rate of transfer of kinetic energy, as opposed to P = γQH (Eq.
(3.31), or (4.1)), which was used in the methodology of Chapter 3. As was shown in Section
4.1, this equation was derived from gravitational potential energy (Ep = MgH) and, therefore,
as a means for measuring hydrokinetic power, is quantifying power as the rate of conversion of
gravitational potential energy to kinetic energy.

Applying Eq. (4.39) to rivers requires knowledge of w and d, in addition to knowing v.
Large-scale resource assessments face the challenge of obtaining suitable data, with appropri-
ate coverage and spatiotemporal resolution. Relatively limited empirical information on river
channel form is available at a continental-scale [206] and v is highly variable in time and space
[314]. With modelled data for reconstructed daily values of Q, GRADES provides near-global
coverage and may be applicable in estimating appropriate values to determine river channel
form and v.

As discussed above (see Subsection 4.2.2), the equations (Eqs. (4.23), (4.24) and (4.25))
for describing hydraulic geometry can be applied at-a-station, or downstream, providing two
approaches for empirically determining hydraulic parameters. These relationships for estimat-
ing w, d, and v provide the possibility to derive an alternative methodology for hydrokinetic
resource assessment.

Thus, with reference to Eq. (4.2), power is the rate of energy transfer

P =
Ek

t
=

1
2 Mv2

t
(4.40)

Figure 4.5: Approximate description of a river section of length L, using the hydraulic
geometry parameters of width w, depth d, and flow velocity v.

The dimensions of a river reach can be approximately described as a rectangular shaped
channel, which serves our purposes for now, using hydraulic geometry parameters w, d and the
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length of the reach L (Fig. 4.5). The power of the water moving in this reach can be expressed
in terms of these dimensions. Since M is the product of ρ and volume V = wdL, in relation to
the water in a reach, this gives

M = ρwdL (4.41)

Substituting for M in Eq. (4.40), gives

P =
1
2ρwdLv2

t
(4.42)

Since,

v =
L
t

(4.43)

this simplifies to

P =
1
2
ρwdv3 (4.44)

Since A = wd, this confirms the derivation of Eq. (4.39). Substituting for w, d and v using Eqs.
(4.23), (4.24), and (4.25) gives

P =
1
2
ρ · aQb · cQ f · (kQm)3 (4.45)

Discharge is defined as the volume of water that passes through a cross-section. Therefore,

Q = wdv = aQb · cQ f · kQm = ackQb+ f+m (4.46)

Using Eqs. (4.30) and (4.31), Eq. (4.45) can be simplified as

P =
1
2
ρk2Q(2m+1) (4.47)

Threshold theory developed from a determination that the stability of irrigation canals, con-
structed with erodible materials, is optimum with cross-sections that cause material to be at the
threshold of motion [552]. This was shown to apply to natural rivers as well [553]. With par-
ticles on the verge of movement at bankfull discharge, a resolution of the associated forces
yields a cross-section that is roughly parabolic in shape [524]. The cross-sectional form of
natural channels is irregular, but a parabolic shape is used here to generalise on a global-scale.
The area of a parabolic cross-section is given by

A =
2
3

wd (4.48)

Applying this to Eq. (4.47), and remembering that this was arrived at through a derivation that
originally included w and d (Eq. (4.44)), we get an equation for determining the power of water
flowing through a parabolic channel cross-section:
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P =
1
3
ρk2Q(2m+1) (4.49)

This equation is considered an alternative to the conventionally used equation (Eq. (4.1)) for
determining theoretical hydraulic power and potentially more suitable for a hydrokinetic ap-
plication. This can be modified to measure the energy E that flows through a river reach by
multiplying through by t. With reference to Eq. (4.43), this gives

E =
1
3
ρLkQ(m+1) (4.50)

In proposing Eqs. (4.49) and (4.50), here, it is important to clarify that only the kinetic
energy of the flowing water is considered. Potential energy, due to elevation or slope, is not
considered.

4.3.2 Globally applicable power law parameters

As demonstrated in Subsection 4.2.3, Moody and Troutman [448] used regression analysis
upon a number of studies of rivers to determine values for the power law parameters in Eqs.
(4.23) and (4.24). This analysis enabled the proposal of globally applicable formulas for the
estimation of w and d, using Eqs. (4.26) and (4.27). Though these relationships and parameters
have been assumed globally applicable by other studies [206, 359, 363, 412, 487, 488], they are
not strictly traditional hydraulic geometry relationships and do not adhere to either the AHG,
nor DHG, definitions. Moody and Troutman [448] justified their approach and argued that the
range and quantity of data they used minimised the variability of the results.

As demonstrated in Subsection 4.2.3, knowledge of a, b, c, and f allows determination of
k and m, such that a globally applicable formula for v can be derived (Eq. (4.34)). It should be
noted that v is one of the most sensitive and variable properties of open-channel flow, due to its
dependence upon so many other factors. It varies in four dimensions: with time, with distance
from the bed, across stream, and downstream. In addition to the variations due to changes in Q,
smaller timescale variations also occur because of the inherent variability caused by turbulence.
Friction from the bed and banks may result in large velocity gradients. These provisos are
clearly stated in offering these globally applicable values for the parameters m = 0.5 (with a
95 % confidence interval 0.1 to 3.2) and k = 0.20±0.03. A value of m = 0.1 has been proposed
as appropriate previously [554].

Fig. 4.6 shows estimates of theoretical power as a function of Q using globally applicable
power law parameters and assuming a rectangular cross-sectional profile. This illustrates that
using Eq. (4.47) gives the same result as using Eq. (4.39), but with a reduced range of uncer-
tainty. In the former case, only the parameters k and m are required. In the latter case power
law equations are used to estimate w, d, and v. Therefore, the parameters a, b, c, f , k, and m
are needed.



104

Figure 4.6: In (a), the calculation of power is seen to be the same if using power law
relationships that are functions of Q to estimate w, d, and, v, to calculate P1 =

1
2ρAv3 (where

A = wd); and, the derived equation P2 =
1
2ρk

2Q2m+1. The range of uncertainty ∆P1 is seen to
be greater than that for ∆P2. Shown with (b) a linear scale and (c) a logarithmic scale on the y

axis.

As shown in Fig. 4.6, the 95 % confidence interval for the coefficients expressed in Eqs.
(4.26), (4.27), and (4.34) cause an asymmetrical uncertainty in estimates of power using Eqs.
(4.39), (4.47) and (4.49), when applying power law parameters that we are treating globally ap-
plicable, for the purpose of estimating hydraulic geometry parameters. Given the uncertainties
associated with these parameters, their statistical distribution within the rivers of the world can
be assumed (Fig. 4.7).

Though it may be reasonable to use the mean values for these globally applicable power law
parameters in estimating P for an individual reach, when considered collectively, the asymmet-
rical statistical distribution would lead to an underestimate of the collective power of a number
of reaches, as is illustrated by Fig. 4.6.

An analysis of estimated values for v that would be associated with the differing methodolo-
gies used for calculating the hydrokinetic resource — as proposed in this chapter and Ridgill
et al. [138], compared to that proposed in Chapter 3 and Ridgill et al. [137] — is considered
and presented as a density plot (Fig. 4.8). In the conventional, hydrostatic case (Fig. 4.8 (a)),
an assumption is made that the resource is a measure of the conversion of gravitational poten-
tial energy to kinetic energy that occurs as the water travels the length of the reach, without
any friction. As discussed previously (Section 4.1), this results in very high values for v (Fig.
2.1), as is shown to be the case here. The hydrokinetic case, proposed in Subsection 4.3.1 and
summarised by Eq. (4.49), works in essentially the reverse of this, first estimating v and then
calculating the hydrokinetic resource that would result from this. The global distribution of
theoretical riverine hydrokinetic resource presented in this study (Fig. 4.15) uses mean values
for globally applicable parameters of m and k, derived by hydraulic geometry continuity and
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using globally applicable values for the parameters a, b, c and f (Fig. 4.7). The density plot
that results from using these mean values for the parameters m and k, and mean values for Q
provides a global distribution of values of v (Fig. 4.8 (b)) that appear more realistic. The un-
certainties associated with estimating v in this way are large (Eq. (4.34)). Density plots for the
estimated minimum values for v (Fig. 4.8 (c)) use both the lower-end of the values of m and
k and the minimum values for Q that occur in each reach. Maximum values (Fig. 4.8 (d)) are
similarly determined, using the upper-end estimates of these parameters and maximum values
for Q. In these last two cases, estimates of v represent extremes, but it should be noted that
unrealistic flow velocities can also result from the hydrokinetic methodology proposed in this
chapter and which factor into the large range of uncertainty associated with this method. This
is particularly true for calculation of the maximum values.

Figure 4.7: Here, we illustrate the statistical distribution of the power law parameters,
according to the reported and derived uncertainty. Leopold and Maddock [297] proposed

power law relationships to estimate hydraulic geometry parameters and Moody and Troutman
[448] determined globally applicable coefficients and exponents for theses power laws for

width w ((a) and (b)) and depth d ((c) and (d)), including the associated uncertainty. Hydraulic
geometry continuity has been used to derive power law parameters and uncertainty for flow

velocity v ((e) and (f)).
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Figure 4.8: Density of values for flow velocity v, globally (excluding Greenland and
Antarctica). In (a), v is calculated using the equation implied by using P = γQH to determine
theoretical hydraulic power. An estimate of v from power law functions is given by (b) mean
values for the parameters m and k that are consdiered globally applicable and reach-specific

mean values for Q. The lower and upper limits of the 95 % confidence interval for these
parameters and reach-specific minimum and maximum values for Q are used in (c) and (d),

respectively.

4.3.3 Monte Carlo approach

The concept of repeated random sampling underlies the broad class of computational algo-
rithms known as Monte Carlo methods. Though stochastic in nature, such methods can be
used to solve problems that might be deterministic in principle. Here, repeated (N = 1000)
and random application of power law parameters are applied to each river reach, such that the
collective statistical distribution for each run aligns with that implied by their reported uncer-
tainties (Fig. 4.7). The mean of these repeated runs permits an estimate of the global theoretical
riverine hydrokinetic resource, that reduces the effects of the asymmetric uncertainties and ar-
guably results in a more accurate representation. The accuracy of the Monte Carlo method is
proportional to

√
N, meaning computation cost quadruples when accuracy is doubled [555]. In

most cases, N ≥ 100 is considered ‘best practice’ [556]. Convergence tests provide a means
to determine if the number of runs were sufficient and to quantify the reliability, or ‘stability’,
of a result. Here N = 1000 and a measurement of the root mean square error (RMSE) after
each run is found to converge to almost zero (Fig. 4.9). In this case, over the 35 year record

(α = 12,784 days), a running mean vector E⃗MC (Eq. (4.60)) gathered from a growing matrix
of increasing numbers of completed runs EMC ∈ R

α×N for N = 1, 2, 3, . . . , 1000 is calculated
after each run and compared with the eventual mean vector for N = 1000. This is achieved by
running the Monte Carlo method twice.
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Figure 4.9: Root mean square error (RMSE) of
the Monte Carlo method after each run.

The equation derived to estimate the
power within a given river reach (Eq. (4.49))
can be modified to measure the energy E that
flows through a river reach by multiplying
through by time (Eq. (4.50)). This can be ap-
plied to all reaches simultaneously, meaning
that we discretise each reach, such that they
can be considered individually and summed
to quantify the energy in all reaches collec-
tively. All water within the global network of
rivers can be thought of as flowing through
one of these reaches and only one, when con-
sidered as a whole. The sum of these individ-
ual reaches is therefore the total energy of all

reaches.

A matrix EMP ∈ R
α×β can be used to represent the energy in each of all β = 2,898,501 river

reaches, over the α days of the record, where mean power law parameters are applied for all
reaches of length L, to give an estimate of energy EMP,y,x on day y in reach x. This gives

EMP =



EMP,1,1 EMP,1,2 · · · EMP,1,x · · · EMP,1,β

EMP,2,1 EMP,2,2 · · · EMP,2,x · · · EMP,2,β
...

...
. . .

...
...

EMP,y,1 EMP,y,2 · · · EMP,y,x · · · EMP,y,β
...

...
...

. . .
...

EMP,α,1 EMP,α,2 · · · EMP,α,x · · · EMP,α,β


(4.51)

We can produce a vector E⃗MP, in this case, representing the daily total energy of all river
reaches,

E⃗MP =



∑
EMP,1∑
EMP,2
...∑

EMP,y
...∑

EMP,α


(4.52)

This is given by

E⃗MP,y =

β∑
x=1

1
3
ρLxkQ(m+1)

xy where E⃗MP ∈ R
α (4.53)

Here the mean globally applicable power law parameters are k = 0.5 and m = 0.20. The value
EMP represents the mean energy of all river reaches over the time period, given by
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EMP =
1
α

α∑
y=1

β∑
x=1

1
3
ρLxkQ(m+1)

xy where EMP ∈ R (4.54)

A vector E⃗MC representing daily total energy of all reaches

E⃗MC =



∑
EMC,1∑
EMC,2
...∑

EMC,y
...∑

EMC,α


(4.55)

can be produced using random power law parameters, with

E⃗MC,y =

β∑
x=1

1
3
ρLxkxQ(mx+1)

xy where E⃗MC ∈ R
α (4.56)

In this case, the statistical distribution of the randomly assigned parameters kx and mx, when
considered collectively, align to an interpretation of the global statistical distribution (Fig. 4.7).
In other words, for each element of E⃗MC, there exists corresponding, randomly created vectors

k⃗ =



k1

k2
...

kx
...

kβ


(4.57)

and

m⃗ =



m1

m2
...

mx
...

mβ


(4.58)

such that a statistical analysis of each — as randomly recreated and applied for every element
of E⃗MC — would result in the described distributions of Figs. 4.7(e) and 4.7(f), respectively.

Applying the Monte Carlo method, N multiples of this vector can be produced and ap-
pended together (Fig. 4.10) to form a matrix EMC ∈ R

α×N ,
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∑
EMC,1,N∑
EMC,2,N

...∑
EMC,y,N

...∑
EMC,α,N∑

EMC,1,z∑
EMC,2,z

...∑
EMC,y,z

...∑
EMC,α,z∑

EMC,1,1∑
EMC,2,1

...∑
EMC,y,1

...∑
EMC,α,1

N

α

Figure 4.10: A graphical description of how the matrix EMC (Eq. (4.59)) is created, by
appending N Monte Carlo runs using Eq. (4.56). Here, the dimensions are displayed such that
EMC ∈ R

α×1×N , to demonstrate how this matrix is related to the representation of EMC shown in
Fig. 4.11. The representation expressed by Eq. (4.59) therefore necessitates a reshaping

operation, such that EMC ∈ R
α×N .
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EMC =



∑
EMC,1,1

∑
EMC,1,2 · · ·

∑
EMC,1,z · · ·

∑
EMC,1,N∑

EMC,2,1
∑

EMC,2,2 · · ·
∑

EMC,2,z · · ·
∑

EMC,2,N
...

...
. . .

...
...∑

EMC,y,1
∑

EMC,y,2 · · ·
∑

EMC,y,z · · ·
∑

EMC,y,N
...

...
...

. . .
...∑

EMC,α,1
∑

EMC,α,2 · · ·
∑

EMC,α,z · · ·
∑

EMC,α,N


(4.59)

A vector E⃗MC representing the mean of these runs is given by

E⃗MC,y =
1
N

N∑
z=1

EMC,y,z where E⃗MC ∈ R
α (4.60)

The mean of this vector EMC represents the mean energy of all river reaches over this period,
achieved with the Monte Carlo method, which can be summarised by

EMC =
1
N

N∑
z=1

1
α

α∑
y=1

β∑
x=1

1
3
ρLxkxzQ(mxz+1)

xy where EMC ∈ R (4.61)

This process, as described above, lends itself to an interpretation which appears to involve
many iterations and liberal use of inefficient computational ‘for loops’. In practical terms, these
operations can be reinterpreted to allow their calculation in a more computationally efficient
manner. Using linear algebra and matrix operations permits vectorisation, such that compu-
tations can be carried out in parallel, providing large savings in computation time, assuming
sufficient memory is available [557].

The matrix EMC (Eq. (4.59)) can be alternatively expressed as a 3D matrix (Fig. 4.11. With

the creation of this 3D matrix, a time series of the change of global hydrokinetic energy E⃗MC

(Eq. (4.60)) and an estimate of the mean global hydrokinetic energy EMC (Eq. (4.61)) can
easily be determined. For the former, sum EMC along the β axis (rows) and calculate the mean
along the N axis (corridors). In the latter case, make an extra step and calculate the mean along
the α axis (columns). So, how to most efficiently construct EMC?

Essentially, and more obviously, the same principles are true for determining E⃗MP,y (Eq.
(4.53)) and EMP (Eq. (4.54)), using the matrix EMP (Eq. (4.51)), where mean parameters are
used for k and m. In this case, though, k and m are scalars and the matrix is 2D. Therefore, its
construction is more easily considered. Let us begin with this more straightforward case.

Informed by Eq. (4.50),

EMP =
ρk
3
·
(
L⃗ · 1⃗T

α

)T
◦Q◦(m+1) (4.62)

where L⃗ ∈ Rβ represents the river length of all β river reaches and 1⃗α ∈ Rα is a vector of ones.
With the operation (L⃗ · 1⃗T

α)T a matrix L ∈ Rα×β is created. The matrix Q ∈ Rα×β represents
the discharge in all reaches, on all days of the record. The operations ◦ and ◦ describes the
Hadamard (element-wise) product and power, respectively.

With the 2D version defined, the 3D version is given by
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Figure 4.11: An alternative, 3D representation of matrix EMC (Eq. (4.59)). Each element
EMC,y,x,z describes an estimate of the hydrokinetic energy on day y, in reach x, for a Monte

Carlo run z, where hydraulic parameters m and k are applied according to the statistical
distributions described by Figs. 4.7(e) and 4.7(f), respectively.
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EMC =
ρ

3
· k3D ◦ L3D ◦Q◦(m3D+1)

3D (4.63)

In this case, k3D, L3D, Q3D and m3D are 3D matrices, each ∈ Rα×β×N . With L and Q defined
above,

L3D =
[
L1 L2 · · · Lz · · · LN

]
(4.64)

and

Q3D =
[
Q1 Q2 · · · Qz · · · QN

]
(4.65)

describing the replication, or ‘stacking’, of L and Q in the N direction.

With k3D and m3D, a similar operation is needed. In this case, though, the ‘stacking’ of k⃗
(Eq. (4.57)) and m⃗ (Eq. (4.58)) must occur in both the β and N directions. Also, there should
be no replication, in this case, with the vectors randomly created anew for every ‘stack’.

4.4 Global theoretical riverine hydrokinetic resource

An estimate of the global theoretical riverine hydrokinetic resource is achieved by calculating
the total kinetic energy in the rivers of the world, excluding Greenland and Antarctica, over a
35 year period. Time series (Fig. 4.12) representing daily estimates of hydrokinetic energy in
all river reaches, during the years 1979–2013, are created in two ways (Eqs. (4.52) and (4.55)).
The first approach (E⃗MP) uses the mean values for power law parameters, as proposed by Moody
and Troutman [448], that are considered globally applicable (Fig. 4.7) to estimate the rele-
vant hydraulic parameters required to quantify the kinetic energy flowing through a given river

reach. The second approach (E⃗MC) uses a Monte Carlo method that randomly assigns power
law parameters across all river reaches according to an inference of their statistical distribution.
The former approach results in an estimate of EMP = 2.315±0.004 PJ (Eq. (4.54)) and the latter,

the mean of the averages of N = 1000 runs, gives EMC = 5.911 ± 0.009 PJ (Eq. (4.61)). Alter-

natively, these could be expressed as EMP = 0.643±0.001 TWh and EMC = 1.642±0.003 TWh.
In each case, the uncertainty of these estimates is a calculation of the standard error of the mean
(SEM) (Eq. (3.38)), applied to each time series. The Monte Carlo method has been applied to
address the asymmetrical statistical distribution of these parameters. The argument being that
this asymmetry leads to a marked underestimate, as illustrated in Fig. 4.12 and represented by
the first approach (E⃗MP), where global mean values for the power law parameters k and m were

applied. For this reason, the second approach (E⃗MC) is considered a more accurate representa-
tion of the global resource. In plotting the time series from both approaches, in addition to the
mean values presented above, an illustration is provided of the magnitude of the underestimate
if uncertainties associated with the power law parameters are disregarded.
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Figure 4.12: Total daily energy of global rivers (excluding Greenland and Antarctica) between

1979–2013, with E⃗MP calculated using mean values for power law parameters and E⃗MC

representing the mean of N = 1000 Monte Carlo simulations, where in each case E⃗MC is
calculated with randomised power law parameters, applied to all reaches such that the

statistical distribution aligns with the assumed global statistical distribution. ÊMP and ÊMC

provide a least squares fit in each case and ∆ÊMC indicates the uncertainty as described by the
range of values calculated by the Monte Carlo method.

It is typical to express an energy resource with units of TWh yr−1, or similar, describing the
average annual energy yield. Since this is a measure of energy conversion over a given time, it is
a measure of power and actually an expression of the mean annual power. A global theoretical
riverine hydrokinetic resource assessment considers the resource provided by the continuous
movement of water through a global network of rivers. This could be regarded as analogous to
a flywheel, which is often used to store energy, for example in an automobile engine. Though
the energy transfer through any cross-section of this flywheel can be determined, providing a
measure of power from a Eulerian perspective, the power of the flywheel as a whole is not
possible to quantify. The flywheel has rotational energy and any measure of power would
depend upon the rate of extraction.

A clear rising trend (92 ± 46 GJ d−1) in inter-annual energy (ÊMC) is estimated (Fig. 4.12).
The method applied in calculating energy is a function of Q and therefore any trends or fluctua-
tions are due to changes in this variable. Reasons for this may be attributed to changes in factors
such as precipitation, or the rate of snow- and ice-melt. Though and snow- and ice-melt do not
appear to be directly input to the VIC model, used within GRADES, the later calibration steps
include the use of a large number of empirical gauge measurements, which would certainly
include the signal of any increase in Q due to these factors. Adler et al. [558] have considered
global precipitation over a period (1979–2014), which coincides almost exactly with GRADES.
Though they report an increase in atmospheric water vapour, coinciding with increased surface
temperature, they find no overall significant trend for global precipitation. However, they do
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recognise regional patterns of positive and negative trends across the planet, with increases over
tropical oceans and decreases over some middle latitude regions. Reiterating what was stated
in Chapter 3, an inter-annual trend may be attributed to longer-term changes in these factors,
implying a change in the global climate. The rate of snow- and ice-melt would be expected to
correlate with a rise in global temperature [559]. Rising global temperature has been linked to
an increase in the intensity of the hydrological cycle [432], but Held and Soden [433] advise
against a simple assumption that global systems become more energetic as they warm, con-
cluding that the complexity of such systems should guard against over-confidence in simple
arguments.

An intra-annual oscillation (E⃗MC) is also seen in the time series, representing daily estimates
of hydrokinetic energy (Fig. 4.12). This can be explained by natural seasonal variations in pre-
cipitation and the rates of snow- and ice-melt. A representation of an average year is achieved
by calculating the mean energy on each calendar day (omitting leap days) throughout the 35
years considered (Fig. 4.13(a)). Globally, a minimum of 4.8±0.2 PJ occurs on 30 January and a
maximum of 7.1±0.4 PJ occurs on 23 July, corresponding with the Northern Hemisphere (NH)
winters and summers, respectively (Table 4.5 summarises all values associated with Fig. 4.13).
The stated uncertainty of these estimates result from the extremes of the Monte Carlo simula-
tions. The Monte Carlo method (N = 1000) is also applied to subsets of the data to determine
the relative contributions from the NH and Southern Hemisphere (SH). Total river length (and
percentage of global rivers, excluding Greenland and Antarctica) for the NH is 2.05 × 107 km
(74.2 %) and for the SH is 6.9×106 km (25.8 %). Given this large difference in total river length
between the two hemispheres, it is notable that the SH contributes a greater proportion to the
global total. It is useful to also compare how hydrokinetic energy varies through the respective
seasons of the two hemispheres (Fig. 4.13(b)). Here, the numbering of the calendar days be-
gins on the first day of spring, for each hemisphere, according to the meteorological definition
(1 March and 1 September). The minimum and maximum in the NH are seen to occur at the
beginning of spring and beginning of autumn. For the SH, these occur at the end of spring and
end of autumn, illustrating a phase difference of approximately a season.

With regards to this observed phase difference, Dettinger and Diaz [560] describe dominant
modes of streamflow seasonality, that can be used to explain the maximum observed for the
NH:

• a late spring stream flow maximum across the Timansky and Ural mountain ranges of
Russia, along the southern edge of the Siberia, and in parts of the mountainous south-
western North America;

• the effects of a mid- to late-summer monsoon in the Indian subcontinent, eastern Africa
and Sahelian western Africa; and,

• a slightly later (September) monsoon affecting tropical West Africa, Central America and
the subtropics of western North America.

The SH signal is dominated by South America, which we shall discuss below, when com-
paring and contrasting individual continental basins.

Weather can be described as a manifestation of solar energy, which varies through the sea-
sons due to the periodic oscillations of variables related to the earth’s orbit of the sun and
relative tilt of its axis. Precipitation and the rate of snow- and ice-melt are thus influenced by
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the effects of this process, dictating the observed seasonal variation of hydrokinetic energy. Be-
yond this, macroscopic weather events which would be most relevant in understanding seasonal
variation in these factors, are the occurrence of monsoons and the freezing and thawing of wa-
ter at high elevation and high latitude [561]. The NH has substantially more landmass located
at high latitude (Fig. 3.3) and is where many of the world’s largest mountain ranges are found,
although South America contains the Andes. Therefore, this would imply a greater effect from
freezing and thawing in the NH, providing a plausible reason for the especially low minimum
for the NH. Further, it offers a valid hypothesis for the disproportionately greater hydrokinetic
energy of the SH, overall, despite having markedly less total river length relative to the NH.

Verdin and Verdin [407] developed the Pfafstetter system to delineate and code hierar-
chically nested catchments (see Subsection 3.1.2). The GRADES data set is divided into 9
continental-level divisions, which are defined as Level 1 basins (Fig. 3.3). These 9 continental-
level divisions do not align to the conventional definition of the 7 continents, with the exception
of Africa and South America. This division allows investigation of the contribution to the global
hydrokinetic resource by these regions (Fig. 4.14(a)). South America is notable, with a mean
of 2.870 ± 0.007 PJ (797 ± 2 GWh) accounting for 48.6 % of the global mean (Table 4.5 sum-
marises all values associated with Fig. 4.14). Further, a minimum and maximum occurring on
28 December and 21 June, both approximately a month prior to the global values, confirms the
dominant signal of this continental-level basin.

The continental-level basins of Africa and Asia, with mean values of 1.103 ± 0.002 PJ
(306.4 ± 0.6 GWh) and 0.771 ± 0.004 PJ (214 ± 1 GWh), are the next greatest. Though the
continental-level basins of South America and Africa align with the contemporary definitions
of these continents, that is not the case for Asia. For a thorough quantification of the Asian con-
tinent, a consideration of portions of the continental-level basins of Siberia and Australia would
be needed and surely result in the energy attributed to this continent increasing. Therefore, the
results of this resource assessment would suggest that the continents of South America, Africa
and Asia are those that offer the most potential, in terms of HEC.

The Siberia and Arctic continental-level basins, though containing major rivers (e.g. Macken-
zie, Yukon, Kolyma, Lena, Khatanga, Yenisey and Ob), contribute modestly to the global total,
with mean values of 0.460±0.001 PJ (127.8±0.3 GWh) and 103.1±0.3 TJ (28.64±0.08 GWh),
respectively. The low values for these regions of higher latitudes would suggest that the con-
tributions from Greenland and Antarctica, which are not part of this study, would also be low.
Both regions are similarly affected by the colder temperatures found at high latitude, causing
much water to be held as ice and snow, and neither region contains any notably large rivers.
Further, high latitudes are associated with reduced precipitation [562, 563]. These factors re-
inforce the assertion that higher latitude, less hydrokinetic energy abundant, areas of the NH
result in the disproportionately high estimation for the hydrokinetic energy for the SH, with
respect to the latter having less total river length.
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Figure 4.13: Average year of daily energy for rivers, globally, in the Northern Hemisphere
(NH) and Southern Hemisphere (NH). The uncertainty of N = 1000 Monte Carlo simulations
is indicated by the shaded area in (a) with calendar days from 1 January and in (b) from the

beginning of spring (1 March for the NH and 1 September for the SH).

Figure 4.14: Average year of daily energy for rivers globally and by continental-level division.
The uncertainty of N = 1000 Monte Carlo simulations is indicated by the shaded area in (a)
with calendar days from 1 January and in (b) are from the beginning of spring (1 March for
the NH and 1 September for the SH). Continental-level divisions represented in the NH and

SH are appropriately divided.



Table 4.5: . Complimentary data, corresponding with Figs. 4.13 and 4.14, stating mean, minimum, and maximum values: globally, by
hemisphere, by continental-level basin, and hemisphere subdivisions of basins that straddle the equator. Calendar day and date of when

minimums and maximums occur are also given. The uncertainty stated with mean values is a calculation of the standard error of the mean,
applied to the time series. Other uncertainties result from the extremes of the Monte Carlo simulations.

Basin
Hydrokinetic energy (TJ) Day Date

Mean Min Max Range Min Max Min Max
Global 5,911 ± 9 4,800 ± 200 7,100 ± 400 2,300 ± 600 30 204 30 Jan 23 Jul
NH 2,645 ± 7 1,490 ± 60 3,690 ± 80 2,200 ± 140 80 260 21 Mar 17 Sep
SH 3,266 ± 7 2,500 ± 300 4,000 ± 300 1,500 ± 600 334 145 30 Nov 25 May
Africa 1,103 ± 2 910 ± 60 1,330 ± 100 420 ± 160 181 365 30 Jun 31 Dec
Europe 207.0 ± 0.4 150 ± 10 270 ± 10 120 ± 20 75 152 16 Mar 1 Jun
Siberia 460 ± 1 220 ± 20 620 ± 30 400 ± 50 103 265 13 Apr 22 Sep
Asia 771 ± 4 250 ± 10 1,450 ± 70 1,200 ± 80 80 261 21 Mar 18 Sep
Australia 96.3 ± 0.3 57 ± 4 135 ± 9 78 ± 13 230 98 18 Aug 8 Apr
S. America 2,873 ± 7 1,900 ± 100 3,800 ± 300 1,900 ± 400 362 172 28 Dec 21 Jun
N. America 302 ± 1 190 ± 20 510 ± 60 320 ± 80 331 154 27 Nov 3 Jun
Arctic 103.1 ± 0.3 44 ± 5 143 ± 10 99 ± 15 103 267 13 Apr 24 Sep
Africa (NH) 543 ± 1 360 ± 30 750 ± 40 390 ± 70 84 303 25 Mar 30 Oct
Africa (SH) 562 ± 2 390 ± 50 830 ± 100 440 ± 150 199 34 18 Jul 3 Feb
Australia (NH) 24.52 ± 0.09 15 ± 2 33 ± 3 18 ± 5 229 15 17 Aug 15 Jan
Australia (SH) 71.9 ± 0.3 42 ± 3 110 ± 7 68 ± 10 234 98 22 Aug 8 Apr
S. America (NH) 231.8 ± 0.9 97 ± 8 376 ± 32 279 ± 40 89 225 30 Mar 13 Aug
S. America (SH) 2,634 ± 7 1,700 ± 200 3,500 ± 300 1,800 ± 500 357 162 23 Dec 11 Jun
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The continental-level basins of Africa, Australia, and South America straddle the equator,
with each having 30 %, 92 %, and 83 % of their total river length located in the SH and the
remainder in the NH. Therefore, consideration of the the average annual years for these basins,
plotted with calendar days beginning from a hemisphere-specific start of spring (1 March and 1
September), required dividing the data into further subsets (Fig. 4.14(b)). The strongest signals
for the NH and SH, respectively, are the continental-level basins of Asia and the SH subset of
South America (Table 4.5). The continental-level basin of Asia has a minimum occurring on
the same day as for the overall NH subset and a maximum that occurs a day later. This basin
contains a number of major rivers which transport water from the Himalayas and is governed
by strong precipitation seasonality, with up to 80 % of the annual rainfall occurring during the
Indian summer monsoon season [564]. Though the Indian summer monsoon exhibits a wide
spectrum of variability, the season is generally from June to September [564, 565], describing
the meteorological definition of the NH summer. This monsoon and the East Asian monsoon
are the major components of the larger Asian monsoon system [565]. The East Asian summer
monsoon also contributes significant precipitation during the NH summer, with two peaks from
late June to mid-July and from mid-August to early September [566]. These high precipitation
events occur during a corresponding rise in the estimated hydrokinetic energy for this basin,
following the initiation of the rise from probable ice- and snow-melt at the beginning of the
spring, marked by the minimum on 21 March and maximum on 18 September (40 and 201
days after the beginning of spring).

The SH subset of the South America continental-level basin is seen to lead Asia (and the
NH as a whole, as discussed above) by approximately a season, with a rise beginning from
a minimum on 23 December and maximum on 11 June (113 and 283 days after the begin-
ning of spring). Zhou and Lau [567] first confirmed that a monsoon climate exists over South
America and describe the South American summer monsoon as a complex and multi-phase pro-
cess, involving much regional variation. This can be summarised, more generally, as involving
increased precipitation on the continent from late spring to late summer. This period corre-
lates with the maximum gradient of increased hydrokinetic energy, before a gradual reduction,
reaching a maximum at the end of the autumn. Since the effects of monsoons occur in approx-
imately the same seasons, for the Asia basin and SH subset of the South America basin, the
lag of a season between the former and the latter must be due to another factor. Transmission
time, which describes how long it takes for rainfall to flow through a catchment, is inevitably
important here and provides some explanation for the observed lag of maximum hydrokinetic
energy behind expected maximum rainfall. Yet, this would be the case for both the Asia and
the SH subset of the South America continental-level basins and does therefore not explain the
difference in the length of the lag between them. Given the heavy influence of the Himalayas
on the rivers of the Asia basin, and the fact that it is the most significant and highest mountain
range on Earth, it might be the case that the freezing and thawing process, which affects the
volume of water available to contribute to the overall discharge, is relevant. Indeed, Bookha-
gen and Burbank [564] provide a detailed description of the spatiotemporal variability of the
Indian summer monsoon in the Himalayas and highlight the importance of ice- and snow-melt
in the hydrological budget of Himalayan rivers. The authors state that this is particularly sig-
nificant in the pre- and early monsoon months from March to June, accounting for >40 % of
river discharge.
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4.5 Global distribution of riverine hydrokinetic resource
The spatial distribution of the riverine hydrokinetic resource is determined by river reach (Fig.
4.15), using an equation derived from a consideration of the rate of transfer of kinetic energy
(Eq. (4.49)). It is increasingly common for hydrological studies to use a reach-scale frame of
reference [358–360]. A reach is a length of a river, between points of confluence, bifurcation,
or channel initiation. It usually suggests a level, uninterrupted stretch. This definition allows
hydrological characteristics to be considered at an intermediate scale, between catchment- and
field-scale. The growth of ‘big data’ in geosciences allows higher fidelity data than can be
achieved at the catchment-scale. Yet, a better understanding can be achieved at the reach-
scale than for field-scale, as the numerous assumptions and approaches used in hydrological
modelling still work reasonably well at this scale.

Figure 4.15: Global (excluding Greenland and Antarctica) spatial distribution of theoretical
riverine hydrokinetic mean annual power P. Lines representing rivers have a width that is

proportional to stream order. The colourbar maximum is determined by the 99th percentile.

Leopold and Maddock [297] established a method for estimating hydraulic parameters as
a function of Q (Eqs. (4.23), (4.24) and (4.25)). Estimated global mean values for the power
law parameters k and m in Eq. (4.25) were used to calculate mean hydrokinetic power. Al-
though consideration of a single reach is best represented, statistically, by these mean values,
when considered collectively this results in a marked underestimation. In publishing globally
applicable numerical constants for the coefficients and exponents of power law relationships to
estimate the hydraulic parameters w and d, Moody and Troutman [448] provided an indication
of the 95 % confidence intervals associated with the coefficients of these relationships. These
confidence intervals are asymmetric about the mean values (Fig. 4.7), being notably larger in
the positive direction. These published values have been used to derive corresponding values
for k, m and their associated uncertainty (Eq. (4.34)). Therefore, this asymmetry also exists
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for the 95 % confidence interval for the coefficient k. Given that confidence intervals would
reflect the statistical distribution of these parameters, this asymmetry implies empirical values
of annual mean power that, though they can be calculated using power law coefficients falling
within this confidence interval, are of a magnitude that greatly exceeds that predicted by an es-
timation using an application of the mean values. Conversely, empirical values of annual mean
power, that can also be calculated using power law coefficients that fall within the confidence
interval, but of a magnitude that is below that estimated using an application of mean values,
would tend to have a lesser magnitude of variance, overall.

4.6 Comparison with existing studies
The results presented in Chapter 3 and published by Ridgill et al. [137], using the same GRADES
data applied here, provides a global perspective for comparison (Fig. 4.16(b)). Both this earlier
methodology and what is presented here use a similar approach, with the earlier study applying
the conventional equation P = γQH (Eq. (4.1)), providing a measurement of the theoretical
rate of conversion of gravitational potential energy to kinetic energy. In contrast, the equa-
tion P = 1

3ρk
2Q(2m+1) (Eq. (4.49)) as applied in this chapter, provides a measurement of the

theoretical rate of transfer of kinetic energy through river systems.

Figure 4.16: Global (excluding Greenland and Antarctica) spatial distribution of theoretical
riverine hydrokinetic annual mean power P, using an equation derived from a perspective of
(a) the transfer of kinetic energy and (b) the conversion from gravitational potential energy.

The colourbar maximum is set ‘by eye’, to best compare and contrast the plots.
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Comparison of these two sets of results reveals distinct differences. A qualitative descrip-
tion of regions that are prominent, from the perspective of Chapter 3, would include: the Hi-
malayas, Tibetan Plateau and surrounding areas; the large, mountainous islands of Borneo,
Indonesia and New Guinea; New Zealand; the Andes; the Pacific Northwest; Scandinavia; the
Congo Basin and Equatorial Africa; Madagascar; and, many of the major rivers of the world
(Fig. 4.16(b)). Or, more succinctly: regions with large changes in elevation and many major
rivers. This contrasts with the revised methodology applied in this chapter, which highlights
that the resource resides predominately in the major rivers of the world, with the resource in-
creasing in the downstream direction (Fig. 4.16(a)). In addition to the qualitative differences
described, overall estimates of the annual mean power also tends to be notably lower in the
hydrokinetic approach applied in this chapter.

A relative assessment of this difference (Fig. 4.17) is considered by subtracting the nor-
malised hydrostatic annual mean power from the normalised hydrokinetic annual mean power.
The calculation of this normalised difference in power Pdiff , for each reach, can be summarised
as

Pdiff =
PGPE

PGPE,99

−
PKE

PKE,99

(4.66)

where PGPE is the mean annual power of a reach from a gravitational potential energy de-
rived (hydrostatic) perspective (Eq. (4.1)), PKE is the mean annual power of a reach from a
kinetic energy derived (hydrokinetic) perspective (Eq. (4.49)), and the associated global 99th
percentile values are PGPE,99 and PKE,99, respectively. The hydrostatic resource assessment is
seen to favour areas with large elevation change, whereas the hydrokinetic resource assess-
ment favours major rivers, thus confirming the interpretation of Fig. 4.16 stated above. In the
former, the conventional equation for determining theoretical hydraulic power (P = γQH) is
used, which is derived from considering the rate of conversion of gravitational potential energy
to kinetic energy that occurs as water travels along the length of a river reach (see Section 4.1).
In the latter, an equation is proposed (P = 1

3ρk
2Q(2m+1)) that considers the rate of transfer of

energy that propagates through any cross-section within a given river reach and is derived by a
process that involves (or implies) estimating w, d and v for this reach, as a function of Q (see
Subsection 4.3.1). Power, conceptually, is defined as either the rate of energy conversion, or the
rate of energy transfer. The two perspectives (hydrostatic and hydrokinetic) align with these
two definitions, respectively. In stating this, we more precisely understand what is being mea-
sured by these two approaches and make clear what might be expected to result from assessing
the global hydrokinetic resource through these two lenses. Thus, these two methods provide
different results and disagree on a qualitative and quantitative description of the regions of the
world that have the most potential for HEC.

The two approaches differ in their frame of reference and therefore offer slightly different
ways of viewing the resource. The hydrostatic perspective uses a Lagrangian frame of ref-
erence, giving an estimate of the kinetic energy of the water flowing through only the final
cross-section of a river reach. In contrast, the hydrokinetic perspective is Eulerian and con-
siders the rate of transfer of energy that is transferred through a given cross-section. Since
hydraulic geometry parameters are considered constant along reaches, in this study, the hy-
drokinetic energy approach is applicable to any cross-section within a reach, including the final
cross-section. This point, concerning the final cross-sections, is the reason why the two meth-
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ods can be compared and contrasted. In describing a Lagrangian frame of reference, we are
considering a discrete body of water moving through space and time. This can be extended
to a global view, where the river network comprises many individual discrete bodies of water
and is defined by the sum of these individual reaches. In this way, a global resource assess-
ment is achieved by considering a ‘snapshot’, where the flow of each of these discrete bodies
is considered flowing through each of these reaches. Though the period in which this occurs
for each reach will differ, this is not important, since the sum of these discrete bodies of water
equals the sum of all water in the global network. In the derivation of the equation used for
the hydrokinetic approach, a body of water was described travelling a given length in a given
time (see Subsection 4.3.1). This leads to a complication when considering all global reaches
concurrently, since the time will vary for each reach, if considering a discretised body of water
travelling through these reaches. To put this another way, if two reaches with the same value
for discharge but different length are considered, they will have the same calculation of power,
but will transfer a different quantity of energy when considered over the same time period.
Alternatively, a different period of time will elapse if considering the transfer of these discrete
quantities of water. This inconsistency is another reason that a value for the global theoretical
riverine resource as an expression of annual energy yield, using the usual units of TWh yr−1 or
similar, is not offered in this chapter. The means for achieving an estimate of the mean total en-
ergy of all rivers as 5.911±0.009 PJ (1.642±0.003 TWh) (as presented in Section 4.4) involved
discretising the water contained within each reach and is therefore now Lagrangian in nature,
in contrast to the Eulerian method of measuring power transferred through the reach. Though
operating within different frames of reference, both still offer a hydrokinetic perspective.

Figure 4.17: The difference between resource assessment from a hydrokinetic and hydrostatic
approach, where 0 % implies no difference between the normalised values from each, 100 % a

maximum difference biased towards the hydrostatic calculation and −100 % a maximum
difference towards the hydrokinetic calculation. Line width is proportional to stream order.

Studies providing accurate measurements of the theoretical hydrokinetic resource in rivers
are few. Punys et al. [128] used the one-dimensional hydraulic model HEC RAS 4.1 to de-
termine the theoretical hydrokinetic power passing through cross-sections at three locations in
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Lithuania. Determination of the coordinates of these locations (P. Punys and E. Kasiulis [128];
Pers. Comm.) allowed identification of the corresponding river reaches, such that a comparison
could be made between the two methods considered here (Table 4.6).

The values for annual mean power calculated using the hydrostatic approach (PGPE) for the
locations Jonava, Vilnius, and Buivydziai differ from the hydraulic model calculations (Pmod)
by 840 %, 27,413 % and 27,450 %, respectively. The hydrokinetic approach (PKE), using mean
values m = 0.5 and k = 0.20, yielded values that differed by 23 %, 60 %, and 117 %, respec-
tively. Percentage bias (PBIAS) measures the average tendency of simulated values to be larger
or smaller than observed values, using

PBIAS =
∑N

i=1(S i − Oi)∑N
i=1 Oi

× 100% (4.67)

with an optimal value of PBIAS = 0 % and low-magnitude values indicating accurate model
simulation. Positive and negative values signify over- and under-estimation bias, respectively.
If we treat the calculations from these two studies as simulated values and the data from Punys
et al. [128] as observed values, the PBIAS for the hydrostatic and hydrokinetic approach are
+11,000 ± 5,435 % and +40+7,994

−139 %, respectively. The uncertainty in the former case is a mea-
sure of the mean absolute error (MAE). In the latter case, addressing the most prominent source
of uncertainty, this is determined by using the upper and lower limits for the 95 % confidence
interval and uncertainty of the power law parameters m and k, respectively, giving an uncer-
tainty that is asymmetric with respect to the mean values (Eq. (4.34)). While this is a small
sample size to provide a complete validation and there are large uncertainties associated with
the parameters m and k used to calculate the mean power from the hydrokinetic perspective
(PKE), this comparison would suggest that the hydrokinetic method for estimating hydrokinetic
resource provides a result that agrees more closely to the results from the hydraulic model
applied by Punys et al. [128]. To reiterate, the sample size is small, but one can clearly ob-
serve that considerable differences are seen between these two approaches, sufficient perhaps
to conclude that this is a meaningful difference.

Table 4.6: Comparison of annual mean power (Pmod), as calculated by Punys et al. [128], with
that calculated using a hydrostatic method (PGPE = γQH) and a hydrokinetic method

(PKE =
1
3ρk

2Q(2m+1)).

Location Pmod PGPE PKE

(kW) (kW) (kW)
Jonava 124 1,165 153
Vilnius 52 14,307 83
Buivydziai 24 6,612 52

4.7 Idealised model
An idealised model can be used to further investigate the difference between the hydrostatic
(P = γQH) and hydrokinetic (P = 1

3ρk
2Q(2m+1)) perspectives. Here, a river network is con-

structed (Fig. 4.18) such that, from the mouth of the river, a reach of stream order 9 splits into
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two reaches of stream order 8 and so on upstream, such that in each case there is a doubling of
the number of reaches, from stream order 9 to 1. Global mean values, within the GRADES data
set, are assigned in this model (Table 4.7). Starting from any reach of stream order 1 within this
idealised river network and following a route to the mouth, the route is the same (Fig. 4.19).

In accordance with the methodology of Chapter 3, the total energy conversion from gravi-
tational potential energy to kinetic energy of the river network can be calculated by summing
the energy conversion for all reaches (Fig. 4.18 (b)). In this case, an estimate of 17.3 TWh yr−1

is given. For the reasons discussed in Section 4.6, the hydrokinetic method of Chapter 4 is
inappropriate for determining this same measure and instead can be used to estimate the to-
tal kinetic energy of the river network by summing the results of applying Eq. (4.50) to each
reach. Here, values of k = 0.5 and m = 0.02 were applied, representing globally applicable
mean values (see Subsection 4.2.3). In this case, an estimate of 61.9 MWh is given. Providing a
useful, if unrealistic, representation of a globally ‘average’ river network, this idealised model
also reiterates the points made in the previous section.

Table 4.7: Global mean values from the GRADES data set, for H, L and Q, grouped by stream
order, are used to construct an idealised model. For reaches of each stream order, these values

are used to calculate the rate of energy conversion from gravitational potential energy to
kinetic energy by the hydrostatic method (P = γQH) and the rate of kinetic energy transfer by

the hydrokinetic method (P = 1
3ρk

2Q(2m+1)).

Stream H L Q PGPE PKE

order (m) (km) (m3 s−1) (GWh yr−1) (GWh yr−1)
1 64.5 9.0 0.7 3.7 4.7 × 10−4

2 38.2 9.8 2.9 9.4 2.2 × 10−3

3 19.6 9.4 13.3 22.4 1.1 × 10−2

4 10.3 8.9 57.7 51.0 5.0 × 10−2

5 5.5 8.4 257.5 122.3 0.2
6 3.0 8.0 943.1 245.6 0.9
7 1.6 8.0 3,632.6 491.7 3.7
8 0.6 7.9 10,568.0 550.7 11.2
9 0.8 9.0 76,296.2 5,141.7 87.4

4.8 Concluding remarks

Since hydrokinetic power is proportional to flow velocity cubed (Eq. (4.39)), it follows that
flow velocity is of fundamental importance to a meaningful resource assessment. Leopold and
Maddock [297] have demonstrated that flow velocity is proportional to discharge (Eq. (4.25)).
Major rivers have high values for discharge and this would tend to increase in a downstream
direction, reinforcing the finding that downstream regions contain the greatest potential for
HEC. An increase in flow velocity in a downstream direction also accords with the Bradshaw
model of upper to lower river course trends [439, 440].
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Figure 4.18: An idealised river network, showing in (a) the doubling of number of reaches for
each stream order 9 to 1; in (b), the rate of energy conversion from gravitational potential

energy to kinetic energy (P = γQH) through each reach; and, in (c), the rate of kinetic energy
transfer (P = 1

3ρk
2Q(2m+1)) for any cross-section within each reach. To enable visualising the

river network, reach lengths have been modified from that used in any calculations and line
widths are proportional to stream order.
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A dynamic equilibrium between tectonic uplift, tectonic deformation, and geomorphic pro-
cesses of erosion, modulated by geology, substrate erodability, and climate, drives the evolution
of a river network. The resulting geometry is that which serves the role of draining a terres-
trial landscape of water and sediment most efficiently. Constructal theory describes a law of
design and evolution in nature and states that finite-size flow systems must evolve to provide
increasing access to the currents that flow through them [568]. Examples are seen in the evolu-
tion of lungs, animal locomotion, vegetation, turbulent flow structure, self-lubrication, natural
multi-scale porous media and also river basins [569]. This law has been suggested not only
for temporal evolution, but also in a downstream direction [570] and implies an increase in
efficiency and therefore increase in energy. Such a perspective would align with a view that the
lower-courses of major rivers would potentially offer river flow with the greatest kinetic energy,
corresponding to the hydrokinetic focused methodology and associated results presented here.

Figure 4.19: Route through the idealised river
network, starting from any reach of stream

order 1.

The argument put forward here, therefore,
is that a methodology that focuses on flow
velocity and the rate of transfer of kinetic
energy, in considering the global theoretical
riverine hydrokinetic resource, rather than an
unrealistic measurement of the rate of con-
version of gravitational potential energy to ki-
netic energy, better supports the development
of HEC technology, in an immature indus-
try where such information has been identi-
fied as one of the main barriers to progress
[122, 123]. A hydrostatic perspective of this
resource is still relevant and permits an es-
timation of the overall annual mean energy
yield which can be compared with other re-
newable energy technologies. Yet, it must be

realised that this hydrostatic approach is theoretical and discounts energy loss due to boundary-
induced friction. This issue is compounded by the fact that friction from the bed and banks of
a channel is not constant throughout a river network, from upper to lower courses, resulting in
a bias when used as a means for determining global distribution (see Section 4.1).

Large uncertainties are associated with the power law parameters used in the hydrokinetic
approach proposed. This could be summarised as giving a method that is less precise, relative
to the conventional hydrostatic perspective, but arguably more accurate. Future studies could
look to improve this precision. Development of techniques for estimating continental- and
global-scale river widths have shown steady improvement [205, 221, 238]. Since Q = wdv
(Eq. (2.30)), a corresponding improvement of techniques to determine d, in combination with
data sets for Q, such as used in this study, would lead to a better estimate of v, which is probably
the most challenging of these variables to determine remotely.

Given the focus upon v in the methodology and results presented, it is necessary to acknowl-
edge and highlight the limitations of this approach, due to this fact, in addition to the benefits
laid out thus far. Attempting a global-scale resource assessment necessitates an acceptance of
decreased resolution. With decreasing resolution comes ever-decreasing representation of the
variability of flow velocity. At the reach-scale, the natural variability of channel form results



A hydrokinetic perspective 127

in corresponding effects for v and an accompanying impact upon hydrokinetic energy. This
reach-scale variability is not captured in this study. In their review of riverine hydrokinetic
resource assessments, Kirby et al. [177] found that the methodology applied to site-specific
assessments were not entirely consistent. Further, they state that these issues are amplified
for regional-scale, or larger-scale, resource assessments. Though the standards published by
the International Electrotechnical Commission [173] propose a standardised approach to site-
specific resource assessment (see Subsection 2.2.3), they provide no advice on how this site is
first identified. This study looks to offer something in the way of a first-order approximation
that can bridge this gap. Overall, a general perspective is offered, to describe where hydroki-
netic energy is to be found and make explicit the difference between conventional hydropower
and HEC, and the need for different approaches to resource assessment for each.
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Chapter 5

Prominent rivers and the basin-scale

5.1 Describing rivers at the basin-scale
In Chapter 4, when considering the global hydrokinetic resource, the great significance of major
rivers was proposed. Therefore, we will now consider individual prominent rivers and the
basin-scale with which we can describe them.

Building upon the definition given earlier in Subsection 2.3.1, Mark and Smith [571] define
geomorphology as a science of topography and list 26 broad land form types with which to
categorise the surface of the planet. Those relevant for fluvial geomorphology are: floodplain,
basin and catchment.

Bankfull discharge Qb occurs when river flow fills the entire channel (the different con-
ventions for defining river discharge are described in Subsection 2.3.2). A further increase in
discharge Q will result in flooding. An occurrence of Qb typically has a return period of be-
tween 1 and 2 years [572], but can be subject to great regional variation [573]. A floodplain is
the land that borders a stream, which is inundated when Q > Qb.

A drainage basin is an area that is drained by a river and its tributaries, acting as the source
for water and sediment that moves from higher elevation through the river system to lower
elevations, as they reshape channel forms. Generally, river systems trace a network that moves
water eventually to the ocean, but endorheic basins are a class of basin that do not drain to the
ocean. Drainage basins are the principal hydrologic unit considered in fluvial geomorphology
and many socioeconomic activities depend on water resources in drainage basins.

The area of a drainage basin AB is the variable most directly correlated to peak discharge
Qp [574]. This has prompted several studies to estimate the bankfull discharge Qb (considered
more useful) from AB [412, 499, 572, 575–580], using

Qb = qAr
B (5.1)

where q and r are empirically determined constants which are specific to a basin. Power law re-
lationships like this are common in fluvial geomorpholgy and hydraulic geometry (as discussed
in Section 4.2). Another example of such a power law relationship is seen when considering the
relationship between AB and channel slope s, often referred to as Flint’s law [466, 581–585].
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This relationship is given by

s = ksA−θB (5.2)

where ks is referred to as channel steepness and θ is the channel concavity. Yet another example
of a power law relationship is used to describe the relationship between the total channel length
within the basin area LB and AB, as

LB = sLAtL
B (5.3)

where the parameters sL and tL provide constants that vary by region.

Table 5.1: Influence of river charateristics on drainage density Dd.

Characterisitic High drainage denity Low drainage density
(Dd > 2 km) (Dd < 2 km)

Precipitation rate High Low
Permeability of surface materials Low High
Resistance to erosion of surface materials High Low
Degree of protection by vegetation Low High
Channel frequency (tributaries) High Low
Bank steepness High Low

Figure 5.1: Hydrograph for the Tarroul station on
the River Wick (Nov 1995–Jan 2014). Data from the

National River Flow Archive [586].

Drainage density Dd, which pro-
vides a measure of how well a basin
area is drained by stream channels, is
described by

Dd =
LB

AB
(5.4)

Generally, the higher the drainage
density, the more quickly water drains
to a river, according to the influence
of certain characteristics (Table 5.1).
Drainage density varies by region. For
example, it is high in semi-arid re-
gions, because of temporally concen-
trated precipitation and lack of vegeta-
tion. The vegetation cover found in hu-
mid temperate areas causes drainage density to be low. Regional variations in the characteristics
can be linked to the predominate climate of that region, but are also sensitive to the perspective
of time chosen. For example, on a seasonal and inter-annual scale, flow variability in the UK
is relatively low, due to its maritime climate. On a daily and sub-daily scale, in contrast, flow
variability can be large and sensitive to precipitation, due to the predominance of catchment
areas which are relatively small and often steep [587–589].
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Figure 5.2: Hydrograph for a peak discharge
event at the Tarrould station on the River Wick

(18–20 November 1995). Data from the
National River Flow Archive [586].

A hydrograph shows a time series of Q at
a specific location (Fig. 5.1). High discharge
density means increased potential for a ris-
ing limb, followed by a recession limb, in a
hydrograph and is indicative of a greater risk
of flooding. A rising limb describes a pro-
longed increase in Q, typically in response to
a rainfall event. A recession limb describes
the withdrawal of water from the storage built
up in the basin during the earlier phases of the
hydrograph. A subset of this data illustrates a
peak discharge event (Fig. 5.2).

The third and final of the land form types
listed above is a catchment area, which is
very similar to a basin. The difference be-
ing that a catchment area defines an area from
which water drains into a particular lake,
river, etc., whereas a drainage basin means a topographic region in which all water drains
to a common outlet. Thus, as with a basin, a catchment area also describes a region which
collects precipitation and weathered material. This is transferred through a system of hillslopes
and a network of channels, contributing runoff to a stream system and concluding in a single
output at the mouth of the catchment 1. In terms of hydrology, it provides a clearly defined
physical unit and acts as an open system, with inputs, throughputs and outputs of energy and
matter. Attributes that influence how a catchment stores and transfers water, include: climate,
hydrology, land cover, soil geology, topography and river network. These attributes provide the
means for characterisation [590–593]. Investigation of how these attributes interact can help to
describe the events that occurs within catchments. For example, the combined affect of climate
and topography in vegetation productivity [594].

The flashiness of a catchment indicates the speed of response to a large influx of water to
the system. A flashy catchment will show a fast response and is characterised by a small area,
steep slopes and impermeable geology. The gamma distribution can be used for examining
hydrograph models and is defined as

f (t; k, θ) = tk−1 e−
t
θ

θkΓ(k)
[for t > 0 and k, θ > 0] (5.5)

where k is a shape parameter and θ is a scale parameter of the hydrograph curve. The gamma
function Γ(k) is evaluated at k. The flashiness of a catchment can be determined by considering
the standard deviation σ of the gamma distribution

σ =
√

kθ2 (5.6)

where a higher value of σ indicates more flashiness of the catchment being considered.
The geometry of a river system evolves due to a dynamic equilibrium between tectonic

uplift, tectonic deformation and geomorphic processes of erosion, modulated by geology, sub-

1Outputs through evapotranspiration and groundwater seepage also occur.
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strate erodability and climate. What results is the geometry which most efficiently serves the
role of draining a terrestrial landscape of water and sediment. Thus, the plan-form geometry of
river networks plays an important role in the evolution of continental landmasses, ecosystems
and human geography.

The basin-scale geometry of a river system (Fig. 5.3) is comprised of some, or all, of the
following elements:

• a drainage basin, which is the area that contributes water and sediment to the river system;

• a drainage divide;

• a mountain belt;

• an alluvial fan;

• broad alluvial valleys, with flood plains and alluvial channels; and,

• a delta.

The river network is described by channels and tributaries. Methods have been developed
for measuring the shape of a river, providing knowledge of its morphometry, as we shall con-
sider below.

Rivers are open channels resulting from streamflow, as water flows from higher to lower
elevation. Driven by gravity, rivers always flow downhill. In this downhill direction, rivers can
be described by division into three distinct stages: the upper, middle and lower river courses (the
differences between these stages was described in Section 4.1). They may be further classified
as either bedrock, or alluvial channels. Wohl [595] suggests that they can also be a combination
of both and are then known as semi-controlled channels.

The headwaters of a river system are found at the most upstream points of the system,
furthest from its meeting with the sea, or the confluence with another river. Headwaters, or
first-order catchments, are very influential on drainage basins, as a whole. They contribute
∼70 % of the mean annual water volume in second-order streams and ∼55 % in fourth- and
higher-order streams rivers [596]. Here we are categorising according to stream order, which
provides a means for describing a river system as a network, with nodes and links. Channel
links are defined to be channel reaches between two adjacent junctions, or nodes, in a river
network [597]. Interestingly, Moody and Troutman [448] point out that although the length
and change in elevation of channel links have been much investigated [581, 598–601], the
statistical characteristics of channel width and depth have been less so.
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Figure 5.3: River system geometry [357].

The method of applying stream order as a way of describing river networks grew initially
from the work of Horton [581] and then Strahler [602]. Eventually, Strahler [583] proposed
stream order as a method for quantitative analysis of fluvial geomorphology, denoting a hier-
archy to classify individual stream segments and drainage basins and a method for assigning
values. Consider the river network of the Amazon (Fig. 5.4). It can be seen that stream order
gives some indication of the distribution of reaches that are contained in larger river networks
and their relative positions within these river networks. The river is shown developing in a
downstream direction and illustrates that the lower-courses of large river system are assigned
a high value for stream order, with the final reaches having the maximum values. In contrast,
smaller river networks reach the sea at lower stream orders. Thus, stream order, considered at
global-scale, gives an overall description of both river network size and distance downstream.

Stream order numbers are assigned to each node, in bottom-up order, according to the
following criteria:

• if the node is a leaf (has no children), its number is 1;

• if the node has one child with number i, and all other children have numbers less than i,
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then the number of the node is i again; and,

• if the node has two or more children with number i, and no children with greater number,
then the number of the node is i + 1.

Figure 5.4: Distribution of stream order ω in the
Amazon river network.

The upper river courses flow
down from high hills and moun-
tains. They are usually narrow,
steep and marked by sharp valleys
and abrupt changes of direction.
The steepness means that there is
much gravitational potential energy,
often resulting in high turbulence,
waterfalls and high levels of ero-
sion.

The transition from upper to
middle river sources is marked by
a widening of channels and reduced
steepness. River channel sinuos-
ity increases and lakes feature more
frequently. Sinuosity S is a mea-
surement made of an oscillating
curve. For a river channel, it is defined as

S =
channel length

shortest path length
(5.7)

For example, Fig. 5.5 illustrates a channel length between two points of 7.42 km and the
shortest path length between these two points being 1.05 km. In this case, the sinuosity would
be a dimensionless value of S = 7.07.

Figure 5.5: Calculation of sinuosity
for an oscillating curve [603].

Sinuosity was found to have a global median of
S = 1.11 and shown to decrease with increasing chan-
nel width [222]. Alternatively, Schulze et al. [495] es-
timated a global average for this factor to be S = 1.3.

Continuing the description of rivers downstream,
sediment carried from further upstream is now de-
posited at the edges of river channels, forming lev-
ees which cause the water level to be higher that the
surrounding landscape. During periods of high dis-
charge, water level can overflow river banks, deposit-
ing sediment beyond the river channel and creating
marshy floodplains.

The lower river courses can be similar to the mid-
dle river courses, but generally wider and less steep.

The journey of a river concludes at estuaries and deltas. The hydrodynamic processes of an es-
tuary are influenced by both tidal forcing and river flow. Estuary dynamics involve the interac-
tion of a river current and a tidal current. The biogeochemical, hydrological and hydrodynamic
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process involved in the transition from river to estuary are often limited in both observations
and in model predictions [296]. The river influence can be estimated as a ratio of the hydro-
graph volume to the estuarine volume [604]. Daily-averaged values for river discharge have
been shown to be inadequate for understanding the influence of river input upon estuarine hy-
drodynamics, for catchments which are particularly flashy, and it is unknown how sensitive
estuarine models are to the boundary forcing from river flows [296].

In developing the means for a more detailed description, and using the elements discussed
thus far, Horton [581] proposed laws to quantify a stream system in terms of stream order ω,
drainage density Dd (Eq. (5.4)), bifurcation ratio Rb and stream-length ratio Rl. Regarding
these last two terms, Rb is the ratio of a number of the stream segments of specified order and
a number of streams in the next higher order and Rl is the ratio of the total stream length of the
one order to the next lower order of stream segment.

The law of stream numbers states that there exists a geometric relationship between the
number of streams of a given order Nω and the corresponding value of ω

Nω = RΩ−ωb (5.8)

where Ω is the highest stream order of the basin.
The law of mean stream length states that there exists a geometric relationship between the

mean length of streams of a given order Lω and the corresponding value of ω

Lω = L1Rω−1
l (5.9)

where L1 is the mean length of the 1st order streams of the basin. These two equations (Eq.
(5.8) and (5.9)) are the two fundamental laws that connect the numbers and lengths of streams of
different orders in a basin. Two additional laws proposed by Horton relate to these properties.
The law of total stream lengths states that there is a relationship between the total length of
streams of a given order Lω and the corresponding value of ω∑

Lω = L1RΩ−ωb Rω−1
l (5.10)

The law of basin areas states that there is a relationship between the mean area of a basin
of a given order Aω and and the corresponding value of ω

Aω = A1Rω−1
a (5.11)

where A1 is the mean area of the 1st order basins and Ra is the basin area ratio.
A further of Horton’s laws relates to stream gradient. The law of stream gradients states that

there is a relationship between the mean gradients of a given order sω and the corresponding
value of ω

sω = s1RΩ−ωs (5.12)

where Rs is the stream gradient ratio, describing the ratio of the stream gradient of a stream
channel of one order to the stream gradient of the next higher order.

Thus, in this section we have defined the basin-scale representation of rivers and explored
the different ways in which a description of rivers at this scale can be determined.
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5.2 The importance of major rivers

In Chapter 4 and Ridgill et al. [138], it is proposed that hydrokinetic power predominately
resides in major rivers, increasing in a downstream direction. Since larger rivers will tend to
contain reaches with higher values for ω, and all rivers see an increase in ω in the downstream
direction, an increase in the mean power P, calculated for each reach, should correspond with
an increase in ω. Fig. 5.6 confirms that this is indeed the case.

Figure 5.6: Hydrokinetic annual mean power P
of all reaches, globally, plotted against stream

order.

Having been identified as containing the
highest estimated hydrokinetic resource (Fig.
4.14), it is instructive to isolate the South
America continental-level basin (Fig. 5.7).
Here, a number of major rivers can be iden-
tified, including the Amazon, Orinoco, Río
de la Plata, Tocantins, Magdalena, São Fran-
cisco, and their tributaries. This identification
is achieved as a result of the colours in this
choropleth plot, which in addition to tracing
out these rivers, also demonstrates their con-
siderable hydrokinetic power. Further, be-
cause the width of the line used for each reach
is proportional to ω, the thicker lines that are
discernible in these larger river networks il-
lustrates the distribution of ω and confirms

the increase in P in a downstream direction. Individual plots for each of the other continental-
level basins are shown in Appendix 6.1.

A consideration of the relative global distribution of P was made, according to correspond-
ing ω (Fig. 5.8). Also included was an identification of the value of ω at which global rivers
terminate, i.e. the stream order of the final reaches that meet the sea. It can be seen that the ma-
jority of these reaches are represented by low values for ω. This general trend is confirmed by
Tagestad et al. [605], who found that 66 % of tidally-influenced stream length in the contiguous
United States is contributed from reaches of ω < 4. The maximum number of final reaches
in the global river network that terminate at the sea corresponds to ω = 1, with the number of
reaches that terminate at the sea and ω = 2 being approximately half this number.

In terms of hydrokinetic power, this figure illustrates the mean value for P, calculated using
daily values for P provided by the hydrostatic method (using P = γQH) of Chapter 3 and
Ridgill et al. [137] and the hydrokinetic method (using P = 1

3ρk
2Q(2m+1)) of Chapter 4 and

Ridgill et al. [138], for each value of ω. In each case, to normalise the data, the bar is made
relative to the maximum value calculated using each method. This maximum value is plotted as
100 % and other bars as a corresponding percentage of this maximum value. So, the maximum
value for P, corresponding to the mean value for all reaches of this stream order, occurs in
reaches of ω = 9. This is true for both the hydrostatic and hydrokinetic approach. The mean
value of P for reaches of ω = 8 is ∼10 % and ∼18 % of this maximum value for the hydrostatic
and hydrokinetic cases, respectively.
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Figure 5.7: Spatial distribution of hydrokinetic annual mean power P within the South
America continental-level basin. Prominent rivers of the region are labelled.

It is apparent that calculations of P are more skewed towards the higher values for ω. This
is more pronounced for the hydrokinetic method than the hydrostatic method. The majority
of rivers terminate at lower values for ω and it is sensible to presume that the smaller number
of rivers that terminate at higher values are larger-sized rivers. The number of smaller river
networks is greater than the number of larger river networks. Therefore, it may be assumed
that the river reaches with greatest potential for HEC are to be found at the lower ends of large
rivers.

A consideration of the relative global distribution of P was also made according to the
elevation of reaches above sea level (Fig. 5.9). Reaches were grouped according to elevation
and the mean value for P for each group was calculated, using daily values for P provided by
the hydrostatic method and the hydrokinetic method. These values were then expressed relative
to the maximum value calculated, as before.



138

Figure 5.8: Relative global (excluding Greenland and Antarctica) distribution of mean annual
power P, by stream order ω, with daily values of P provided by a hydrostatic approach

(P = γQH) and a hydrokinetic approach (P = 1
3ρk

2Q(2m+1)). Also, an indication of the number
of rivers that terminate (reach the sea) at which value of ω.

Figure 5.9: Relative global (excluding Greenland and Antarctica) distribution of mean annual
power P, by elevation, with daily values of P provided by a hydrostatic approach (P = γQH)

and a hydrokinetic approach (P = 1
3ρk

2Q(2m+1))
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In this case, it is apparent that the hydrostatic (P = γQH) and hydrokinetic (P = 1
3ρk

2Q(2m+1))
approaches give two distinctly different results. The hydrostatic perspective shows some change
according to elevation, with a bias towards higher elevations. In contrast, the hydrokinetic per-
spective shows a pronounced bias towards lower elevation, suggesting that the potential for
HEC is mainly located in the lower-courses of river networks.

5.3 Basin-scale resource assessment of prominent rivers

Figure 5.10: Mean hydrokinetic energy EMC in globally prominent rivers.

The most prominent rivers, from the results presented in Chapter 4 and published in Ridgill
et al. [138], were identified, such that individual basin-scale resource assessments could be
made. Fig. 5.10 illustrates the estimates of total energy for each and ranks them accordingly.

The total energy EMC represents the sum of energy in all reaches within the river basin. This
is calculated using the Monte Carlo method and statistical distribution of parameters across all
reaches, as proposed in Section 4.3. The distribution of P within the reaches of the top three
rivers (Amazon, Ganges and River Plate) is shown in Figs. 5.11, 5.12 and 5.13. Figures for
each of the remaining rivers can be found in Appendix 6.2.

The major rivers identified in these basin-scale resource assessments often also include
other notable rivers as tributaries. In some cases, the definition of a river and the basin within
which it is contained is complicated by alternative naming, according to the country it is running
through or language used. For example, the river which is described here as the Ganges, is also
known as the Padma and includes the significant rivers of the Brahmaputra, Ghaghara, Yamuna,
Koshi, Gandaki and Meghna. The Amazon includes many tributaries which are important in
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their own right. Table 5.2 describes the contributions from other rivers to those identified as
prominent, demonstrating the definition of each that is used.

In Section 4.4, the Arctic and Siberia continental-level basins are shown to provide a modest
contribution to the global hydrokinetic resource. Their being at high-latitude, and the climatic
conditions that this implies, is given as the most likely reason for this. Yet, despite this, a
number of rivers within these continental-level basins are shown to populate the prominent
rivers listed in Fig. 5.10. These rivers are: Lena, Yenisey, Mackenzie, Ob and Yukon.

The continental-level basin of Australia provides the lowest contribution to the global re-
source and has only one river basin listed. The river basin of Kapuas is also seen to represent
the lowest contribution of all those listed.

Figure 5.11: The distribution of mean hydrokinetic power P within the Amazon. The mean

hydrokinetic energy is estimated to be EMC = 659.01 ± 1.79 GWh, contained within a river
network with a combined total length of 1,134,483 km, that flows within the countries of

Brazil, Guyana, Venezuela, Colombia, Suriname, Ecuador, Peru and Bolivia.
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Figure 5.12: The distribution of mean hydrokinetic power P within the Ganges. The mean

hydrokinetic energy is estimated to be EMC = 297.04 ± 1.85 GWh, contained within a river
network with a combined total length of 2,544,613 km, that flows within the countries of

India, China, Nepal, Bhutan, Bangladesh and Burma.

Figure 5.13: The distribution of mean hydrokinetic power P within the River Plate. The mean

hydrokinetic energy is estimated to be EMC = 258.98 ± 0.94 GWh, contained within a river
network with a combined total length of 3,219,417 km, that flows within the countries of

Brazil, Bolivia, Paraguay, Argentina and Uruguay.



Table 5.2: Rivers associated with identified prominent rivers.

Prominent river Associated rivers
Amazon Madeira, Guainía, Negro, Caquetá, Japurá, Marañón, Tapajos, Ucayali, Xingu-Culuene, Putumayo,

Içá, Juruá, Purus, Napo, Jutai, Trombetas, Javari
Ganges Padma, Brahmaputra, Ghaghara, Yamuna, Koshi, Gandaki, Meghna
River Plate Paraná, Uruguay
Lena Aldan, Vitim
Congo Kasai, Ubangi, Ruki, Sangha, Aruwimi
Orinoco Guaviare, Meta, Caroní, Caura, Apure, Ventuari, Vichada
Yangtze Gan, Xiang, Jialing
Nile N/A
Mississippi Ohio, Missouri
Yenisey Angara, Nizhnyaya Tunguska
Mekong N/A
Mackenzie Liard
Volga Kama
Ob Irtysh
Salween N/A
Irrawaddy Chindwin
Saint Lawrence N/A
Tocantins Araguaia
Amur Songhua
Pearl Xi
Niger Benue
Indus N/A
Zambesi N/A
Yukon N/A
Danube N/A
Magdalena Cauca
Columbia N/A
Kapuas N/A
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5.4 Concluding remarks
An intention has been made in this thesis to make prominent the global and consequential
problem of energy poverty. An argument for the role hydrokinetic energy conversion (HEC)
can play in alleviating this problem has also been put forward. Any flowing water, in any of
the rivers and streams of the world, potentially offers an opportunity to convert hydrokinetic
energy into electricity, to produce and store hydrogen (see Subsection 1.1.4), or be used in any
other way deemed useful (e.g. mechanically pumping water for irrigation, milling, etc.). In an
effort to also highlight the opportunities for HEC at the other end of the spectrum, the results
presented here describe locations of particularly notable quantities and densities of hydrokinetic
energy.

Given the arguments made and conclusions drawn, in Chapter 4 and Ridgill et al. [138], the
basin-scale resource assessments presented here represent the locations in the world with the
greatest potential for HEC.
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Chapter 6

Conclusions

• Providing a means for generating useful energy from free-flowing water, hydrokinetic
energy conversion (HEC) is a renewable energy technology which offers benefits that
complement other renewable energy technologies; having characteristics that make it
appropriate to support isolated communities and those living in energy poverty.

• When compared with conventional hydropower, in a riverine context, HEC offers the
advantages of modularity and scalability; less environmental and social impact; and, ease
of construction due to being lower cost, quicker to construct and requiring less planning
consent.

• A methodology for determining the global riverine hydrokinetic resource, which mea-
sures the conversion of gravitational potential energy to kinetic energy, as rivers flow
downhill, provides an estimate of 58,400 ± 109 TWh yr−1 (6.660 ± 0.012 TW).

• From this hydrostatic perspective, areas with significant elevation change and major
rivers are identified as foremost. Qualitatively, regions that are prominent would include:
the Himalayas, Tibetan Plateau and surrounding areas; the large, mountainous islands of
Borneo, Indonesia and New Guinea; New Zealand; the Andes; the Pacific Northwest;
Scandinavia; the Congo Basin and Equatorial Africa; Madagascar; and, many of the ma-
jor rivers of the world. China, Russia and Brazil are found to be the countries with the
greatest potential. After normalisation by total river length, Bhutan, Nepal and Tajikistan
also show great potential.

• A methodology for determining the global riverine hydrokinetic resource, which di-
rectly measures the kinetic energy of free-flowing rivers, provides an estimate of 1.642±
0.003 TWh (5.911 ± 0.009 PJ). Given the large uncertainties in the hydraulic geometry
parameters used, application at large-scale and a Monte Carlo approach is more appro-
priate than for an individual river reach.

• From this hydrokinetic perspective, major rivers, and particularly the lower-courses of
major-rivers, are found to offer the most potential for hydrokinetic energy conversion.
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South Africa, Asia and Africa are the continents recognised as those with the most hy-
drokinetic energy. At the basin-scale, the Amazon, Ganges and River Plate are high-
lighted as areas with the highest concentration of hydrokinetic energy.

• Benefits and limitations can be identified for both the approaches presented, but the hy-
drokinetic perspective provided by a method that focuses directly on the transfer of ki-
netic energy, rather than the conversion of gravitational potential energy to kinetic energy,
potentially offers a more realistic and pragmatically useful approach.



Appendices

6.1 Appendix 1

Figure 6.1: Distribution of mean hydrokinetic power P within the Africa continental-level
basin.
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Figure 6.2: Distribution of mean hydrokinetic power P within the Europe continental-level
basin.

Figure 6.3: Distribution of mean hydrokinetic power P within the Siberia continental-level
basin.
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Figure 6.4: Distribution of mean hydrokinetic power P within the Asia continental-level basin.

Figure 6.5: Distribution of mean hydrokinetic power P within the Australia continental-level
basin.
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Figure 6.6: Distribution of mean hydrokinetic power P within the North America
continental-level basin.

Figure 6.7: Distribution of mean hydrokinetic power P within the Arctic continental-level
basin.
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6.2 Appendix 2

Figure 6.8: The distribution of mean hydrokinetic power P within the Lena. The mean

hydrokinetic energy is estimated to be EMC = 218.45 ± 0.65 GWh, contained within a river
network with a combined total length of 2,280,563 km, that flows within the country of Russia.

Figure 6.9: The distribution of mean hydrokinetic power P within the Congo. The mean

hydrokinetic energy is estimated to be EMC = 197.80 ± 0.49 GWh, contained within a river
network with a combined total length of 660,785 km, that flows within the countries of Central

African Republic, Sudan, Cameroon, Democratic Republic of the Congo, Congo, Rwanda,
Burundi, United Republic of Tanzania, Angola and Zambia.
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Figure 6.10: The distribution of mean hydrokinetic power P within the Orinoco. The mean

hydrokinetic energy is estimated to be EMC = 141.97 ± 0.68 GWh, contained within a river
network with a combined total length of 596,478 km, that flows within the countries of

Venezuela, Colombia and Brazil.

Figure 6.11: The distribution of mean hydrokinetic power P within the Yangtze. The mean

hydrokinetic energy is estimated to be EMC = 119.79 ± 0.53 GWh, contained within a river
network with a combined total length of 698,503 km, that flows within the country of China.
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Figure 6.12: The distribution of mean hydrokinetic power P within the Nile. The mean

hydrokinetic energy is estimated to be EMC = 65.41 ± 0.06 GWh, contained within a river
network with a combined total length of 632,357 km, that flows within the countries of Egypt,

Sudan, Eritrea, Ethiopia, Kenya, Uganda, Democratic Republic of the Congo, United
Republic of Tanzania, Rwanda and Burundi.

Figure 6.13: The distribution of mean hydrokinetic power P within the Mississippi. The mean

hydrokinetic energy is estimated to be EMC = 42.05 ± 0.21 GWh, contained within a river
network with a combined total length of 596,032 km, that flows within the countries of the

United States and Canada.
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Figure 6.14: The distribution of mean hydrokinetic power P within the Yenisey. The mean

hydrokinetic energy is estimated to be EMC = 41.37 ± 0.16 GWh, contained within a river
network with a combined total length of 463,086 km, that flows within the countries of Russia

and Mongolia.

Figure 6.15: The distribution of mean hydrokinetic power P within the Mekong. The mean

hydrokinetic energy is estimated to be EMC = 36.85 ± 0.26 GWh, contained within a river
network with a combined total length of 148,912 km, that flows within the countries of China,

Lao People’s Democratic Republic, Burma, Vietnam, Thailand and Cambodia.
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Figure 6.16: The distribution of mean hydrokinetic power P within the Mackenzie. The mean

hydrokinetic energy is estimated to be EMC = 35.98 ± 0.11 GWh, contained within a river
network with a combined total length of 723,874 km, that flows within the country of Canada.

Figure 6.17: The distribution of mean hydrokinetic power P within the Volga. The mean

hydrokinetic energy is estimated to be EMC = 31.95 ± 0.09 GWh, contained within a river
network with a combined total length of 620,220 km, that flows within the countries of Russia,

Kazakhstan, Georgia, Azerbaijan, Turkmenistan, Armenia, Turkey, Iran and Afghanistan.
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Figure 6.18: The distribution of mean hydrokinetic power P within the Ob. The mean

hydrokinetic energy is estimated to be EMC = 27.90 ± 0.08 GWh, contained within a river
network with a combined total length of 535,664 km, that flows within the countries of Russia,

Kazakhstan, China and Mongolia.

Figure 6.19: The distribution of mean hydrokinetic power P within the Salween. The mean

hydrokinetic energy is estimated to be EMC = 22.88 ± 0.18 GWh, contained within a river
network with a combined total length of 187,856 km, that flows within the countries of China,

Burma and Thailand.
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Figure 6.20: The distribution of mean hydrokinetic power P within the Irrawaddy. The mean

hydrokinetic energy is estimated to be EMC = 16.15 ± 0.11 GWh, contained within a river
network with a combined total length of 74,389 km, that flows within the countries of China,

Burma and India.

Figure 6.21: The distribution of mean hydrokinetic power P within the Saint Lawrence. The

mean hydrokinetic energy is estimated to be EMC = 15.99 ± 0.07 GWh, contained within a
river network with a combined total length of 190,063 km, that flows within the countries of

Canada and the United States.
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Figure 6.22: The distribution of mean hydrokinetic power P within the Tocantins. The mean

hydrokinetic energy is estimated to be EMC = 15.99 ± 0.11 GWh, contained within a river
network with a combined total length of 162,517 km, that flows within the country of Brazil.

Figure 6.23: The distribution of mean hydrokinetic power P within the Amur. The mean

hydrokinetic energy is estimated to be EMC = 15.39 ± 0.06 GWh, contained within a river
network with a combined total length of 360,666 km, that flows within the countries of Russia,

China and Mongolia.
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Figure 6.24: The distribution of mean hydrokinetic power P within the Pearl. The mean

hydrokinetic energy is estimated to be EMC = 12.31 ± 0.10 GWh, contained within a river
network with a combined total length of 714,990 km, that flows within the countries of China

and Vietnam.

Figure 6.25: The distribution of mean hydrokinetic power P within the Niger. The mean

hydrokinetic energy is estimated to be EMC = 11.15 ± 0.06 GWh, contained within a river
network with a combined total length of 386,372 km, that flows within the countries of
Algeria, Niger, Mali, Mauritania, Burkina Faso, Nigeria, Benin, Guinea, Cote d’Ivoire,

Cameroon and Chad.
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Figure 6.26: The distribution of mean hydrokinetic power P within the Indus. The mean

hydrokinetic energy is estimated to be EMC = 9.97 ± 0.03 GWh, contained within a river
network with a combined total length of 161,816 km, that flows within the countries of

Pakistan, Afghanistan, India and China.

Figure 6.27: The distribution of mean hydrokinetic power P within the Zambezi. The mean

hydrokinetic energy is estimated to be EMC = 9.69 ± 0.05 GWh, contained within a river
network with a combined total length of 263,003 km, that flows within the countries of United

Republic of Tanzania, Malawi, Zambia, Angola, Democratic Republic of the Congo,
Mozambique, Zimbabwe, Namibia and Botswana.
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Figure 6.28: The distribution of mean hydrokinetic power P within the Yukon. The mean

hydrokinetic energy is estimated to be EMC = 8.08 ± 0.03 GWh, contained within a river
network with a combined total length of 168,158 km, that flows within the countries of the

United States and Canada.

Figure 6.29: The distribution of mean hydrokinetic power P within the Danube. The mean

hydrokinetic energy is estimated to be EMC = 7.67 ± 0.03 GWh, contained within a river
network with a combined total length of 156,809 km, that flows within the countries of Czech

Republic, Germany, Slovakia, Poland, Austria, Ukraine, Hungary, Romania, Republic of
Moldova, Slovenia, Switzerland, Italy, Croatia, Serbia, Bosnia and Herzegovina, Bulgaria,

Montenegro and Albania.
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Figure 6.30: The distribution of mean hydrokinetic power P within the Magdalena. The mean

hydrokinetic energy is estimated to be EMC = 6.06 ± 0.02 GWh, contained within a river
network with a combined total length of 51,443 km, that flows within the country of Colombia.

Figure 6.31: The distribution of mean hydrokinetic power P within the Columbia. The mean

hydrokinetic energy is estimated to be EMC = 5.55 ± 0.03 GWh, contained within a river
network with a combined total length of 113,227 km, that flows within the countries of the

United States and Canada.
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Figure 6.32: The distribution of mean hydrokinetic power P within the Kapuas. The mean

hydrokinetic energy is estimated to be EMC = 3.36 ± 0.02 GWh, contained within a river
network with a combined total length of 16,673 km, that flows within the country of Indonesia.
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[350] İnci Güneralp, Anthony M Filippi, and Billy Hales. Influence of river channel mor-
phology and bank characteristics on water surface boundary delineation using high-
resolution passive remote sensing and template matching. Earth Surface Processes and
Landforms, 39(7):977–986, 2014. doi: 10.1002/esp.3560.

[351] Sara G Bangen, Joseph M Wheaton, Nicolaas Bouwes, Boyd Bouwes, and Chris Jordan.
A methodological intercomparison of topographic survey techniques for characterizing
wadeable streams and rivers. Geomorphology, 206. doi: 10.1016/j.geomorph.2013.10.
010.

[352] George L Heritage, David J Milan, Andrew RG Large, and Ian C Fuller. Influence of
survey strategy and interpolation model on DEM quality. Geomorphology, 112(3-4):
334–344. doi: 10.1016/j.geomorph.2009.06.024.

[353] David J Milan, George L Heritage, Andrew RG Large, and Ian C Fuller. Filtering spatial
error from DEMs: Implications for morphological change estimation. Geomorphology,
125(1):160–171. doi: 10.1016/j.geomorph.2010.09.012.

[354] W Andrew Marcus. Remote sensing of the hydraulic environment in gravel-bed rivers.
Gravel-bed rivers: Processes, tools, environments, pages 259–285, 2012. doi: 10.1002/
9781119952497.ch21.

[355] Giulia Sofia, Giancarlo Dalla Fontana, and Paolo Tarolli. High-resolution topography
and anthropogenic feature extraction: testing geomorphometric parameters in flood-
plains. Hydrological Processes, 28(4):2046–2061, 2014. doi: 10.1002/hyp.9727.



Bibliography 193

[356] Giulia Sofia, Massimo Prosdocimi, Giancarlo Dalla Fontana, and Paolo Tarolli. Modifi-
cation of artificial drainage networks during the past half-century: Evidence and effects
in a reclamation area in the veneto floodplain (italy). Anthropocene, 6:48–62, 2014. doi:
10.1016/j.ancene.2014.06.005.

[357] J. S Bridge. Rivers and floodplains : forms, processes, and sedimentary record. Black-
well Pub., Malden, MA, 2003. ISBN 0632064897.

[358] JN Callow and GS Boggs. Studying reach-scale spatial hydrology in ungauged catch-
ments. Journal of Hydrology, 496:31–46, 2013. doi: 10.1016/j.jhydrol.2013.05.030.

[359] Peirong Lin, Ming Pan, Hylke E Beck, Yuan Yang, Dai Yamazaki, Renato Frasson, Cé-
dric H David, Michael Durand, Tamlin M Pavelsky, George H Allen, et al. Global recon-
struction of naturalized river flows at 2.94 million reaches. Water Resources Research,
55(8):6499–6516, 2019. doi: 10.1029/2019WR025287.

[360] Colin F Byrne, Gregory B Pasternack, Hervé Guillon, Belize A Lane, and Samuel
Sandoval-Solis. Reach-scale bankfull channel types can exist independently of catch-
ment hydrology. Earth Surface Processes and Landforms, 45(9):2179–2200, 2020. doi:
10.1002/esp.4874.

[361] Ben R Hodges, Frank Liu, et al. Rivers and Electric Networks: Crossing Disciplines in
Modeling and Simulation. Now Publishers, 2014.

[362] David M Hannah, Siegfried Demuth, Henny AJ van Lanen, Ulrich Looser, Christel
Prudhomme, Gwyn Rees, Kerstin Stahl, and Lena M Tallaksen. Large-scale river flow
archives: importance, current status and future needs. Hydrological Processes, 25(7):
1191–1200, 2011. doi: 10.1002/hyp.7794.

[363] Tamlin M Pavelsky, Michael T Durand, Konstantinos M Andreadis, R Edward Beighley,
Rodrigo CD Paiva, George H Allen, and Zachary F Miller. Assessing the potential global
extent of SWOT river discharge observations. Journal of Hydrology, 519:1516–1525,
2014. doi: 10.1016/j.jhydrol.2014.08.044.

[364] Gemma Coxon, Jim Freer, Rosanna Lane, Toby Dunne, Wouter JM Knoben,
Nicholas JK Howden, Niall Quinn, Thorsten Wagener, and Ross Woods. Decipher v1:
Dynamic fluxes and connectivity for predictions of hydrology. Geoscientific Model De-
velopment, 12(6):2285–2306, 2019. doi: 10.5194/gmd-12-2285-2019.

[365] Vijay P Singh and Donald K Frevert. Mathematical models of large watershed hydrol-
ogy. Water Resources Publication, 2002.

[366] Gerald Augusto Corzo Perez. Hybrid models for hydrological forecasting: Integration
of data-driven and conceptual modelling techniques. IHE Delft Institute for Water Edu-
cation, 2009.

[367] AD PJ De Roo, Ben Gouweleeuw, Jutta Thielen, Jens Bartholmes, Paolina
Bongioannini-Cerlini, Ezio Todini, Paul D Bates, Matt Horritt, Neil Hunter, Keith
Beven, et al. Development of a European flood forecasting system. International Journal
of River Basin Management, 1(1):49–59, 2003. doi: 10.1080/15715124.2003.9635192.



194

[368] Florence Habets, Pierre Etchevers, Catherine Golaz, Etienne Leblois, Emmanuel
Ledoux, Eric Martin, Joël Noilhan, and Catherine Ottlé. Simulation of the water budget
and the river flows of the Rhone basin. Journal of Geophysical Research: Atmospheres,
104(D24):31145–31172, 1999. doi: 10.1029/1999JD901008.

[369] F Habets, J Noilhan, C Golaz, JP Goutorbe, P Lacarrere, E Leblois, E Ledoux, E Martin,
C Ottlé, and D Vidal-Madjar. The ISBA surface scheme in a macroscale hydrological
model applied to the Hapex-Mobilhy area: Part i: Model and database. Journal of
Hydrology, 217(1-2):75–96, 1999. doi: 10.1016/S0022-1694(99)00019-0.

[370] F Habets, J Noilhan, C Golaz, JP Goutorbe, P Lacarrere, E Leblois, E Ledoux, E Mar-
tin, C Ottlé, and D Vidal-Madjar. The ISBA surface scheme in a macroscale hy-
drological model applied to the Hapex-Mobilhy area: Part ii: Simulation of stream-
flows and annual water budget. Journal of Hydrology, 217(1-2):97–118, 1999. doi:
10.1016/S0022-1694(99)00020-7.

[371] Florence Habets, Aaron Boone, Jean-Louis Champeaux, Pierre Etchevers, Laurent
Franchisteguy, Etienne Leblois, Emmanuel Ledoux, P Le Moigne, Eric Martin, So-
phie Morel, et al. The SAFRAN-ISBA-MODCOU hydrometeorological model applied
over France. Journal of Geophysical Research: Atmospheres, 113(D6), 2008. doi:
10.1029/2007JD008548.

[372] Dag Lohmann, Ehrhard Raschke, Bart Nijssen, and DP Lettenmaier. Regional scale hy-
drology: I. Formulation of the VIC-2L model coupled to a routing model. Hydrological
sciences journal, 43(1):131–141, 1998. doi: 10.1080/02626669809492107.

[373] Dag Lohmann, Ehrhard Raschke, Bart Nijssen, and DP Lettenmaier. Regional scale
hydrology: II. Application of the VIC-2L model to the Weser River, Germany. Hydro-
logical sciences journal, 43(1):143–158, 1998. doi: 10.1080/02626669809492108.

[374] Dag Lohmann, Kenneth E Mitchell, Paul R Houser, Eric F Wood, John C Schaake,
Alan Robock, Brian A Cosgrove, Justin Sheffield, Qingyun Duan, Lifeng Luo, et al.
Streamflow and water balance intercomparisons of four land surface models in the North
American Land Data Assimilation System project. Journal of Geophysical Research:
Atmospheres, 109(D7), 2004. doi: 10.1029/2003JD003517.

[375] Edwin P Maurer, Greg M O’Donnell, Dennis P Lettenmaier, and John O Roads. Eval-
uation of the land surface water budget in NCEP/NCAR and NCEP/DOE reanalyses
using an off-line hydrologic model. Journal of Geophysical Research: Atmospheres,
106(D16):17841–17862, 2001. doi: 10.1029/2000JD900828.

[376] Taikan Oki, Yasushi Agata, Shinjiro Kanae, Takao Saruhashi, Dawen Yang, and Ka-
tumi Musiake. Global assessment of current water resources using total runoff inte-
grating pathways. Hydrological Sciences Journal, 46(6):983–995, 2001. doi: 10.1080/
02626660109492890.

[377] Francisco Olivera, James Famiglietti, and Kwabena Asante. Global-scale flow routing
using a source-to-sink algorithm. Water Resources Research, 36(8):2197–2207, 2000.
doi: 10.1029/2000WR900113.



Bibliography 195

[378] Bernhard Lehner, Kris Verdin, and Andy Jarvis. HydroSHEDS technical documentation,
version 1.0. World Wildlife Fund US, Washington, DC, 2006.

[379] Cédric H David, David R Maidment, Guo-Yue Niu, Zong-Liang Yang, Florence Ha-
bets, and Victor Eijkhout. River network routing on the NHDPlus dataset. Journal of
Hydrometeorology, 12(5):913–934, 2011. doi: 10.1175/2011JHM1345.1.

[380] Cédric H. David. Rapid v1.7.0.

[381] Hylke E Beck, Eric F Wood, Ming Pan, Colby K Fisher, Diego G Miralles, Albert IJM
Van Dijk, Tim R McVicar, and Robert F Adler. MSWEP V2 global 3-hourly 0.1° pre-
cipitation: methodology and quantitative assessment. Bulletin of the American Meteo-
rological Society, 100(3):473–500, 2019.

[382] Hui Zheng, Zong-Liang Yang, Peirong Lin, Jiangfeng Wei, Wen-Ying Wu, Lingcheng
Li, Long Zhao, and Shu Wang. On the sensitivity of the precipitation partitioning into
evapotranspiration and runoff in land surface parameterizations. Water Resources Re-
search, 55(1):95–111, 2019. doi: 10.1029/2017WR022236.

[383] Luis Samaniego, Rohini Kumar, and Sabine Attinger. Multiscale parameter regionaliza-
tion of a grid-based hydrologic model at the mesoscale. Water Resources Research, 46
(5), 2010. doi: 10.1029/2008WR007327.

[384] Marc FP Bierkens, Victoria A Bell, Peter Burek, Nathaniel Chaney, Laura E Condon,
Cédric H David, Ad de Roo, Petra Döll, Niels Drost, James S Famiglietti, et al. Hyper-
resolution global hydrological modelling: what is next? “Everywhere and locally rele-
vant”. Hydrological processes, 29(2):310–320, 2015. doi: 10.1002/hyp.10391.

[385] Fayez A Abdulla and Dennis P Lettenmaier. Development of regional parameter esti-
mation equations for a macroscale hydrologic model. Journal of hydrology, 197(1-4):
230–257, 1997. doi: 10.1016/S0022-1694(96)03262-3.

[386] Jan Seibert. Regionalisation of parameters for a conceptual rainfall-runoff model. Agri-
cultural and forest meteorology, 98:279–293, 1999. doi: 10.1016/S0168-1923(99)
00105-7.

[387] Yeshewatesfa Hundecha, Taha BMJ Ouarda, and András Bárdossy. Regional estima-
tion of parameters of a rainfall-runoff model at ungauged watersheds using the “spatial”
structures of the parameters within a canonical physiographic-climatic space. Water
Resources Research, 44(1), 2008. doi: 10.1029/2006WR005439.

[388] Markus Hrachowitz, HHG Savenije, G Blöschl, JJ McDonnell, M Sivapalan,
JW Pomeroy, Berit Arheimer, Theresa Blume, MP Clark, U Ehret, et al. A decade
of predictions in ungauged basins (PUB)—a review. Hydrological sciences journal, 58
(6):1198–1255, 2013. doi: 10.1080/02626667.2013.803183.

[389] Hilary K McMillan, Martyn P Clark, William B Bowden, Maurice Duncan, and Ross A
Woods. Hydrological field data from a modeller’s perspective: Part 1. Diagnostic tests
for model structure. Hydrological Processes, 25(4):511–522, 2011. doi: 10.1002/hyp.
7841.



196

[390] Martyn P Clark, Hilary K McMillan, Daniel BG Collins, Dmitri Kavetski, and Ross A
Woods. Hydrological field data from a modeller’s perspective: Part 2: process-based
evaluation of model hypotheses. Hydrological Processes, 25(4):523–543, 2011. doi:
10.1002/hyp.7902.

[391] Fabrizio Fenicia, Dmitri Kavetski, Hubert HG Savenije, Martyn P Clark, Gerrit Schoups,
Laurent Pfister, and Jim Freer. Catchment properties, function, and conceptual model
representation: is there a correspondence? Hydrological Processes, 28(4):2451–2467,
2014. doi: 10.1002/hyp.9726.

[392] Jeffrey J McDonnell and Keith Beven. Debates—The future of hydrological sciences:
A (common) path forward? A call to action aimed at understanding velocities, celer-
ities and residence time distributions of the headwater hydrograph. Water Resources
Research, 50(6):5342–5350, 2014. doi: 10.1002/2013WR015141.

[393] Upmanu Lall. Debates—The future of hydrological sciences: A (common) path for-
ward? One water. One world. Many climes. Many souls. Water resources research, 50
(6):5335–5341, 2014. doi: 10.1002/2014WR015402.

[394] Hoshin V Gupta and Grey S Nearing. Debates—The future of hydrological sciences: A
(common) path forward? Using models and data to learn: A systems theoretic perspec-
tive on the future of hydrological science. Water Resources Research, 50(6):5351–5359,
2014. doi: 10.1002/2013WR015096.

[395] Rocko A Brown and Gregory B Pasternack. Engineered channel controls limiting spawn-
ing habitat rehabilitation success on regulated gravel-bed rivers. Geomorphology, 97
(3-4):631–654, 2008. doi: 10.1016/j.geomorph.2007.09.012.

[396] Oldrich Navratil and M-B Albert. Non-linearity of reach hydraulic geometry relations.
Journal of Hydrology, 388(3-4):280–290, 2010. doi: 10.1016/j.jhydrol.2010.05.007.

[397] Xu Liang, Dennis P Lettenmaier, Eric F Wood, and Stephen J Burges. A simple hy-
drologically based model of land surface water and energy fluxes for general circulation
models. Journal of Geophysical Research: Atmospheres, 99(D7):14415–14428, 1994.
doi: 10.1029/94JD00483.

[398] Joseph J Hamman, Bart Nijssen, Theodore J Bohn, Diana R Gergel, and Yixin Mao. The
Variable Infiltration Capacity model version 5 (VIC-5): infrastructure improvements for
new applications and reproducibility. Geoscientific Model Development (Online), 11(8),
2018. doi: 10.5194/gmd-11-3481-2018.

[399] Keith Beven and Jim Freer. A dynamic TOPMODEL. Hydrological processes, 15(10):
1993–2011, 2001. doi: 10.1002/hyp.252.

[400] Jim E Freer, H McMillan, JJ McDonnell, and KJ Beven. Constraining dynamic TOP-
MODEL responses for imprecise water table information using fuzzy rule based per-
formance measures. Journal of Hydrology, 291(3-4):254–277, 2004. doi: 10.1016/j.
jhydrol.2003.12.037.



Bibliography 197

[401] Yanli Liu, Jim Freer, Keith Beven, and Patrick Matgen. Towards a limits of acceptability
approach to the calibration of hydrological models: Extending observation error. Journal
of Hydrology, 367(1-2):93–103, 2009. doi: 10.1016/j.jhydrol.2009.01.016.

[402] Peter Metcalfe, Keith Beven, Barry Hankin, and Rob Lamb. A modelling framework
for evaluation of the hydrological impacts of nature-based approaches to flood risk
management, with application to in-channel interventions across a 29-km2 scale catch-
ment in the United Kingdom. Hydrological Processes, 31(9):1734–1748, 2017. doi:
10.1002/hyp.11140.

[403] Trevor Page, Keith J Beven, Jim Freer, and Colin Neal. Modelling the chloride signal at
Plynlimon, Wales, using a modified dynamic TOPMODEL incorporating conservative
chemical mixing (with uncertainty). Hydrological Processes: An International Journal,
21(3):292–307, 2007. doi: 10.1002/hyp.6186.

[404] Phil M Younger, AM Gadian, C-G Wang, JE Freer, and Keith J Beven. The usability
of 250 m resolution data from the UK Meteorological Office Unified Model as input
data for a hydrological model. Meteorological Applications: A journal of forecasting,
practical applications, training techniques and modelling, 15(2):207–217, 2008. doi:
10.1002/met.46.

[405] AJ Newman, MP Clark, Kevin Sampson, Andrew Wood, LE Hay, A Bock, RJ Viger,
D Blodgett, L Brekke, JR Arnold, et al. Development of a large-sample watershed-
scale hydrometeorological data set for the contiguous USA: data set characteristics and
assessment of regional variability in hydrologic model performance. Hydrology and
Earth System Sciences, 19(1):209, 2015. doi: 10.5194/hess-19-209-2015.

[406] WWF. HydroSHEDS, 2018. URL https://www.worldwildlife.org/pages/
hydrosheds. [Online. Accessed: 2018-12-11].

[407] Kristine L Verdin and James P Verdin. A topological system for delineation and cod-
ification of the Earth’s river basins. Journal of Hydrology, 218(1–2):1–12, 1999. doi:
10.1016/S0022-1694(99)00011-6.

[408] GRDC. Global Runoff Data Centre, 2018. URL https://www.bafg.de/GRDC/EN/
Home/homepage_node.html. [Online. Accessed: 2018-12-02].

[409] JL Stein. An enhanced Pfafstetter catchment reference system. Water Resources Re-
search, 54(12):9951–9963, 2018. doi: 10.1029/2018WR023218.

[410] L Zhang, GQ Wang, BX Dai, and TJ Li. Classification and codification methods of
stream network in a river basin, a review. Environmental Informatics Archives, 5:364–
372, 2007.

[411] B Lehner. Hydrobasins: Global watershed boundaries and sub-basin delineations derived
from hydrosheds data at 15 second resolution—technical documentation version 1. c,
2014. URL http://hydrosheds.org/images/inpages/HydroBASINS_TechDoc_
v1c.pdf. [Online. Accessed: 2020-09-11].

https://www.worldwildlife.org/pages/hydrosheds
https://www.worldwildlife.org/pages/hydrosheds
https://www.bafg.de/GRDC/EN/Home/homepage_node.html
https://www.bafg.de/GRDC/EN/Home/homepage_node.html
http://hydrosheds.org/images/inpages/HydroBASINS_TechDoc_v1c.pdf
http://hydrosheds.org/images/inpages/HydroBASINS_TechDoc_v1c.pdf


198

[412] Konstantinos M. Andreadis, Guy J.-P. Schumann, and Tamlin Pavelsky. A simple global
river bankfull width and depth database. Water Resources Research, 49(10):7164–7168,
2013. doi: 10.1002/wrcr.20440.

[413] Huan Wu, John S Kimball, Hongyi Li, Maoyi Huang, L Ruby Leung, and Robert F
Adler. A new global river network database for macroscale hydrologic modeling. Water
Resources Research, 48(9), 2012. doi: 10.1029/2012WR012313.

[414] Hylke E Beck, Ad De Roo, and Albert IJM van Dijk. Global maps of streamflow char-
acteristics based on observations from several thousand catchments. Journal of Hydrom-
eteorology, 16(4):1478–1501, 2015.

[415] Yongqiang Zhang, Francis HS Chiew, Ming Li, and David Post. Predicting runoff sig-
natures using regression and hydrological modeling approaches. Water Resources Re-
search, 54(10):7859–7878, 2018.

[416] Gerald T McCarthy. The unit hydrograph and flood routing. In proceedings of Con-
ference of North Atlantic Division, US Army Corps of Engineers, 1938, pages 608–609,
1938.

[417] J A Cunge. On the subject of a flood propagation computation method. Journal of
Hydraulic Research, 7(2):205–230, 1969.

[418] Cédric H David, Zong-Liang Yang, and Seungbum Hong. Regional-scale river flow
modeling using off-the-shelf runoff products, thousands of mapped rivers and hundreds
of stream flow gauges. Environmental Modelling & Software, 42:116–132, 2013.

[419] Peirong Lin, Larry J Hopper Jr, Zong-Liang Yang, Mark Lenz, and Jon W Zeitler. In-
sights into hydrometeorological factors constraining flood prediction skill during the
May and October 2015 Texas Hill Country flood events. Journal of Hydrometeorology,
19(8):1339–1361, 2018.

[420] Peirong Lin, Mohammad Adnan Rajib, Zong-Liang Yang, Marcelo Somos-Valenzuela,
Venkatesh Merwade, David R Maidment, Yan Wang, and Li Chen. Spatiotemporal
evaluation of simulated evapotranspiration and streamflow over Texas using the WRF-
Hydro-RAPID modeling framework. JAWRA Journal of the American Water Resources
Association, 54(1):40–54, 2018.

[421] Ahmad A Tavakoly, Alan D Snow, Cédric H David, Michael L Follum, David R Maid-
ment, and Zong-Liang Yang. Continental-scale river flow modeling of the Mississippi
River basin using high-resolution NHDPlus dataset. JAWRA Journal of the American
Water Resources Association, 53(2):258–279, 2017. doi: 10.1111/1752-1688.12456.

[422] Dai Yamazaki, Gustavo AM de Almeida, and Paul D Bates. Improving computational
efficiency in global river models by implementing the local inertial flow equation and a
vector-based river network map. Water Resources Research, 49(11):7221–7235, 2013.

[423] Robin E Bell, Alison F Banwell, Luke D Trusel, and Jonathan Kingslake. Antarctic
surface hydrology and impacts on ice-sheet mass balance. Nature Climate Change, 8
(12):1044–1052, 2018. doi: 10.1038/s41558-018-0326-3.



Bibliography 199

[424] DL Fread. Flow routing. Handbook of hydrology, pages 101–1036, 1993.

[425] Antonis D Koussis. Theoretical estimation of flood routing parameters. Journal of the
Hydraulics Division, 104(1):109–115, 1978.

[426] M Kleitz. Note sur la théorie du mouvement non permanent des liquids et sur son
application à la propagation des crues des rivières. Ann. Ponts Chaussées, 14(5):133–
196, 1877.

[427] James A Seddon. River hydraulics. In Proceedings of the American Society of Civil
Engineers, volume 25, pages 619–669. ASCE, 1900.

[428] David Knighton. Fluvial Forms and Processes: A New Perspective. Routledge, 2014.

[429] Harald Kling, Martin Fuchs, and Maria Paulin. Runoff conditions in the upper Danube
basin under an ensemble of climate change scenarios. Journal of Hydrology, 424:264–
277, 2012. doi: 10.1016/j.jhydrol.2012.01.011.

[430] Hoshin V Gupta, Harald Kling, Koray K Yilmaz, and Guillermo F Martinez. Decompo-
sition of the mean squared error and NSE performance criteria: Implications for im-
proving hydrological modelling. Journal of hydrology, 377(1-2):80–91, 2009. doi:
10.1016/j.jhydrol.2009.08.003.

[431] Hylke E Beck, Albert IJM van Dijk, Ad de Roo, Emanuel Dutra, Gabriel Fink, Rene
Orth, and Jaap Schellekens. Global evaluation of runoff from ten state-of-the-art hydro-
logical models. Hydrology and Earth System Sciences, 21(6):2881–2903, 2017. doi:
10.5194/hess-21-2881-2017.

[432] Ed Houghton. Climate Change 1995: The Science of Climate Change: Contribution of
Working Group I to the Second Assessment Report of the Intergovernmental Panel on
Climate Change, volume 2. Cambridge University Press, 1996.

[433] Isaac M Held and Brian J Soden. Robust responses of the hydrological cycle to global
warming. Journal of Climate, 19(21):5686–5699, 2006. doi: 10.1175/JCLI3990.1.

[434] David WJ Thompson, John M Wallace, and Gabriele C Hegerl. Annular modes in the
extratropical circulation. part ii: Trends. Journal of climate, 13(5):1018–1036, 2000.
doi: 10.1175/1520-0442(2000)013<1018:AMITEC>2.0.CO;2.

[435] David W. J. Thompson and Susan Solomon. Interpretation of recent southern hemisphere
climate change. Science, 296(5569):895–899, 2002. doi: 10.1126/science.1069270.

[436] Benjamin S. Giese, S. Cristina Urizar, and Neven S. Fučkar. Southern hemisphere ori-
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