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Abstract

Grasping is the most natural and primary interaction paradigm people perform every

day, which allows us to pick up and manipulate objects around us such as drinking a

cup of coffee or writing with a pen. Grasping has been highly explored in real environ-

ments, to understand and structure the way people grasp and interact with objects by

presenting categories, models and theories for grasping approach. Due to the complex-

ity of the human hand, classifying grasping knowledge to provide meaningful insights

is a challenging task, which led to researchers developing grasp taxonomies to pro-

vide guidelines for emerging grasping work (such as in anthropology, robotics and hand

surgery) in a systematic way.

While this body of work exists for real grasping, the nuances of grasping transfer in

virtual environments is unexplored. The emerging development of robust hand tracking

sensors for virtual devices now allow the development of grasp models that enable VR

to simulate real grasping interactions. However, present work has not yet explored the

differences and nuances that are present in virtual grasping compared to real object

grasping, which means that virtual systems that create grasping models based on real

grasping knowledge, might make assumptions which are yet to be proven true or untrue

around the way users intuitively grasp and interact with virtual objects.

To address this, this thesis presents the first user elicitation studies to explore grasp-

ing patterns directly in VR. The first study presents main similarities and differences

between real and virtual object grasping, the second study furthers this by exploring

how virtual object shape influences grasping patterns, the third study focuses on visual

thermal cues and how this influences grasp metrics, and the fourth study focuses on un-

derstanding other object characteristics such as stability and complexity and how they

influence grasps in VR. To provide structured insights on grasping interactions in VR,
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the results are synthesized in the first VR Taxonomy of Grasp Types, developed fol-

lowing current methods for developing grasping and HCI taxonomies and re-iterated to

present an updated and more complete taxonomy.

Results show that users appear to mimic real grasping behaviour in VR, however they

also illustrate that users present issues around object size estimation and generally a

lower variability in grasp types is used. The taxonomy shows that only five grasps

account for the majority of grasp data in VR, which can be used for computer systems

aiming to achieve natural and intuitive interactions at lower computational cost. Further,

findings show that virtual object characteristics such as shape, stability and complexity

as well as visual cues for temperature influence grasp metrics such as aperture, category,

type, location and dimension. These changes in grasping patterns together with virtual

object categorisation methods can be used to inform design decisions when developing

intuitive interactions and virtual objects and environments and therefore taking a step

forward in achieving natural grasping interaction in VR.
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1 | Introduction

1.1 Motivation

Virtual Reality (VR) is in a period of strong growth, with the number of virtual

environments increasing day by day. One significant factor that is fuelling this

advancement is the unprecedented growth in consumer availability and use, with

companies such as Meta, Microsoft and Samsung enabling accessible VR experi-

ences for the masses. VR applications are now increasingly used in the entertain-

ment and gaming world which include VR social platforms (Facebook Spaces),

immersive cinemas (IMAX), museum tours (British Museum), live concerts, live

sports games (Meta’s Oculus venues) and 3D immersive games that replicate tra-

ditional game genres in VR.

This growth in consumer available VR hardware and software attracted the re-

search community to investigate the use of VR outside entertainment applications,

to support decision making and enable innovation, while taking workforce train-

ing to the next level by enabling highly immersive environments (Frutos-Pascual,

Harrison, Creed, & Williams, 2019). The high immersion levels and the abil-

ity to replicate real scenarios in VR has allowed the development of VR training

applications and simulations (Figure 1.1), which bring several advantages when

compared to traditional training and learning, including the ability to simulate any

situation without exposing trainees to its risks and the ability to repeat a train-

ing session for an unlimited number of times (Ragan et al., 2015). Hence, from

flight simulations (X. Sun, Liu, Tian, Wu, & Gao, 2020), surgical training tech-

niques (Nayer, Murdock, Dharia, & Belyea, 2020), psychological therapies (Opris

et al., 2012) or fire evacuation simulations (Lawson, Roper, Shaw, Hsieh, & Cobb,

2020), the possibilities are rapidly developing.
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Figure 1.1: Controller-based surgical training platform from Osso VR (Osso VR
Virtual Reality Surgical Training Platform, n.d.).

Yet the usability and effectiveness of these simulations is highly dependent on

several factors, which have shown to play a key role in mimicking real scenarios

and significantly impact user quality of experience (Hudson, Matson-Barkat, Pal-

lamin, & Jegou, 2018). Immersion is known as the perception of being physically

present in a non-physical world, and is achieved by surrounding the user by visual,

auditory and other stimuli to "block out the physical world" (Biocca, 1992). Be-

yond immersion, the main component of VR is interaction (Heim, 2000), which

allows the user to interact with the virtual objects and improves presence in these

environments (Hudson, Matson-Barkat, Pallamin, & Jegou, 2019), which is par-

ticularly important for virtual environments which aim to mimic real scenarios for

training and simulations. In real environments, people are accustomed to interac-

tions between people and surrounding objects where they receive information via

multiple sense organs in ways of seeing, listening, speaking, touching and tasking.

This inspired the development of various interaction methods in VR, researchers

focusing on providing real-time interactivity through speech, head movements,

gaze, touch or 3D hand interactions (Figure 1.2).
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Figure 1.2: Virtual hand-object interactions proposed by (Tian et al., 2019).

Hand interaction has gained popularity in VR with the rapid technological ad-

vancements that allow users to interact with virtual systems using their hands,

due to human hand dexterity and humans’ ability to use their hands for acquiring

and manipulating objects with ease. Commonly, hand-held controllers are used

as the standard interaction method for VR interactions, especially for consumer-

available and entertainment VR. However, controllers have shown to be limited

in providing natural and intuitive interactions, users often reporting that interac-

tions are not intuitive and require a longer learning curve (Tanjung, Farhan, Sire-

gar, Panjaitan, & Fahmi, 2020), which is particularly important for VR scenarios

where mimicking reality is important for knowledge transfer.

Suppose you work in the manufacturing industry, training for a challenging as-

sembly task. Instead of reading procedures or watching others perform the task,

VR now allows the development of a training scenario where you can practice

the important steps multiple times, allowing you to learn without risking your and

your co-worker’s safety. High immersion levels through visual and auditory stim-

uli help you feel present in this environment and provide feedback for when you

make a mistake. The aim of this training is for you to translate the assembly skills

learned during this experience to a technique you will confidently perform in the

real scenario. Now to achieve this, you would like to be able to interact with

the virtual environment in the most natural and intuitive manner, which would

not require you to learn new interactions but rather allow you to focus on the
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goal of the training session. Naturally, the most comfortable interaction technique

would be to use your hands in the same way you use them in real environments.

This would provide a learning experience where the consequences are not real but

with the benefits of hands-on learning, which has been studied in psychology and

education and showed numerous learning benefits such as increased motivation,

improved on-the-job performance and shorter learning curves (Cridlin, 2007).

Hand interactions that take advantage of the dexterous versatility of the human

hand have been highly explored within the Human-Computer Interaction (HCI)

community (Q. Wang, Kang, & Kristensson, 2021) initially through the use of

wearables such as gloves(Maldonado & Zetzsche, 2021), however previous work

showed that bare hand interactions (e.g. without using devices to augment the

hand) mitigate some of the limitations associated with wearables such as fatigue

and discomfort and therefore have been linked to ease of access and naturalness

(Oudah, Al-Naji, & Chahl, 2020). When creating new bare hand interactive sys-

tems, several studies rely on predefined gestures, which are generally designed for

optimal recognition rather than naturalness, being often arbitrary and not intuitive

enough (Piumsomboon, Clark, Billinghurst, & Cockburn, 2013), which led re-

searchers to focus on physical interaction paradigms for VR environments where

natural and intuitive interaction is required.

Grasping is the primary and most frequent physical interaction technique people

perform in everyday life and is defined as every static posture at which an ob-

ject can be held securely with a single hand. Virtual grasping has extensively

been explored as a technical and computational challenge, however with current

approaches, users are often trained to use particular grasps, with the design con-

siderations and grasping constraints used in these solutions being applied from

the body of knowledge available in real object grasping. This approach assumes

that in order to achieve intuitive and natural grasping for training and simulations,
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virtual grasp models need to replicate real grasping movements. In real environ-

ments, the hand pose during grasping is influenced by both visual perception and

haptic feedback that inform us on the shape, weight, texture or temperature of

a real object, which we then use to make a decision on how to perform a grasp

that ensures stability for the intended task. However, current VR technology is

still limited in offering haptic feedback (Islam & Lim, 2022), with the majority of

grasping interaction decisions being made based on visual perception only. Now

this introduces the question of whether the limitations we are currently facing in

VR influence intuitive grasping patterns, and whether or not virtual grasping mod-

els should completely mimic real grasping patterns to achieve natural and intuitive

interactions in VR.

Evaluating grasping patterns directly in VR will aid in answering this question

and understanding the intuitive hand poses users perform in VR when haptic feed-

back is missing as well as how these grasping patterns change in VR for common

factors that influence user grasping interaction in real environments such as ob-

ject characteristics, task and visual thermal cues. Nonetheless, the complexity

and variety of uses of the human hand makes the categorisation and classifica-

tion of hand function a challenging task, still, synthesising grasps in taxonomies

has shown to be beneficial for defining common terminology and informing new

research directions in real grasping research. Developing a VR grasp taxonomy

would therefore inform the design of virtual grasping models and more natural

and intuitive VR environments and objects, as well as providing an overview of

key user behaviours, limitations and problems when grasping in VR, taking a step

forward in achieving natural and intuitive interactions in VR, which could also

contribute to current research trends that aim to move the metaverse from science

fiction to an upcoming reality (Y. Wang et al., 2022).
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1.2 Aim and Objectives

The aim of this work is to evaluate grasping patterns in VR and develop the first

VR Taxonomy of Grasp Types. This is achieved through the following objectives:

1. Review and determine current trends in 3D hand interaction and real grasp-

ing research.

2. Define a methodology for collecting grasping patterns in VR suitable for

determining grasping trends and taxonomies.

3. Explore and quantify the differences and similarities between grasping real

objects and grasping virtual objects.

4. Measure the impact of object characteristics and tasks on grasping metrics

in VR.

5. Evaluate differences in grasping approach based on visual cues for avatar

and thermal feedback representation.

6. Synthesize grasp instances in the first VR Taxonomy of Grasp Types.

7. Define and synthesize grasp patterns and potential applications of the tax-

onomy for virtual environment object grasping work.

1.3 Thesis Structure

The aim of this work is to evaluate grasping patterns in VR and develop the first

VR Taxonomy of Grasp Types. Firstly, current methods for developing real grasp-

ing and HCI taxonomies as well as grasp metrics for evaluating hand pose in real

environments were reviewed. Based on these and following adaptations to mit-

igate VR limitations, a novel method for developing the first VR Taxonomy of
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Grasp Types was proposed. Four user studies are then conducted to collect grasp

data under various conditions and synthesize the results in VR grasp taxonomies.

Findings from user studies are employed to inform grasping interaction design de-

cisions for achieving more intuitive and natural interactions in VR. The objectives

of this thesis are achieved throughout nine chapters (see Figure 1.3) as follows:

In Chapter 2, the background research into 3D hand interaction in virtual environ-

ments is presented. Firstly, an overview of input devices used for hand interaction

is presented, describing controller-based interactions and hand tracking based in-

teractions, where wearable-based and freehand interactions are detailed. This is

followed by an overview of interaction paradigms for freehand interactions, dis-

cussing advantages and limitations of gesture-based interaction and physical inter-

action. Finally, current methods for virtual grasping are discussed, together with

problems and limitations, presenting the need for a more systematic exploration

of grasping in VR.

In Chapter 3, the background research into existing real object grasping tax-

onomies is presented. It first presents the definition of grasping. Then, the biome-

chanics of the hand during grasping in real environments are presented, followed

by measures used to analyse grasp poses for real objects. This is followed by a

detailed overview of grasp taxonomies where the types of classification are pre-

sented. Finally, the most up to date real grasp taxonomy in literature, which is

used for classifying grasps in this thesis, is presented in detail, together with ter-

minology and use.
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In Chapter 4, the current methods for developing HCI taxonomies are reviewed

and a novel method for developing a VR taxonomy of grasps is proposed based

on the real object taxonomy literature in Chapter 3. First, it provides an overview

of taxonomies in HCI, then it describes data collection methods used for devel-

oping taxonomies. This is then followed by an overview of the proposed method,

which is based on the reviewed literature. Next, the baseline environment for the

user studies presented in this thesis, together with the grasp metrics and labelling

methodologies are detailed. Finally, the modifications to the fundamental method

for each user experiment in Chapters 5-8 are presented.

In Chapter 5, a first user experiment to explore differences between grasping met-

rics in real and virtual environments is presented. Time to grasp, grasp aperture

and grasp labels are reported for both real and virtual objects. Key similarities and

differences in grasp metrics are discussed.

In Chapter 6, grasping patterns are explored for different object shapes and sim-

ple translate tasks, following assumptions made in Chapter 5 and real grasping

literature, namely that virtual object shape, might influence grasping patterns in

VR. Grasp aperture and grasp labels are collected and analysed for each object

shape, with results being synthesized in the first VR Taxonomy of Grasp Types.

In Chapter 7, a first user study to analyse grasping patterns for visual cues repre-

senting thermal haptic feedback and user hand avatar is presented. Assumptions

from Chapters 5 and 6 are addressed and grasp location, grasp aperture and grasp

labels are analysed for different visual thermal cues to understand how thermal

haptic feedback and realism of hand avatar influences grasping approach in VR.

In Chapter 8, a first user study to analyse the effect of different categorisation

methods which explore not only virtual object shape but virtual object stability

and complexity is presented, inspired by findings in Chapters 5-7 showing that

34



Birmingham City University CEBE

virtual object characteristics influence grasping approach in VR. To further the

work in Chapter 6, the grasp patterns are analysed during a mixed docking task

(rotation and translation) to evaluate how grasping patterns change for different

tasks, inspired by findings in real grasping literature. The results are synthesized

in an updated, more complete VR Taxonomy of Grasp Types, complementary to

the taxonomy presented in Chapter 6.

In Chapter 9, a set of recommendations based on findings from Chapters 5-8 is

presented. Findings in this work are discussed together with wider implications

for the VR and HCI community. Finally, limitations and future work is presented.

1.4 Contributions

The primary contribution of this thesis is the first evaluation of freehand grasp-

ing patterns in VR for common influencing factors, synthesised in the first VR

Taxonomy of Grasp Types. In achieving this, a number of other contributions are

made:

• Novel methodology for evaluating freehand grasping in VR (Chapter 4)

• First study to analyse differences in grasp metrics between real and virtual

environments (Chapter 5 and (Blaga, Frutos-Pascual, Creed, & Williams,

2021b))

• Development of the first VR Taxonomy of Grasp Types through synthesis-

ing the results from a comprehensive analysis of grasping patterns for object

shape (Chapter 6 and submitted and under review to IJHCI)

• Analysis of grasping patterns in VR based on visual cues for hand represen-

tation and thermal haptic feedback (Chapter 7 and (Blaga, Frutos-Pascual,

Creed, & Williams, 2020))
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• Novel virtual categorisation methods and development of an updated, more

complete VR Taxonomy of Grasp Types to reflect changes in grasp met-

rics based on virtual object characteristics (Chapter 8 and (Blaga, Frutos-

Pascual, Creed, & Williams, 2021a, 2021c)

1.5 Published Papers

The following papers have been published as part of this work:

• Andreea Dalia Blaga, Maite Frutos-Pascual, Chris Creed, and Ian Williams.

2020. Too Hot to Handle: An Evaluation of the Effect of Thermal Visual

Representation on User Grasping Interaction in Virtual Reality. 2020 CHI

Conference on Human Factors in Computing Systems (CHI ’20). [Core A*

Ranking]

• Andreea Dalia Blaga, Maite Frutos-Pascual, Chris Creed and Ian Williams.

2021. Freehand Grasping: An Analysis of Grasping for Docking Tasks in

Virtual Reality. 2021 IEEE Virtual Reality and 3D User Interfaces (VR),

2021 [Core A Ranking]

• Andreea Dalia Blaga, Maite Frutos-Pascual, Chris Creed and Ian Williams.

2021. A Grasp on Reality: Understanding Grasping Patterns for Object In-

teraction in Real and Virtual Environments. 2021 IEEE International Sym-

posium on Mixed and Augmented Reality Adjunct (ISMAR-Adjunct), 2021

[Core A* Ranking]

• Andreea Dalia Blaga, Maite Frutos-Pascual, Chris Creed, and Ian Williams.

2021. Virtual Object Categorisation Methods: Towards a Richer Under-

standing of Object Grasping for Virtual Reality. 27th ACM Symposium on

Virtual Reality Software and Technology (VRST ’21) [Core A Ranking]
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1.6 COVID-19

This work was undertaken before and during the period of the COVID-19 pan-

demic. User studies and data collected during and after the pandemic were fol-

lowing COVID-19 safety guidelines.
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2 | Hand Interaction in VR

2.1 Introduction

While immersion has shown to play a key role in achieving realistic experiences

in VR (Tan, Niu, & Zhang, 2020), another important aspect that influences pres-

ence and realism in the VR experience is interaction. Interaction in VR is often

described as the ability of the user to move within the virtual world and to inter-

act with the objects of the virtual world (Bostan, 2006). People are accustomed

to interactions between people and surrounding objects in daily life where they

receive information via multiple sense organs in ways of seeing, listening, speak-

ing, touching and tasking (Shen, 2021). This inspired the development of various

interaction methods in VR, with researchers focusing on providing real-time in-

teractivity that allows the user to interact with a computer interface in a similar

way that they interact in real environments, to allow high immersion and presence

in VR (Khenak, Vézien, & Bourdot, 2020). These interaction methods make use

of speech (Azizo, Mohamed, Siang, & Isham, 2020), head movements (Yu, Liang,

Zhang, & Xu, 2019), eye-gazing (Piumsomboon, Lee, Lindeman, & Billinghurst,

2017), touch (Y. R. Kim, Choi, Chang, & Kim, 2020) and hands.

Hand interaction has gained popularity in VR with the rapid technological ad-

vancements that allow users to interact with virtual systems using their hands,

due to human and dexterity and humans’ ability to use their hands for acquiring

and manipulating objects with ease (Vogel & Balakrishnan, 2005). Thus, for VR

systems that aim to replicate real scenarios in VR, researchers focused on using

3D hand interaction tools such as hand-held controllers and hand tracking sensors

to allow interactions that are easy to learn in virtual environments. Taking into

consideration the dexterous versatility of the human hand, researchers have ex-
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plored different interaction paradigms to accommodate the needs and limitations

of virtual systems, with the main paradigms used in VR today being gestures and

physical interaction.

This section presents an overview of input devices used for 3D hand interaction as

well as interaction paradigms for state-of-the-art VR. Section 2.2 presents input

devices for hand interaction with the main categories being controller-based in-

teraction and hand tracking interaction (wearable-based interaction and freehand

interaction). Section 2.3 presents freehand interaction paradigms, detailing bene-

fits and limitations of gesture-based interaction and physical interaction. A more

detailed overview of current trends in physical interaction, namely virtual grasp-

ing is presented in Section 2.4.

2.2 Input Devices for Hand Interaction

Hand interaction with virtual objects can be achieved using a variety of techniques

in VR. Since standard devices such as keyboard and mouse are difficult to use in

a highly immersive VR environment (Jayaram, Vance, Gadh, Jayaram, & Srini-

vasan, 2001), researchers focused on creating alternative devices that retain the

authentic and universal sense of reality by preserving close ergonomic similar-

ities with human physical and manual dexterity and agility (Carmeli, Patish, &

Coleman, 2003). These alternative devices are now the state-of-the-art in immer-

sive VR interactions and can be divided in two main categories: controller-based

interactions and hand tracking interactions. The following sections present an

overview of these types of input devices together with their use and limitations.
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2.2.1 Controller-based Interaction

The most popular input devices for hand interaction in fully immersive environ-

ments are controllers, due to their accuracy and low cost, being mainly used to im-

prove the sense of immersion through interaction in virtual environments (Choi,

Ofek, Benko, Sinclair, & Holz, 2018). Controllers may be wired or wireless, are

hand worn and provide discrete input in the form of buttons and continuous input

by top-mounted joysticks or touch-pads which provide tracking of the position and

orientation of users’ hands with high accuracy and fast recognition speed (Zhang

et al., 2018), which has shown to increase user presence during interaction in VR

(Caggianese, Gallo, & Neroni, 2019; Tanjung et al., 2020).

Due to these interaction opportunities proposed by controllers, top VR HMD com-

panies such as Meta, HTC and PlayStation introduced controllers as the main

interaction tools to accompany their headsets, making them easily available and

affordable at consumer level. This led to an increased use of controllers for VR

entertainment applications (Vogel, Lubos, & Steinicke, 2018; H. Park, Faghihi,

Dixit, Vaid, & McNamara, 2021). This increased popularity of controllers was

also evident in the HCI community, where researchers focused on developing

and evaluating controller-based interactions to achieve highly interactive systems

(Suznjevic, Mandurov, & Matijasevic, 2017) by either mimicking interactions

from existing UIs in VR (mouse interactions such as pointing and selecting (Capece,

Erra, & Grippa, 2018)) or mimicking hand interaction behaviour from real envi-

ronments (picking and manipulating a virtual object (Suznjevic et al., 2017)).

However, researchers found that controller-based interactions might present chal-

lenges for users when learning how to correctly hold and manipulate the con-

troller for specific interactions (Tanjung et al., 2020). For example, Hartney et al.

(Hartney et al., 2019) developed an interactive application for upper-limb train-
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(a) Controller-based Interaction (b) Wearable-based Interaction

Figure 2.1: Controller-based interaction for a virtual scenario mimicking real in-
teractions as presented in (Hartney et al., 2019) and wearable-based interaction for
a virtual scenario mimicking real interactions presented in (Chheang et al., 2021)

ing in injured patients, where users were asked to perform daily tasks, such as

cleaning a virtual window using controllers (Figure 2.1 a). They showed that

even though users were educated on how to use the controllers, users reported that

the interaction took longer to learn and was challenging, due to the movements

required being very different from real-life activities, which was also found in

(D. Chen, Liu, & Ren, 2018; Lougiakis, Katifori, Roussou, & Ioannidis, 2020).

Moreover, researchers showed that the design between the most popular commer-

cially available controllers is incongruent, leading to inconsistent levels of acces-

sibility which hinder intuitive interactions in VR (Cook, Dissanayake, & Kaur,

2019).

While controllers are currently the most common input device for immersive hand

interactions, they have a higher correlation with individual bespoke functionalities

than with a standardised relationship for authentic HCI. These findings are partic-

ularly important to consider for virtual environments where replicating real tasks

and behaviour is needed, such as for training and simulations (Gonzalez & Gar-

nique, 2018), where input devices that do not rely on buttons and touchscreens

and in turn propose more natural and intuitive approaches can be considered.
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2.2.2 Hand Tracking Interaction

Another important branch of input devices for immersive interaction is hand track-

ing. Hand tracking focuses on allowing users to perform movements similar to

interactions in real environments, by tracking hand movements such as position

and orientation of the palm and fingers in 3D. This interaction technique allows

direct interactions between the hand and virtual objects and thus gained popularity

for VR systems that mimic realistic scenarios such as training (Levin, Magdalon,

Michaelsen, & Quevedo, 2015) and simulations (Q. Wang et al., 2021). The ap-

proaches for allowing hand tracking interactions in VR are diverse, however they

can be split in two main categories: wearable-based interaction, where wearable

devices are placed on the hand/or arm and freehand interaction where the hand

is not augmented with additional sensory or feedback devices. The next sections

present an overview of these two types of hand tracking interactions, presenting

their use and limitations.

2.2.2.1 Wearable-based Interaction

Wearable-based interactions in VR utilise wearable sensors or tracking markers

placed on the hand or arm used for recording data related to user hand config-

uration and motion (such as the bending angle and level of adduction of each

finger) (Dipietro, Sabatini, & Dario, 2008). The most common wearable devices

used in VR are data gloves, which gained popularity due to allowing interac-

tion paradigms where hand muscles are engaged in a similar way as humans use

them for everyday tasks, which cannot be achieved with traditional VR controllers

(Maldonado & Zetzsche, 2021) (Figure 2.1 b). This is evident in the work of

Almeida et al. (Almeida et al., 2019) who compared a data glove to a controller

for virtual object interaction and showed that the sense of embodiment and speed
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of completion were significantly higher with the data glove, which was also found

in (J. Lee, Sinclair, Gonzalez-Franco, Ofek, & Holz, 2019). Moreover, users of-

ten reported that the glove interaction was more intuitive as it allowed them to

replicate movements they are familiar with from real interactions.

Due to the nature of the interaction paradigms proposed by wearable devices,

researchers focused on using them for training of the hand in injured patients

(Tsoupikova et al., 2014) and showed significant results for improving hand move-

ments for daily tasks as well as improving muscle balance and functional param-

eters (Reyes-Guzman et al., 2015). This potential of wearable devices to provide

interaction techniques that are easy to learn and intuitive, led to an increased popu-

larity of wearable input for various VR applications such as medical rehabilitation

(Levin et al., 2015), simulations (Moehring & Froehlich, 2011), training (Cao,

Gao, Wang, & Li, 2016), collaborative VR (Chheang et al., 2021), robotics (Fu,

Fu, Guo, Guo, & Li, 2020), sign language understanding (Anupama, Usha, Mad-

hushankar, Vivek, & Kulkarni, 2021), entertainment (Adamo-Villani & Wilbur,

2007) and mental health therapy (Q. Wang et al., 2021).

However, while using data gloves have shown to be beneficial for applications

where engaging the muscles of the hand is important for creating a realistic expe-

rience, data gloves that provide high accuracy are usually expensive and therefore

not easily accessible for consumer use (Han, 2010). This has led researchers to

develop glove systems using low-cost sensors for applications that are created to

be widely used by the population (Cao et al., 2016), however researchers often

find imperfections in hand tracking which affect the interaction quality (Borst &

Indugula, 2005). To reduce these inaccuracies, most wearable devices need to be

calibrated for particular users, which has shown to be a time-consuming and te-

dious process (Dipietro et al., 2008; Levin, Magdalon, Michaelsen, & Quevedo,

2008). Another important limitation to consider for realistic VR environments
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Figure 2.2: Freehand gesture-based interaction for a VR shopping application
(H. Wu et al., 2019)

is that the weight of wearable devices on the hand has shown to cause fatigue

during interactions and break the presence in immersive scenarios (Levin et al.,

2008). To address this, researchers considered tracking hand movements without

augmenting the hands, also known as freehand interaction.

2.2.2.2 Freehand Interaction

Freehand interactions, also known as bare hand interactions, have been explored

as an alternative to wearable-based interaction (Figure 2.2) to allow manipulation

of virtual objects without augmenting the hand with wearables or controllers and

are the currently most explored interactions with head worn immersive displays

(Spittle, Frutos-Pascual, Creed, & Williams, 2022). Generally, the term freehand

is defined in Oxford Dictionary as:

Definition 2.2.1 (Freehand) Drawn or executed by hand without guiding instru-

ments, measurements, or other aids.

This type of interaction is achieved using motion capture systems, which record

and digitize the position and orientation of the hand or fingers using cameras and

computer vision algorithms (Oudah et al., 2020) and depth (Soh, Choi, Park, &
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Yang, 2013) and infrared sensors (Pfeuffer, Mayer, Mardanbegi, & Gellersen,

2017). The recorded movement can then be used directly to animate a virtual

avatar of the user allowing them to see their hands in the virtual environment,

which increases the sense of presence in VR (Coburn, Freeman, & Salmon, 2017).

This ability to interact with a virtual system without touching anything has created

opportunities for use in medical applications, reducing the risk of contamination

and time of surgery by allowing medical staff to interact with medical images

by only moving their hand to perform some gestures (Ameur, Ben Khalifa, &

Bouhlel, 2020). In addition, these interactions have shown to be very intuitive

in applications that require direct manipulations of 3D objects (M. Kim & Lee,

2016), due to closely mimicking real world interactions such as moving our hands

instead of pressing buttons on a controller (Tung et al., 2015) and allowing a

shorter learning curve (Mu & Sourin, 2021). When compared to wearable-based

interactions, users showed higher engagement and a stronger preference for free-

hand interactions, as well as high immersion levels (Lages, Nabiyouni, & Arantes,

2016) and improved overall usability of virtual systems (M. Kim & Lee, 2016).

The above mentioned also increased freehand interactions’ popularity within the

HCI community, researchers using this type of interaction for VR environments

where intuitive interaction is important such as for assembly tasks (Mu & Sourin,

2021), crime scene investigation simulation (Datcu & Lukosch, 2013) or realistic

games (Voigt-Antons, Kojic, Ali, & Moeller, 2020).

While freehand interactions have shown to provide benefits for allowing intu-

itive interactions in VR, technical limitations of infrared sensors have been asso-

ciated with latency issues that might affect interaction accuracy (Silva, Abreu, de

Almeida, Teichrieb, & Ramalho, 2013), which can introduce difficulties in inter-

action with virtual objects (M. Kim & Lee, 2016). However current devices have

shown improvements in interaction accuracy (Guzsvinecz, Szucs, & Sik-Lanyi,
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2019), making freehand interactions appropriate for fine bare hand manipulations

in VR (Hameed, Khan, Kumar, Arain, & Hassan, 2017).

2.3 Freehand Interaction Paradigms

To allow intuitive freehand interactions that are customisable based on the interac-

tion needed in each virtual scenario, researchers focused on complementing hand

tracking with different interaction paradigms. Interaction paradigms are models

or patterns of HCI in which the unconstrained pose of the users’ real hand is

mapped to an action in the virtual environment. Two major families of interaction

paradigms are currently used in VR: gesture-based interactions and physics-based

interactions, which will be described in the following sections.

2.3.1 Gesture-based Interaction

Gesture-based interactions are defined as a posture or movement of the user’s up-

per limbs, through which people usually express interaction intentions and send

out corresponding interactive information (Y. Li, Huang, Tian, Wang, & Dai,

2019). This type of interaction is common in a variety of application domains

such as sign language recognition (Anjo, Pizzolato, & Feuerstack, 2012), train-

ing (Soh et al., 2013), simulations (Datcu & Lukosch, 2013), assembly (Mu &

Sourin, 2021) and entertainment (Lages et al., 2016). One important benefit of

using gestures for freehand interaction is that gestures can be customised based

on the requirements of the application. For example, Cauchard et al. (Cauchard

et al., 2019) integrated gesture-based interaction in a UI for controlling a drone,

and only developed two simple gestures relevant for the goal of the application:

hover (a flat open hand for pointing and dwelling) and push (the hand rotating

left to right for navigating through the UI menu). Accordingly, other works ex-
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plored gesture-based interactions for 3D selection, translation, rotation (Soh et al.,

2013), pointing (Lages et al., 2016) or resizing of virtual objects (Piumsomboon

et al., 2013). While gesture-based interactions have shown to maximise interac-

tion enjoyment (Waldow, Misiak, Derichs, Clausen, & Fuhrmann, 2018), when

defining the required interactions, researchers predominantly focused on optimal

recognition rather than naturalness, which has shown to create challenges in VR

interaction.

One of the most important challenges is the need for training users to learn the

gestures before interacting with the virtual environment (Cauchard et al., 2019).

These training sessions require the user to repeat the same gesture multiple times

to understand the link between hand movements and the action performed in VR,

which have shown to result in fatigue and discomfort due to the unnaturalness of

the movements performed by the hand (Franco & Cabral, 2019; Xu, Liang, He, &

Wang, 2019).

However, even when users are trained to perform specific hand gestures in VR,

participants reported confusion regarding ways to interact in the virtual environ-

ments, which also leads to low accuracy in interaction (Soh et al., 2013), and

breaks the immersion and user engagement in VR (Lages et al., 2016). Better re-

sults were achieved with users with previous experience in virtual systems or when

multiple sessions of training were implemented (Datcu & Lukosch, 2013), show-

ing that gesture-based interactions require long adaptation periods and should be

used with caution in virtual systems developed for users without experience in

virtual systems or where long training and learning periods should be avoided.

Another important challenge of gesture-based interaction is handling the ambigu-

ous resulting effect of the interactions by designing gestures that clearly relate to

a specific action that users can remember and are familiar with. For example, in
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real life, a single gesture can be used to perform multiple tasks, however, in VR,

if the same gesture activates different operations on a virtual object, this leads

to operation ambiguity and user confusion (D. L. Chen, Balakrishnan, & Gross-

man, 2020). This was found in the work of Arora et al. (Arora, Kazi, Kaufman,

Li, & Singh, 2019) who focused on designing gestures based on user preference

and found that users proposed the same gesture for different tasks. One solution

emphasized by Ghomi et al. (Ghomi, Huot, Bau, Beaudouin-Lafon, & Mackay,

2013) is to use a pre-defined mapping that assigns each gestural manipulation to

a unique operation. However, this method emphasizes the limitations discussed

above, as users are forced to remember the gestural commands and the vast possi-

bilities of operations makes the method unscalable. While gesture metaphors have

proven useful for specific VR applications (Tung et al., 2015), for VR scenarios

which aim to replicate user behaviour from real environments to allow higher im-

mersion levels in VR (Covarrubias & Bordegoni, 2015), researchers focused on

physical interaction paradigms.

2.3.2 Physical Interaction

Physical interactions are defined as the interactions that act physically on the vir-

tual object as if it was a real object, for example pushing, pulling, lifting and

grasping.

When compared to gesture-based interactions, this interaction paradigm has shown

to be more realistic, providing higher levels of presence in VR (Voigt-Antons et

al., 2020). For example, in a study comparing intuitive grasping of virtual objects

to interacting with a virtual UI for typing, researchers found that during the grasp-

ing tasks participants experienced higher realism and presence and lower arousal

as compared to the typing task (Cameron et al., 2011).
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Participants reported lower mental demand during the grasping task showing that

physical interactions are easier to perform due to replicating hand movements

users are familiar with from real environments, and thus facilitate immersion in

VR. A similar result was found by Zhang et al. (Zhang et al., 2018) who com-

pared gesture-based interaction to physical interactions in virtual environments

and found that physical interactions lead to a better performance in tasks than

gestural interactions. Therefore, for virtual environments where immersion, re-

alism and performance are highly important, researchers focused on developing

physical interactions to allow users to grasp and manipulate virtual objects in an

intuitive way (Prachyabrued & Borst, 2014). However, state-of-the-art grasping

algorithms are still limited and have not yet succeeded in achieving natural and

intuitive grasping in VR (Verschoor, Lobo, & Otaduy, 2018). The next section

presents current trends in virtual grasping together with their limitations and chal-

lenges.

2.4 Virtual Grasping

Grasping is the primary and most frequent physical interaction technique people

perform in everyday life (Feix et al., 2014b) and has been explored in VR/AR

as a technical and computational challenge. Thus, researchers developed various

grasp models using input devices that recognise the full hand such as wearables

and cameras (as discussed in Section 2.2.2), focusing on developing algorithms

for grasp recognition and intuitive grasp control in VR.

Early work of Ullmann and Sauer (Ullmann & Sauer, 2000) presented an ap-

proach to grasping virtual objects with a data glove. Their work aimed to de-

velop a method that allows realistic grasping gestures which correspond to human

grasping behaviour, to fulfil the demands of industrial applications in VR. Their
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algorithm used real-time collision detection and knowledge from real grasping

behaviours where the grasping interaction depends on the behaviour of the object

under the influence of gravity, the surface material of the object and the geomet-

rical conditions at the point of contact between the object and the grasping hand.

While this approach showed that users were able to grasp the virtual objects, the

authors found that users had to be instructed to perform a specific grasp pose to

trigger the interaction, which influenced the intuitiveness of the interaction. This

led to the question why was this grasping model developed based on real grasping

knowledge?, considering that whether or not users intuitively grasp virtual objects

in the same way they grasp real objects has not been explored yet.

However, assumptions about this link between real and virtual grasping have been

used as the basis knowledge in developing state-of-the-art virtual grasping inter-

actions. Wan et al. (Wan, Luo, Gao, & Peng, 2004) developed grasp poses for

virtual cubes, cylinders and spheres based on assumptions made from real grasp-

ing literature. A similar approach was followed by Valentini (Valentini, 2018)

who developed three grasping poses that reflect main grasping poses used in real

environments: cylindrical, spherical and pinch (see Figure 2.3). While this ap-

proach aims at enabling intuitive grasping in VR, by only allowing three grasp

poses taken from real grasping patterns, the authors limit the interaction to prede-

fined gestures that users need to learn to interact with the system, which negatively

influences the naturalness of the interaction as discussed in Section 2.3.1. More-

over, the naturalness of the three grasp poses proposed based on real grasping

literature can be questioned, considering that there is no evidence that users grasp

virtual objects in the same way they grasp real objects. This is evident in the work

of Jacobs and Froehlich (Jacobs & Froehlich, 2011) who developed a grasping

model based on physics rules that mimic real grasping behaviour and found that

the learning curve was rampant, as users realised they had to replicate grasping
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(a) Grasp pose 1 (b) Grasp pose 2 (c) Grasp pose 3

Figure 2.3: Grasp poses developed by (Valentini, 2018) to reflect main grasping
poses in reality.

movements from real environments instead of their intuitive virtual grasping ap-

proach (for example the majority of users initially tried to close their hands to

form a fist instead of a realistic grasp).

While predefined grasping poses are common in virtual grasping, another im-

portant approach taken by HCI researchers is collision detection (Nasim & Kim,

2016). A collision detection algorithm calculates impact time by identifying two

or more intersection points between the tracked hand and the virtual object (Borst

& Indugula, 2005). Furmanek et al. (Furmanek et al., 2019) showed that while

this approach can provide promising results for intuitive grasping, there is an in-

creased perceptual uncertainty during target acquisition which led to slow inter-

actions in VR. This uncertainty is often linked to the interaction overlap allowed

by the detection algorithm, where an object might be too hard or too easy to grasp

depending on the location where the collision is triggered. While there are limita-

tions with the state-of-the-art algorithms involved in collision detection, the lack

of haptic feedback might also be contributing to this uncertainty during grasping

in VR. In real environments, contact is a very important event in human interac-

tion with objects and surfaces, signalling task completion or ending two parallel

processes of transport and grasp. However, when haptic feedback is missing in
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Figure 2.4: Grasping accuracy analysis in immersive applications (Al-Kalbani et
al., 2016a).

VR, users are guided in their grasps by visual perception only, which might intro-

duce errors in estimating the location and bounds of the virtual objects, therefore

influencing grasping behaviour (Zahariev & MacKenzie, 2007). Considering that

providing haptic feedback is still a challenge in VR (Islam & Lim, 2022), and that

an increased number of freehand interactions lack haptic feedback, this obser-

vation emphasizes the question discussed above: why are state-of-the-art virtual

grasping models mimicking real grasping behaviour, when VR environments are

still challenged by providing realistic haptic feedback?

Yet, researchers tried to mitigate this by using other types of feedback to replace

natural haptic contact cues in grasping (Tinguy et al., 2019). For example, Za-

hariev and MacKenzie (Zahariev & MacKenzie, 2007) investigated auditory con-

tact cues while grasping in VR by providing a sound when the hand was in contact

with the virtual object. Their results showed that auditory feedback influenced the

scaling of the movement, users adapting their grasp to the size of the cube, which

was dependent of the availability of contact information. However, this led to

slower interaction times due to participants slowly changing their grasp until they

heard the auditory cue. This shows that when haptic feedback is replaced with

other types of feedback, grasping behaviour changes, however, how would this

grasp behaviour change when no feedback to replace haptics is present? The

work presented in this thesis will address this question in more detail.
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In an attempt to replicate real-world behaviour in VR, for improved presence and

natural interactions, researchers explored ways to mitigate this lack of haptic feed-

back and provide a solution for hand penetration (where a hand sinks into virtual

objects due to the lack of real physical constraints) (Borst & Indugula, 2005;

Prachyabrued & Borst, 2014). Results showed that user experience was better

in conditions that were not animating the hand to remain outside the object dur-

ing interaction and instead provided users with accurate visual feedback of their

hand movements. This shows that creating discrepancies between user interaction

and visual feedback for mimicking real grasping in VR is not desirable. Alterna-

tively, intuitive virtual grasping should be explored directly in VR to understand

user behaviour when grasping virtual objects and what parameters influence their

approach, to allow improvement of current systems that aim to provide intuitive

virtual grasping interaction.

To address this, seminal work has started to explore virtual object grasping in

a methodological way, analysing the accuracy and problems of freehand grasp-

ing in exocentric XR (Al-Kalbani et al., 2016a). Their work explored the via-

bility of grasp categories with the preference of evaluating a VR medium grasp

by defining the virtual representation of this grasp to be a visual holding of a

virtual object without the use of haptic feedback and following a user-defined

confirmation of the grasp. However, their work only explored interactions with

cubes and spheres and only investigated interaction with one grasp. Additionally,

the authors also analysed freehand grasping for dual visual feedback (Al-Kalbani,

Williams, & Frutos-Pascual, 2016b), different grasp phases (Al-Kalbani, Frutos-

Pascual, & Williams, 2017), virtual object visual effects such as shadows (Al-

Kalbani, Frutos-Pascual, & Williams, 2019), however they did not explore other

visual components or virtual object characteristics and their influence on grasping

interaction patterns for a wider range of grasp types.
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Considering this definition and framework of a virtual grasp, this thesis proposes

the first VR Taxonomy of Grasp Types to explore different categorisations that

can be given to virtual grasps for a wider range of virtual objects, visual cues

and tasks, and structure these results to provide meaningful insights for grasping

interaction design. The work presented in this thesis aims to address this by first

understanding how grasping poses were studied and analysed in real environments

which is presented in more detail in Chapter 3.
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3 | Grasping Taxonomies

3.1 Introduction

Grasping is the primary and most frequent physical interaction technique people

perform in everyday life (Holz, Ullrich, Wolter, & Kuhlen, 2008). It is defined

as every static posture at which an object can be held securely with a single hand

(Feix et al., 2009). As described in Chapter 2, virtual grasping has extensively

been explored as a technical and computational challenge, however, when grasp-

ing virtual objects, users are often trained to use particular grasps with the design

considerations and grasping constraints used in these solutions being applied from

the body of knowledge available in real object grasping.

Grasping real objects has proved to be a demanding task (Supuk, Bajd, & Kurillo,

2011), determining a significant interest for understanding, studying and char-

acterising aspects of human hand usage when interacting with objects (Redmond,

Aina, Gorti, & Hannaford, 2010), especially in areas such as anthropology (Monaco,

Sedda, Cavina-Pratesi, & Culham, 2014), hand surgery (Sollerman & Ejeskär,

1995), hand rehabilitation (Lukos et al., 2013) and robotics (Feix et al., 2009,

2014b; Bullock, Zheng, Rosa, Guertler, & Dollar, 2013; M. R. Cutkosky, 1989).

Chapter 2 showed that there is a need for understanding grasping patterns directly

in VR, to understand how current intuitive VR systems can make use of intuitive

and natural hand interaction. To analyse grasping patterns directly in VR, grasp-

ing metrics and existing methods for exploring grasp patterns need to be evaluated.

Therefore, this chapter presents an overview of grasping work done in real envi-

ronments, presenting an overview of grasping biomechanics, existing taxonomies

and methods for using these taxonomies to explore interaction patterns for various
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influencing factors.

The chapter is structured as follows: Section 3.2 presents grasp definition, Section

3.3 presents grasping biomechanics, Section 3.4 presents grasp measures, Section

3.5 presents grasp taxonomies which details parameters of a grasp considered

when analysing human grasping and Section 3.6 presents the most complete grasp

taxonomy to date, which is currently further used in analysing grasp patterns for

object characteristics and tasks.

3.2 Grasp Definition

The numerous skeletal and muscular degrees of freedom of the hand provide the

human with an enormous dexterity that has not yet been achieved by any other

species on earth (Sensorimotor Control of Grasping: Physiology and Pathophysi-

ology, 2009). However, movement and function of the hand is not only a product

of the internal degrees of freedom of the hand, but also the movement of the body

and the arms as well as contact with the environment (Feix et al., 2016). The mul-

titude of hand movements that can be performed by the hand can be divided into

two main groups: Prehensile, or movements in which an object is seized and held

partly or wholly within the compass of the hand; and Non-prehensile, or move-

ments in which no grasping or seizing is involved but by which objects can be

manipulated by pushing or lifting motions of the hand as a whole or of the digits

individually (Napier, 1956).

Prehension, also known as the act of grasping, is the primary and most frequent

physical interaction technique people perform in everyday life (Holz et al., 2008).

A grasp is defined in the Oxford dictionary as:

Definition 3.2.1 (Grasp) A firm hold or a grip.
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However, researchers have defined grasping as the application of functionally ef-

fective forces by the hand to an object for a task, given numerous constraints

(MacKenzie & Iberall, 1994), the act of relating finger positions and movements

to a particular task (Lyons, 1985) or every static posture at which an object can be

held securely with a single hand (Feix et al., 2009).

3.3 Grasping Biomechanics

The human hand represents a mechanism of the most intricate fashioning and

one of great complexity and utility (Schwarz & Taylor, 1955). The hand consists

of five digits, also known as fingers, that contain a collection of bones, tendons,

muscles, ligaments, fascia and vascular structures. Overall, the human hand is

composed of 27 bones and 39 muscles, with eight carpal bones in the wrist, five

metacarpal bones in the palm, two phalanges in the thumb and three phalanges

in each of the four fingers. The bones of the hand (Figure 3.1) naturally group

themselves into the carpus, comprising eight bones which make up the wrist and

root of the hand, and the digits, each composed of its metacarpal and phalangeal

segments (Schwarz & Taylor, 1955).

Most of the muscles of hand and wrist lie in the forearm and, narrowing into ten-

dons, traverse the wrist to reach insertions in the bone or ligamentous components

of the hand. Figure 3.2 shows the main muscles of the hand and wrist: Abduc-

tor pollicis brevis (APB), Flexor digitorum sublimis (FDS), Flexor pollicis longus

(FPL), Flexor digitorum profundus (FDP), Flexor pollicis brevis (FPB), Flexor

carpi radialis (FCR), Palmaris longus (PL) and Flexor carpi ulnaris (FCU). The

intrinsic muscles of the hand (those with both origin and insertion confined to

wrist and hand) are, with the exception of the abductors of thumb and little fin-

ger, specialized for the adduction of the digits and for opposition patterns such as
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(a) Volar view (b) Dorsal view

Figure 3.1: Bones and articulations of the hand showing Carpal Bones: Greater
multangular (GM), Navicular (N), Lunate (L), Triquentrum (T), Pisiform (P),
Lesser multangular (LM), Capitate(C), Hamate(H); Metacarpal bones: M-I, M-
II, III, IV, V; First phalangeal series: FP-I, II, III, IV,V; Second phalangeal series
SP-II, III, IV, V; Third phalangeal series TP-I, II, III, IV,V and Joints: Radiocarpal
(RC), Intercarpal (IC), Carpometacarpal (CM), Metacarpophalangeal (MP), Prox-
imal interphalangeal (PIP) and Distal interphalangeal (DIP) (Schwarz & Taylor,
1955).

making a fist or a spherical grasp (Schwarz & Taylor, 1955).

These are all used together to mediate dexterous postures and interactions that are

being performed everyday by humans, such as grasping (MacKenzie & Iberall,

1994) which has proved to be a demanding and complex task (Supuk et al., 2011).

Moreover, while the human hand is a very complex tool, the size of the human

hand and its bones and muscles is relatively small (MacKenzie & Iberall, 1994),

allowing a higher bandwidth for mobility, adaptability and control that allows the

hand to perform both small and large deformations when required (Kristan et al.,

2000). Moreover, due to its complex mechanical design, the human hand proposes
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Figure 3.2: Flexors of wrist and digits: Abductor pollicis brevis (APB), Flexor
digitorum sublimis (FDS), Flexor pollicis longus (FPL), Flexor digitorum pro-
fundus (FDP), Flexor pollicis brevis (FPB), Flexor carpi radialis (FCR), Palmaris
longus (PL) and Flexor carpi ulnaris (FCU) (Schwarz & Taylor, 1955).

28 degrees of freedom, allowing high dexterity for grasping objects of different

sizes and shapes, adjusting depending on the intended task (K. M. B. Bennett &

Castiello, 1994).

3.4 Grasp Measures

Derived from the complexity and physiology of the human hand, researchers fo-

cused on observing and classifying grasping movements (M. R. Cutkosky, 1989),

aiming to introduce simplifications of the analysis process to allow a better un-

derstanding of the human grasping capabilities for anthropology, hand surgery,

hand rehabilitation, robotics, developmental psychology and virtual environments

(MacKenzie & Iberall, 1994).

To achieve this, researchers defined several analytical grasp quality measures for

describing a successful grasp. Cutkosky and Kao (M. Cutkosky & Kao, 1989)

proposed compliance as an important measure for describing a grasp, focusing on

the effective compliance (inverse of stiffness) of the grasped object with respect to
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the hand. It refers to a function of grasp configuration and structural compliances

in the links, joints and fingertips (M. R. Cutkosky, 1989). Mason et al. (Mason

& Salisbury, 1985) proposed connectivity, which refers to the number of indepen-

dent parameters needed to completely specify the position and orientation of the

object with respect to the palm. Another metric for measuring grasp performance

is force closure, which, assuming that external forces maintain contact between

the fingers and the object, looks at the ability of the object to move without slip-

ping when the finger joints are locked (Ohwovoriole & Roth, 1981). From this,

the idea of assessing form closure emerged, which looks at the ability of the grasp

to hold an object when external forces are applied from any direction (Mason &

Salisbury, 1985). Kerr et al. (Kerr & Roth, 1986) looked at grasp isotropy, which

measures if the grasp configuration allows the finger joints to accurately apply

forces and movements to the object. For example, if one of the fingers is nearly

in a singular configuration, it will be impossible to accurately control force and

motion in a particular direction.

Other measures have been proposed to assess the quality of a grasp such as ma-

nipulability (Kerr & Roth, 1986) and resistance to slipping (M. R. Cutkosky &

Wright, 1986; Kerr & Roth, 1986), however the metric that encompasses the main

grasp measures that ensure a successful grasp is grasp stability (Pollard & Lozano-

Perez, 1990) and dexterity (MacKenzie & Iberall, 1994). Stability refers to the

ability of the grasp to return to its initial configuration after being disturbed by an

external force (M. R. Cutkosky, 1989; MacKenzie & Iberall, 1994) while dexter-

ity refers to how accurately the fingers can impart larger motions or forces, and

sensitivity or how accurately fingers can sense small changes in force and position

(MacKenzie & Iberall, 1994).

While human hands perform stable grasps with ease during everyday tasks, due to

the mechanical complexity of the hand, understanding the patterns of stable grasps
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and the parameters that influence these grasping approaches is a challenging task

(Supuk et al., 2011). Therefore, researchers started to focus on understanding

how a stable grasp is achieved naturally by the human hand and classified hand

postures based on task or finger positions in regards to the object which were then

organised in grasp taxonomies (MacKenzie & Iberall, 1994).

3.5 Grasp Taxonomies

Taxonomies, defined as the "science of classification" (Bowman & Hodges, 1999)

have been highly used for classifying grasping patterns to provide a deep under-

standing of the way humans grasp objects, being an important contribution in

many domains ranging from anthropology, medical literature, rehabilitation, psy-

chology and robotic arm design among many others (Feix et al., 2016). While it

is clear that the complexity and variety of uses of the human hand makes the cate-

gorisation and classification of grasps a challenging task, researchers attempted to

simplify this process by identifying grouping mechanisms based on independent

parameters that might influence grasping approach. For example, a now clas-

sic taxonomy proposed by Schlesinger (Schlesinger, 1919) defined hand postures

based on the shape of the object to be grasped. His work captured the versatility of

human hands for designing functionally-effective prosthetic hands and focused on

determining what specific functionality was needed for grasping and holding var-

ious objects (e.g. book, pen, matchbox) and devised a minimum set of six grasp

postures: Cylindrical for cylindrical objects, Tip for very small objects, Hook for

heavy objects, Palmar for flat thick objects, Lateral for flat thin objects and Spher-

ical for spherical objects (see Figure 3.3). Keller et al. (Keller & Zahm, 1947)

used Schlesinger’s taxonomy (Schlesinger, 1919) for identifying a logical basis

for defining these patterns and stated that the object-contact pattern furnishes a
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satisfactory basis for grasp classification. Therefore, based on photographic ob-

servation of humans picking up and holding common objects used in everyday

life, they selected three common grasp types from the ones originally proposed by

Schlesinger (Schlesinger, 1919): palmar, tip and lateral.

Figure 3.3: Grasp posture classification proposed by Schlesinger (Schlesinger,
1919): Cylindrical grip for cylindrical objects, Tip for very small objects, Hook
for heavy objects, Palmar for flat thick objects, Lateral for flat thin objects and
Spherical for spherical objects as presented in (MacKenzie & Iberall, 1994).

A similar approach was followed by Griffiths (Griffiths, 1943) who divided the

functions of the hand into five main grips: Cylinder , Ball, Ring, Pincer and Pliers

which was later simplified by Slocum and Pratt (Slocum & Pratt, 1946) to only

show 3 main grasps, by focusing on the hand opposition parts in relation to the

fingers: Grasp, a coupled action between the fingers and the opposite palm and

thumb of the hand, Pinch, thumb pad against pads of the opposing fingers and

Hook, flexed fingers where their pads are parallel and marginally away from the

palm. Further, McBride (McBride, 1942) stressed the importance of the hand

surfaces being considered for hand posture classification and proposed grasping

by the hand as a whole, grasping between the thumb and the fingers and grasping

by the combined use of the palm and the digits (as prehension patterns) as the
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most common grasping patterns.

3.5.1 Power and Precision Classification

While the taxonomies presented above provide an insightful and extensive overview

of grasp postures, Napier (Napier, 1956) argued that they are not clearly defined

nor are they comprehensive, as they represent a series of functional end-results

rather than a fundamental analysis of the potential hand as a whole (Griffiths,

1943), they do not consider the numerous functions of the hand in which the

thumb is not in opposition (Slocum & Pratt, 1946) or are somewhat arbitrarily

conceived and do not have any particular functional or anatomical basis (McBride,

1942).

To address this, he stressed the importance of developing a fundamental approach

to the problem of the function of the hand as a whole to provide an effective and

generally acceptable terminology, and proposed two discrete patterns of move-

ment from both the anatomical and functional points of view: precision grip and

power grip. He defined power grips as the grips where the object is held in a clamp

formed by the partly flexed fingers and the palm, counter pressure being applied

by the thumb lying more or less in the plane of the palm and precision grips as

the grips where the object is pinched between the flexor aspects of the fingers and

the opposing thumbs (see Figure 3.4). He provides a detailed overview of power

and precision grips showing that grasp stability (see Section 3.4) is a fundamental

requisite of all types of prehension, meaning that the object, whether it is fixed or

freely movable, should be held securely. Further, he states that the power and pre-

cision patterns either separately or in combination, provide the anatomical basis

for all prehensile activities, whether skilled or unskilled and claims that these two

embody the whole range of prehensile activity of the human hand.
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(a) Power grips

(b) Precision grips

Figure 3.4: Examples of power and precision grips from Napier’s work (Napier,
1956)

However, Landsmeer (Landsmeer, 1962) argued that using power and precision

to define grasps in a dynamic as well as static sense might not be valid, noting that

the dynamics of gripping produce a particular grip, and the static concept indicates

the final state of gripping, showing the need for further analysis on whether both

forms of Napier’s grips may be regarded as a variant of the final state, or whether

the movements leading to this final state may be taken in both cases as variants of

an equivalent movement pattern. To address this, he provides a detailed overview

of the two prehension concepts in the context of both dynamic and static stages

of prehension and argues that: In the case of power grip, in the dynamic phase,

the hand must be open, and the fingers and thumb must take up a position suit-

able for grasping the object and further transition to the static phase (the actual

grip). In the precision grip there is no question of a static phase, since the fingers

themselves manipulate the object, and there is no point in distinguishing dynamic

and static phases in this movement pattern. He therefore suggests that the term
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"grip" is not applicable in this scenario and therefore suggested that this manoeu-

vre to be called "handling", introducing the term "precision handling", which is

described as the posture where the fingers are first placed to hold the object, be-

ing followed by the motion of fingers in relation to each other, which perform

the actual handling or manipulation. This revision highlighted the importance of

considering different stages of grasping action and led to researchers focusing on

understanding human grasping in both dynamic and static phase. Based on this,

Patkin (Patkin, 1981) introduced dynamic grasps that represent the hand when it

can still act while grasping an object, such as writing with a pen or cutting with

scissors: external precision grasp, internal precision grasp and double grip.

Kamakura et al. (Kamakura et al., 1980) also considered Landsmeer’s analy-

sis (Landsmeer, 1962) and focused on investigating grasping in the static phases

only. They also reviewed Napier’s classification (Napier, 1956) and argued that

for clinical settings, a more detailed classification is necessary when positions

are stressed in evaluation and re-education of disabled hands. They agree with

Napier’s classification and present grasp categories that are based on the nature of

the task (Napier, 1956) and argue that the position of the fingers can also deter-

mine the characteristics of grasping patterns and therefore introduce grasp types

as part of these grasp categories. They present power grip category which is de-

fined as the grasp where a wide area of hand, including part of the palm, makes

contact with the object and includes five grasp types: standard type (PoS, Figure

3.5 a) hook type (PoH, Figure 3.5 b), index finger extension type (PoI, Figure 3.5

c), grip extension type (PoE, Figure 3.5 d) and distal type (PoD Figure 3.5 e).

While Landsmeer’s work suggested that precision grasping (handling) refers to

dynamic grasps, Kamakura et al. (Kamakura et al., 1980) present precision cat-

egory as part of their analysis of static grasps. The category includes five grasp

types: parallel mild flexion grip (PMF Figure 3.6 a), surrounding mild flexion grip
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(a) PoS (b) PoH (c) PoI (d) PoE (e) PoD

Figure 3.5: Power grasp types classified in three grasp categories: Power, Preci-
sion and Intermediate as described by Kamakura et al. (Kamakura et al., 1980):
Pos - Standard Type, PoH - Hook Type, PoI - Index Finger Extension, PoE - Ex-
tension Type, PoD - Dystal Type.

(SMF Figure 3.6 b), tip prehension (Tip Figure 3.6 c) parallel extension grip (PE

Figure 3.6 d).

Napier mentioned the possibility of a combined grip in his classification (Napier,

1956), however his definition of a combined grip referred to grips where the hand

is required to use a power and precision grip at the same time (two different grasps

are performed at the same time with the same hand), the grasps being still cate-

gorised as power or precision. Kamakura et al. (Kamakura et al., 1980) introduced

Intermediate grasps, where the hand is in intermediate position between power

grip and precision grip and include four grasp types: lateral grip (Lat Figure 3.7

a), tripod grip (Tpd Figure 3.7 b), tripod variation 1 (TV1 Figure 3.7 c) and tripod

variation 2 (TV2 Figure 3.7 d).

A similar approach was followed in (Bendz, 1974) where the authors focused on

supplementing Napier’s classification and suggested Flexion Grip and Extension

Grip as subtypes of both the power and the precision grips, however they did

not mention how to differentiate between these two grasp types. While previous

taxonomies presented common posture names (Schlesinger, 1919), described pat-
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(a) PMF (b) SMF (c) Tip (d) PE

Figure 3.6: Precision grasp types classified in three grasp categories: Power, Pre-
cision and Intermediate as described by Kamakura et al. (Kamakura et al., 1980):
PMF - Parallel Mild Flexion Grip, SMF - Surrounding Mild Flexion Grip, Tip -
Tip Prehension, PE - Parallel Extension

(a) Lat (b) Tpd (c) TV1 (d) TV2

Figure 3.7: Intermediate grasp types classified in three grasp categories: Power,
Precision and Intermediate as described by Kamakura et al. (Kamakura et al.,
1980): Lat - Lateral Grip, Tpd - Tripod Grip, TV1 - Tripod Variation 1, TV2 -
Tripod variation 2.
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terns based on task (Napier, 1956) or analysed the terminology for various grasp-

ing phases (Landsmeer, 1962), Kamakura et al. (Kamakura et al., 1980) used the

grasp types proposed to further link them to specific objects, to provide a clear

and structured taxonomy of grasp types (See Figure 3.8).

Figure 3.8: Taxonomy of grasp types connected to objects as presented in
(Kamakura et al., 1980)

A different approach to creating subtypes of the power and precision grasp cate-

gories defined by Napier (Napier, 1956) and defining intermediate categories was

followed by Lyons (Lyons, 1985). He defined a set of three grasps: Encompass

Grasp, which represents a power grasp and shows the hand completely enveloping

the object being grasped; Lateral grasp, which is defined as a pinch grasp which
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is intended to be used for precise manipulation of long objects, as opposed to Ka-

makura et al. (Kamakura et al., 1980)’s definition of a lateral pinch describing

an intermediate grasp representing small, flat objects being grasped between the

lateral aspect of the middle or distal phalanx of the index finger and the pulp of the

thumb (see Figure 3.7); and Precision grasp which is defined as a general grasp

where the grasped object is held between the finger tips and allows the maximum

amount of possible manipulation. However, unlike Kamakura et al. (Kamakura

et al., 1980) who proposed subtypes of grasp categories based on finger positions

during grasping, Lyons particularized each of these categories to suit the size and

shape of the target object. For example, the distance between the thumb and the

fingers in a lateral grasp will be a function of the anticipated object size, sug-

gesting that these three grasps will remain the same with the measurement to be

changed being grasp aperture only. Similar to Kamakura et al. (Kamakura et

al., 1980) he also emphasizes the need for defining intermediary grasps between

power and precision, however, instead of proposing an Intermediate category with

subtypes, Lyons defined a metric Grasp Index (GI) that shows the firmness and

precision required for a grasp and presents four possible categories: No Precision,

No Firmness (NP, NF); Precision, No Firmness (P, NF); No Precision, Firmness

(NP, F) and Precision, Firmness (P,F) and presents these categories linked to ob-

jects of different shapes and sizes as shown in Figure 3.9.

In the robotics literature, Cutkosky and colleagues (M. Cutkosky & Wright, 1986;

M. R. Cutkosky & Howe, 1990; M. R. Cutkosky, 1989) also extended Napier’s

precision and power classification by further classifying power grasping into nine

grasp subtypes and precision grasping into seven subtypes using a set of grasp

attributes. In power grasps, the emphasis is on grasp stability and security while

in precision grasps the emphasis is on dexterity (see Section 3.4). The complete

grasp taxonomy is shown in Figure 3.10.
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Figure 3.9: Taxonomy of grasp types categorised based on Grasp Index (GI) show-
ing four categories: No Precision, No Firmness (NP, NF); Precision, No Firmness
(P, NF); No Precision, Firmness (NP, F) and Precision, Firmness (P,F) and the
three grasps presented: Encompass Grasp (ENC); Lateral Grasp (LAT) and Preci-
sion Grasp (PRE) as described by (Lyons, 1985)
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Figure 3.10: Taxonomy of grasp types categorised by Power and Precision grasp
categories with subtypes

3.5.2 Thumb Adducted/Abducted Classification

Napier (Napier, 1956) noted that the level of precision in a power grasp is de-

pendent on the position of the thumb and therefore introduces the analysis of the

posture of the thumb in two patterns: abducted and adducted (see Figure 3.11),

where the thumb fulfils the need for stability. He showed that in the power grip

the thumb is adducted at both metacarpo-phalangeal and carpo-metacarpal joints

while in the precision grip the thumb is abducted at both these joints. In general,

he claims that the greater the force required of the grip as a whole, the more the

thumb is required to act as a reinforcing mechanism and less it is able to contribute

to precision as seen in Figure 3.12. Kamakura et al. (Kamakura et al., 1980) also

introduced the Adduction category where the thumb is not involved and defines

a grasp where a small, light object is held between adjacent fingers. Other uses
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(a) Thumb Adducted (b) Thumb Abducted

Figure 3.11: Thumb positioning in grasping recognition according to the Human
GRASP Taxonomy for grasping real objects (Feix et al., 2016)

(a) A (b) B (c) C (d) D

Figure 3.12: A series of hammer grips demonstrating the changing relationship of
the thumb to the shaft of the hammer as the size of the tool increases. Subfigure
A presents a pin hammer, Subfigure B presents a Warrington hammer, Subfigure
C presents a cross-pein hammer and Subfigure D presents a ball-pein hammer
(Napier, 1956)

of this posture are seen when small objects need to be removed from tight places,

such as grasping coins from pockets (MacKenzie & Iberall, 1994), which Napier

defined as scissors grip while Kapandji (Kapandji, Honoré, & Poilleux, 1982)

anatomically described it as the interdigital latero-lateral grip.
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3.5.3 Opposition and Virtual Finger Classification

Another way to analyse what the hand is doing in prehension is to focus on the

fact that a posture involves at least two forces being applied in opposition to each

other against the object’s surfaces (MacKenzie & Iberall, 1994). Iberall et al.

(Iberall, Bingham, & Arbib, 1986) used the term opposition to describe three basic

directions along which the human hand can apply forces. Based on the theory that

prehensile postures are constrained by the way the hand can apply opposing forces

around an object for a given task, they propose a grasp classification method based

on three types of opposition: pad opposition, palm opposition and side opposition

as shown in Figure 3.13.

Pad opposition occurs between hand surfaces along a direction generally parallel

to the palm. This usually occurs between volar surfaces of the fingers and thumb

near or on the pads. Palm opposition occurs between hand surfaces along a direc-

tion generally perpendicular to the palm and Side opposition occurs between hand

surfaces along a direction generally transverse to the palm (MacKenzie & Iberall,

1994). Using this theory, Iberall et al. (Iberall et al., 1986) proposed that existing

classifications can be reanalysed to consider the types of opposition in defining

grasp types. For example, they show that the basic precision grasp proposed by

Iberall and Lyons (T. Iberall, 1984) which involved the separate use of the index

finger from the middle finger can now be explained as pad opposition between

the thumb and the index finger, in conjunction with side opposition between the

thumb and the middle finger. Their grasp taxonomy provides mapping of ex-

isting taxonomies such as the work of Schlesinger (Schlesinger, 1919), Napier

(Napier, 1956), Iberall and Lyons (T. Iberall, 1984) and Cutkosky and Wright

(M. Cutkosky & Wright, 1986) to show types of opposition for every posture pro-

posed in previous taxonomies.
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Figure 3.13: Grasping postures consist of combinations of three basic ways the
hand can provide oppositions around objects. The solid line shows the opposition
vector seen in the object. The shaded area represents the plane of the palm. A.
Pad opposition which occurs along an axis generally parallel to the palm; B. Palm
opposition which occurs along an axis generally perpendicular to the palm and
C. Side opposition which occurs along an axis generally transverse to the palm
(MacKenzie & Iberall, 1994)

.

Figure 3.14: Oppositions can be described in terms of virtual fingers, relative to
a hand coordinate frame placed on the palm. A shows pad opposition, B shows
palm opposition and C shows side opposition as described by (Iberall, 1987)
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In an observation study focusing on how users grasp different sized mugs, Arbib

et al. (Arbib, 1985) noted that the length of the mug handle influenced the number

of fingers used for the grasp. However, they show that the task remained the

same: a finger was placed on top of the handle, one or more fingers were placed

inside the handle and if available, fingers were placed against the outside of the

body (MacKenzie & Iberall, 1994). Based on this, they suggested that each of

these functions were being performed by a virtual finger (VF) as the method for

applying the force. A virtual finger is an abstract representation, a functional unit

for a collection of individual fingers and hand surfaces applying an oppositional

force. Real fingers group together into a virtual finger to apply force or torque

opposing other VFs or task torques (MacKenzie & Iberall, 1994).

Figure 3.14 shows that two virtual fingers apply forces in opposition to each other

and the direction of these forces is relevant in order to clarify the type or types of

oppositions: pad opposition occurs (Figure 3.14 A) along the X axis between the

thumb as VF1 and one or more fingers as VF2. Palm Opposition (Figure 3.14 B)

occurs along the Z axis between the palm as VF1 and the fingers as VF2. Side

opposition (Figure 3.14 C) occurs along the Y axis between the thumb as VF1 and

the index finger as VF2.

Opposition and virtual fingers can be identified in existing grasp types presented

in the above-mentioned taxonomies; Palm opposition is used in the coal hammer

grasp (Napier, 1956), cylindrical grasp and spherical grasp (Schlesinger, 1919)

where the palm (VF1) is in opposition to the fingers and thumb (VF2). Pad

opposition is used in precision grasps such as palmar pinch and tip prehension

(Kamakura et al., 1980), where the thumb (VF1) is in opposition to one or more

fingers (VF2). Side opposition is used in lateral prehension, between the thumb

(VF1) and the radial side of the fingers (VF2) as well as in the adduction grip

(Kamakura et al., 1980) where one digit (VF1) is in opposition to another digit
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Authors Grasp Terminology
(Schlesinger, 1919) cylindrical, tip, hook, palmar, spherical, lateral
(McBride, 1942) whole hand grasp, palm, digits grasp, thumb, finger grasp
(Griffiths, 1943) cylinder grip, ball grip
(Slocum & Pratt, 1946) grasp, pinch, hook
(Napier, 1956) power grip, precision grip, combined grip, hook grip
(Landsmeer, 1962) power grasp, precision handling

(Kamakura et al., 1980)

power-grip standard, power grip-index ext,
power grip-extension, parallel mild flexion grip,
tip prehension, surrounding mild flexion grip,
parallel extension grip, tripod grip,
tripod grip-var 1, tripod grip-var 2, lateral grip,
power grip-hook, power grip-distal, adduction grip

(M. R. Cutkosky & Howe, 1990)

large diameter, small diameter, medium wrap,
adducted thumb, light tool, thumb-4 finger,
thumb-3 finger, thumb-2 finger, thumb-index finger,
disk, sphere, tripod, lateral pinch, hook, platform push

Table 3.1: Overview of grasp terminology proposed by researchers in grasp tax-
onomies.

(VF2) (MacKenzie & Iberall, 1994),

3.6 The GRASP Taxonomy of Human Grasp Types

3.6.1 Rationale

The majority of grasp taxonomies have been developed with the goal of under-

standing what types of grasps humans commonly use in everyday tasks and were

further used as an inspiration for designing robotic and prosthetic hands. However,

due to the complexity and variety of uses of the human hand, the classification and

categorisation of the hand function is a challenging task (Feix et al., 2016) which

led to a lack of consensus in defining the terminology of a range of grasp types

that humans commonly use. Table 3.1 shows an overview of the proposed grasp

terminology by researchers, showing the variety of grasp names proposed in the
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literature. To allow a better understanding of the human hand and create a frame-

work for investigating human hand use for various tasks and objects, Feix et al.

(Feix et al., 2009) emphasized the need for creating a common terminology of

grasp types to allow further investigation into human hand use.

3.6.2 Terminology

To create this common terminology and develop a complete grasp taxonomy, Feix

et al. (Feix et al., 2009) reviewed 22 existing grasp taxonomies from literature

ranging from the field of robotics, developmental medicine, occupational ther-

apy and biomechanics. They reviewed grasping classes defined by researchers

and provided an overview for categorising static grasps, also known as grasps

where the object is in constant relation to the hand (Landsmeer, 1962). They re-

viewed the methodology of categorising grasps in power, precision and intermedi-

ate grasps (see Section 3.5.1), the basic directions relative to the hand coordinate

frame in which the hand can apply forces on the object to hold it securely, also

known as opposition types (see Section 3.5.3), thumb adduction and abduction

(see Section 3.5.2) and the way several fingers work together as a functional unit,

known as virtual finger (see Section 3.5.3). They grouped similar grasps together

and presented them in a matrix, where columns are arranged according to Power,

Intermediate and Precision requirements, with the next finer differentiation being

the type of opposition (Palm, Pad or Side Opposition). The opposition type is also

defining the VF1: in the case of Palm Opposition, the palm is mapped into VF1;

in Pad and Side Opposition, the thumb is VF1. Then, the position of the thumb

is used to differentiate between the two rows. Figure 3.15 shows this taxonomy

that describes 33 grasp types, more than the previously developed taxonomies of

Kamakura et al. (Kamakura et al., 1980) (14 grasps), Cutkosky (M. R. Cutkosky

& Howe, 1990) (16 grasps) or Kapandji et al. (Kapandji et al., 1982) (21 grasps),
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being the most complete grasp taxonomy to date.

Figure 3.15: The most complete Human GRASP Taxonomy to date, presented in
(Feix et al., 2009).

3.6.3 Taxonomy Use

Being the most up to date and complete grasp taxonomy, researchers further used

it to analyse grasping patterns in the presence of different parameters, to create

more complete grasp taxonomies based on influencing parameters. Bullock et al.

(Bullock et al., 2013) used the GRASP taxonomy as a basis in finding small sets

of versatile human grasps. For this, they analysed 19 hours of video with over

9000 grasp instances from two housekeepers and two machinists and used the

terminology provided in the GRASP taxonomy to tag the grasps collected. Fur-

ther, they analysed the number of times each grasp was used for each profession
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and provided an overview of the most common grasps used by machinists and

housekeepers.

Feix et al. (Feix et al., 2014b) also emphasized the need for investigating the

properties of objects humans interact with on a daily basis and correlating them to

grasp choices (from the GRASP taxonomy) for a better understanding of grasping

patterns in real environments. This assumption that object characteristics influ-

ence grasping patterns has served as basis for the development of the first grasp

taxonomies (Schlesinger, 1919; Kamakura et al., 1980), however, a detailed anal-

ysis of object characteristics has not been conducted before. To address this, Feix

et al. (Feix et al., 2014b) conducted a user study where they focused on cat-

egorising grasps and objects and correlating them for a better understanding of

their relationship. For this, they recorded two machinists and two housekeepers

while wearing a head-mounted camera during eight hours of professional work.

Two raters then tagged the right-handed grasps in the video, using the common

GRASP terminology (Feix et al., 2009). They showed that object characteristics

and task influence grasping patterns in real environments, providing recommen-

dations for improving robotic grasping models.

They connected the defined object properties, to grasp types and categories (from

the GRASP taxonomy of human grasp types (Feix et al., 2009)) and developed

a grasp taxonomy, showing that the most common grasp type for all objects is

medium wrap, which is consistent with the finding of (Bullock et al., 2013). How-

ever, when looking at individual object categories, grasping patterns vary for both

grasp types and grasp dimension. Cylinder-shaped objects are generally grasped

with a medium wrap while small and lightweight objects are generally grasped

with the lateral pinch. Moreover, long objects are usually grasped from the side,

rather than using the longest dimension. A disk is usually grasped from the top,

whereas a short prism is grasped by the smallest dimension and irregular objects
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unsurprisingly show the largest variation in the grasped dimension. These findings

indicate that object properties influence grasping patterns in real environments and

therefore emphasize the importance of correlating grasp patterns to object char-

acteristics for a deep understanding of human grasping approach. Moreover, they

show that their proposed methodology of analysing grasp category and grasp type

against influencing parameters such as object characteristics provides detailed and

insightful information on grasping patterns in real environments.

Feix et al. (Feix, Bullock, & Dollar, 2014a) extended this taxonomy by focus-

ing on how strongly different properties of the task influence grasp choice and

how well those properties can predict the grasp chosen. For this, they assigned

each task a set of properties that they hypothesized were important for grasping

and that could also be easily assigned by visual observation: constraints, which

describe the degrees of freedom and nature of the constraints of the grasped ob-

ject; functional class, which describes at a high-level what is being done with the

object; and force, which describes whether the force being applied is to lift the

object or based on some additional task property such as opening a door. Using

the same recording of the two machinists and housekeepers (Feix et al., 2014b),

the authors tagged the tasks and the corresponding grasp types to extend the grasp

taxonomy. Their results show that task influences the choice of grasp, presenting

patterns of grasp choice for independent tasks (for example the Ring grasp is pri-

marily used for "turning knob" and "turning handle"). Their approach has shown

to provide useful information about the objects that people interact with, the tasks

people perform and the grasps they use. This information is useful for defining

performance specifications and testing conditions for robotic hands, providing ba-

sic heuristics for developing grasp planners, targeting rehabilitation efforts toward

essential hand functionality and aiding in the design of haptic interfaces or other

devices that should interact with the hand in a natural manner (Feix et al., 2014a).
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Therefore, the work of Feix et al. including the definition of a common termi-

nology of grasp types (Feix et al., 2009) as well as the analysis of object char-

acteristics (Feix et al., 2014b) and task properties (Feix et al., 2014a) in corre-

lation with grasp patterns is an important contribution to the grasping commu-

nity, especially for developing robotic grasp models (Elangovan, Chang, Gao,

& Liarokapis, 2022; Liu, Jiang, Liu, & Ming, 2022), being the state of the art

method in developing grasp taxonomies for a deep understanding of grasping pat-

terns in real environments. Therefore, the work presented in this thesis will use

this method as a basis for developing the first VR grasping taxonomy, adapting it

based on VR requirements and limitations, which are described in more detail in

Chapter 4.
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4 | A Method for the First VR Taxonomy of

Grasps

4.1 Introduction

Analysing grasping patterns directly in VR is key to revealing user behaviour

and informing design decisions when developing intuitive grasp interactions, as

emphasized in Chapter 2. While virtual grasping is still a challenge, grasping

real objects has been highly explored before, with researchers developing grasp

taxonomies to provide a common terminology and framework of grasp patterns

and how they change based on influencing factors such as object characteristics

(Feix et al., 2014b) and task (Feix et al., 2014a) as emphasized in Chapter 3.

Taxonomies have also been highly used in HCI, due to the number of available

technologies and interactions emerging, which leads to an overwhelming situation

for researchers, users and developers who try to understand them from different

viewpoints. Therefore, HCI researchers developed taxonomies to help them rea-

son, compare, elicit and create the appropriate techniques for the problem at hand,

in various domains such as gesture-based systems (Scoditti, Blanch, & Coutaz,

2011), User Interfaces (UI) (C. O. Seneler, Basoglu, & Daim, 2008), voice com-

mands (Pérez-Quiñones, Capra, & Shao, 2003), data visualisation (Kleinman,

Preetham, Teng, Bryant, & Seif El-Nasr, 2021), VR (Muhanna, 2015), and AR

(Hertel et al., 2021).

This chapter presents existing literature on taxonomy development in HCI, re-

viewing methods for collecting and synthesizing data in taxonomies. Inspired

by current HCI methods, VR limitations and state-of-the-art grasp taxonomies in

real environments as presented in Chapter 3, a method for developing the first VR
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Taxonomy of Grasp Types is proposed. The method proposes elicitation studies

following Wizard of Oz methodology to be conducted for grasp data collection,

and a labelling process inspired by real grasping literature to label and synthesize

the grasps in a taxonomy. The baseline environment and labelling process con-

ducted for every user experiment presented in this thesis are also detailed in this

chapter.

This chapter is structured as follows: Section 4.2 presents taxonomies in HCI,

Section 4.3 presents data collection methods for taxonomies, Section 4.4 presents

the novel method for developing a VR grasp taxonomy, Section 4.5 presents the

baseline environment for elicitation studies, Section 4.6 presents grasp classifica-

tion metrics, Section 4.7 presents grasp labelling and Section 4.8 presents method

overview where the modifications of the fundamental method for each user exper-

iment presented in the thesis is detailed.

4.2 Taxonomies

Taxonomies have been used for a long time, from the work of Aristotle, who was

the first to classify all living things, to taxonomies being developed for realising

the metaverse today (S.-M. Park & Kim, 2022) and have highly contributed to

technological advancements in various domains. This contribution is evident in

the literature, with taxonomies developed decades ago still being addressed, im-

proved and used as guidelines for emerging research work. In 1997, Gabbard

(Gabbard, 1997) developed a taxonomy to lay a scientific foundation for devel-

oping high-impact methods for usability engineering of VEs. He collected data

from literature and user interviews and synthesized the results in a thorough clas-

sification, enumeration and discussion of usability issues which has influenced

emerging research work in VR (Papadimitriou, 2019). Later, Agah and Tanie
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(Agah & Tanie, 1999) presented a taxonomy of research on human interactions

with intelligent systems. They classified interactions based on research approach,

application, system autonomy, interaction distance and interaction media follow-

ing an extensive literature review. The taxonomy has been later used for updated

reviews of interaction modes (Lazaro et al., 2021) or frameworks for human robot

interactions (Beer, Rieth, Tran, & Cook, 2017).

With taxonomies showing promising results for defining common terminology

and informing new research directions for the HCI community, the development

of taxonomies has become common as a required step in filling a gap in the lit-

erature. For example, Hertel et al. (Hertel et al., 2021) identified a gap in un-

derstanding common interaction techniques for current immersive AR systems

and therefore developed a taxonomy that focused on two dimensions: task and

modality. For this, they conducted an extensive literature review and determined

the characteristics of the taxonomies based on trends and keywords which were

tagged iteratively by a group of researchers. The authors emphasized the impor-

tance of this taxonomy for novice researchers as well as experienced researchers to

obtain comprehensive information about interaction techniques and insights about

trends in immersive AR environments. Karam and Schraefel (Karam & Schraefel,

2005) focused on understanding trends in gesture-based computer interactions and

conducted a literature review and a tagging session where they found four main

categories: gesture styles, application domains and input and output technologies.

This taxonomy was created with the aim of building on the knowledge gained

across different domains and moved gesture-based interactions out of the research

labs and into everyday computing applications and has served as guideline for

hand gesture classification algorithms (Gadekallu et al., 2021). Moreover, since

gesture-based systems are still a challenge, researchers also used it to create new

iterations of gesture-based taxonomies that take into consideration current tech-
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nological advancements (Carfi & Mastrogiovanni, 2021). Scoditti et al. (Scoditti

et al., 2011) identified the lack of a common framework for comparative analysis

of gesture-based interaction techniques based on accelerometers. To address this,

they proposed a taxonomy that encapsulates gesture styles, applications domains,

input and output technologies to provide a systematic structure for comparing and

developing new gesture interaction techniques. Following an extensive literature

review, which also included existing taxonomies, the authors organised the data

in a controller vocabulary where each interaction type was classified without am-

biguity. The taxonomy showed to be useful for designers, which used the frame-

work to predict difficulties that users would encounter with different interaction

techniques (Maranan et al., 2014).

This approach of developing taxonomies by collecting data through extensive lit-

erature reviews has been widely used in HCI (Klompmaker, Paelke, & Fischer,

2013). However, researchers emphasized that the choice of search terms and

databases when conducting literature reviews can lead to incomplete taxonomies

(Jonas et al., 2019). Moreover, Kreimeier and Gotzelmann (Kreimeier & Gotzel-

mann, 2020) showed that key points regarding the studied subjects are in some

cases missing due to incomplete literature, therefore resulting in taxonomies that

do not cover every aspect of interest. To address these limitations, researchers

also looked into involving the user in collecting data for taxonomies, showing that

additional user studies can further validate the usefulness and coverage of existing

data collected during literature reviews (Adamides, Christou, Katsanos, Xenos, &

Hadzilacos, 2015).

Consequently, aiming to provide an overview of important parameters for devel-

oping HCI interfaces, Seneler et al. (C. O. Seneler et al., 2008) created a taxonomy

based on data collected directly from users, by conducting user interviews, focus

groups and brainstorming sessions with experts, asking them strategic questions
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about technology adoption metrics such as task, product and information content

in common HCI techniques. Due to its completeness, this work has been further

used as a guideline in exploring technology adoption for various systems such as

smart-phones (Aldhaban, Daim, & Harmon, 2015) or online services (C. Seneler,

Daim, & Basoglu, 2010). A similar approach was followed by Perez-Quinones et

al. (Pérez-Quiñones et al., 2003) who developed a taxonomy of voice interfaces

by conducting several focus groups and interviews which later informed the de-

velopment of voice-based multi-modal user interfaces (Schneider & Balci, 2006).

While user interviews have shown to produce interesting insights for taxonomy

development, researchers showed that for taxonomies of interaction techniques,

observing the user while naturally interacting with a system might provide a bet-

ter understanding of how the original experience changes for various HCI sys-

tems (Jain et al., 2021). Therefore, aiming to develop a taxonomy of activities

that users engage in when interacting with game data visualisation, Kleinmann

et al. (Kleinman et al., 2021) conducted a qualitative usability study where they

asked participants to use the visualization system for a set of predefined tasks, to

directly observe their approach for intuitive interactions. Other works focused on

conducting elicitation studies to involve the users in the design phase instead of

evaluating already existing systems. Yan et al. (Yan et al., 2018) conducted an

elicitation study and invited participants to design physical gestures for a prede-

fined set of objects in VR, which were then synthesized in a gesture taxonomy.

Camp et al. (Camp, Schick, & Stiefelhagen, 2013) conducted a user study to ob-

serve the user while performing one-arm clicking gestures for distant interaction

and developed a taxonomy for clicking gestures based on data collected from the

participants. While there is a large body of work in taxonomies focused on liter-

ature reviews, involving the user in collecting data has shown promising results

in achieving accurate and complete taxonomies, which increased the popularity

86



Birmingham City University CEBE

of this method within the HCI community, with various interaction taxonomies

being developed for understanding and improving interaction systems.

This section presented an overview of methods, use and contribution of taxonomies

in the HCI community. Taxonomies are often built on top of other taxonomies

or methods for classifying knowledge (Motejlek & Alpay, 2021) and therefore

contributing to achieving deeper knowledge on specific topics and developing

common terminology for smooth adoption and improvement of concepts by the

community (Jain et al., 2021). While taxonomies were often used as a way of

organizing literature reviews in a way that is accessible for other researchers and

then serve as a guideline for further research work (Karam & Schraefel, 2005),

researchers also focused on conducting user studies for collecting data when de-

veloping interaction taxonomies, to allow better observation and synthetization

of common interaction types performed directly in the environment in question

(Kleinman et al., 2021). This approach was also followed for developing grasp

taxonomies in real environments, where grasp data was mainly collected through

user observation (Feix et al., 2014a, 2014b). However, grasping interaction in VR

has not been fully explored before (as presented in Chapter 2) and a grasping tax-

onomy for VR interactions has not been developed yet. The next section provides

an overview of a novel methodology for developing grasping taxonomies in VR

based on work conducted in both HCI and real grasping.

4.2.1 Taxonomy Development Methods

Taxonomies developed for real grasping were often using data collected from re-

searcher’s observation of their own hands and grasping actions (Napier, 1956)

or collecting data by observing users grasp objects in their natural environment

(M. R. Cutkosky, 1989; Kamakura et al., 1980; Feix et al., 2014a) as described in

Chapter 3.
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For interactions in virtual environments, researchers focused on conducting liter-

ature reviews (Kreimeier & Gotzelmann, 2020) or following research methodolo-

gies that involve the user in generating data included in the taxonomy such as user

interviews (Jain et al., 2021), focus groups (C. O. Seneler et al., 2008), evaluative

user studies (Kleinman et al., 2021), where the user is asked to use an existing

system to evaluate its usability and limitations, or generative user studies (also re-

ferred to as elicitation studies), where the user is asked to design new interactions

for a specific environment (Yan et al., 2018). However, a method for developing

grasping taxonomies for VR has not been proposed yet.

To allow future development of intuitive grasp models in VR, a grasping taxon-

omy needs to provide common terminology and a framework for grasping patterns

and their influencers, inspired by the work of (Feix et al., 2014a, 2014b) who anal-

ysed parameters that influence grasping in real environments, insights that were

later used for developing and improving robotic grasp models (Elangovan et al.,

2022). Therefore, the VR grasp taxonomy proposed in this thesis focuses on

providing a framework for grasp patterns and parameters that influence grasping

approaches in VR, that can be later used as decision-making tools where design-

ers and researchers can search for existing guidelines on developing virtual grasp

models. For this, a methodology for developing grasp taxonomies based on cur-

rent literature is provided.

While methods for developing virtual grasp taxonomies have not been presented, a

notable method for taxonomy development for virtual environments was proposed

by Nickerson et al. (Nickerson, Varshney, & Muntermann, 2013) who emphasized

the three important steps for developing a complete and accurate taxonomy: col-

lection of the data, definition of taxonomy dimensions, and classification of the

collected data in the dimensions proposed. Moreover, as part of their method-

ology the authors suggest that researchers should focus both on literature and
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case studies to examine the field and solve the situation of having limited empiri-

cal taxonomy data, and therefore suggest an iterative methodology. This iterative

methodology refers to researchers starting with a subset of objects/parameters that

they want to classify. Next, the researchers identify characteristics of these ob-

jects and group them in dimensions of the first iteration of the taxonomy. The

first taxonomy is then reviewed and additional conceptualizations that might not

have been identified in the first iteration are defined, and another dataset is col-

lected and grouped in another taxonomy iteration. This process is repeated until

the taxonomy has sufficient comprehensiveness and extendibility, however, this

closure is subjective and difficult to define, with more work required to clarify

it. This iterative methodology has been used for developing taxonomies in HCI

(Hertel et al., 2021) and also furthered by Omair et al. (Omair & Alturki, 2020) to

provide a framework of all forms of reasoning logic that are used in this process.

They emphasize the important steps between data collection and account of find-

ings which include: managing collected data, describing taxonomy dimensions,

classifying data in dimensions and developing and assessing interpretations.

Other methods that have been explored for taxonomy development include the

principles of faceted analysis approach (Kwasnik, 1999). The essence of facet

analysis is sorting of terms in a given field of knowledge into homogenous, mu-

tually exclusive facets, each derived from the parent universe by a single char-

acteristic of division (Kwasnik, 1999), with the main challenge being to build

classifications that are flexible and can accommodate new phenomena. Over time,

facets have been reinterpreted and used in various domains including VR and AR

taxonomies (Motejlek & Alpay, 2021). Another notable method for developing

taxonomies for interaction techniques in VEs is the work of Bowman and Hodges

(Bowman & Hodges, 1999) who proposed testbed evaluations, also known as ex-

perimental research to analyse interaction techniques for taxonomy development.
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Their method works through creation of testbeds, environments and tasks that

involve all of the important aspects of a task, that test each component of a tech-

nique, consider outside influences on performance and have multiple measures.

Taking into consideration the state-of-the-art methodology for developing grasp

taxonomies in real environments (Feix et al., 2014a, 2014b) and methodologies

for developing interaction taxonomies in VEs, a method for VR grasp taxon-

omy development is presented. Following the work of Feix et al. (Feix et al.,

2014a, 2014b) in real environments and work in virtual environments (Nickerson

et al., 2013; Omair & Alturki, 2020) the method for developing a VR grasping

taxonomies follows the main stages of taxonomy development: data collection,

definition of taxonomy dimensions and classification.

When collecting data for HCI taxonomies, researchers focused on literature re-

views and user experiments. Since grasping interaction has not been fully ex-

plored in VR, literature reviews for collecting taxonomy data would not provide

the required knowledge and therefore data collection in this thesis is done through

user experiments. When conducting user experiments for real grasping analysis,

Feix et al. (Feix et al., 2014a, 2014b) observed two machinists and two house-

keepers while using their hands during normal professional work, for at least eight

hours per subject. However, due to current nature of VR technology, observing

users while interacting with objects in VR for long periods of time could lead to

cyber-sickness (Martirosov, Bures, & Zítka, 2022) and therefore the use of testbed

environments is preferred (Nieuwenhuizen, 2015; Mayer et al., 2021). Hence, this

thesis presents a set of experimental research studies to analyse grasping interac-

tion patterns in VR and how these are influenced by different parameters. The

methodology for collecting data through user experiments is presented in more

detail in Section 4.3.
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For defining the taxonomy dimensions, HCI taxonomies focused on relevant cat-

egories for providing a complete overview of the metrics evaluated (Jain et al.,

2021). To ensure a complete analysis of grasping patterns in VR, the work pre-

sented in this thesis followed the methodology of Feix et al. (Feix et al., 2014a,

2014b) who identified the main parameters that influence grasping in real environ-

ments (object characteristics and tasks) and the metrics that commonly describe a

stable grasp posture (grasp category and grasp type) as presented in Chapter 3. To

facilitate the development of a complete VR grasp taxonomy, this work followed

an iterative methodology (Nickerson et al., 2013), meaning that the taxonomy

presented in this thesis is developed in iterations, over multiple user studies.

To classify the collected data, this work followed the methodology of Feix et al.

(Feix et al., 2014a, 2014b) where the grasps were labelled by researchers using the

common terminology of grasp types (Feix et al., 2009). This method of tagging/

labelling collected data by experts against a predefined framework is common in

HCI taxonomy development (Hertel et al., 2021). The methodology for labelling

and classifying the data is presented in more detail in Section 4.7.

4.3 Data Collection for Taxonomies

For selecting the most appropriate methodology for collecting data directly from

the user in a testbed environment, research methods used in HCI for observing

user behaviour in a testbed environment were reviewed. Evaluative research meth-

ods refer to methods that involve the user in testing existing prototypes, products

or interfaces by collecting performance measures such as task speed, accuracy and

preference measures such as aesthetic and emotional response (Kleinman et al.,

2021). These methods are often used to evaluate usability of VR environments

and have been highly used to assess problems and limitations of interaction in
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VR (Paes & Irizarry, 2018). While these methods are highly used and provide

insightful results for interaction designers, they can only be used on prototypes or

products that have already been developed and need improvement. Since grasp-

ing in VR has not been fully explored before and a natural and intuitive grasping

model does not exist, evaluative research methodologies are not appropriate to

use for the experiments conducted in this thesis. This emphasized the need for

evaluating design research methods, where the user informs design and develop-

ment of new prototypes and systems based on user feedback that can be classified

in taxonomies (Camp et al., 2013). Various design research methods have been

explored in HCI to inform design decisions, including user interviews, surveys,

diary studies, contextual inquiry, experience sampling and other mixed methods,

however, for developing interaction taxonomies researchers focused on asking the

users to propose gesture sets that are natural and intuitive for various tasks and ob-

jects. This method is known as elicitation and has offered significant contributions

towards the design of intuitive user interfaces (Ortega et al., 2019) and interaction

taxonomies (Wobbrock, Morris, & Wilson, 2009; Rodriguez & Marquardt, 2017;

Ali, Morris, & Wobbrock, 2021).

4.3.1 Elicitation

Gesture elicitation is a technique that emerges from the field of participatory de-

sign (Morris et al., 2014) which aims to enable those who will use the technology

to have a voice in its design, without needing to speak the language of professional

technology design (Simonsen, 2012). Elicitation studies refer to a methodology in

which the experimenter shows a referent, known as the effect of an action or fea-

tures of the user interface that can be controlled independently using a command,

and asks participants to perform the interaction that would produce that effect

(Villarreal-Narvaez, Vanderdonckt, Vatavu, & Wobbrock, 2020). As emphasized
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in Chapter 2, a big challenge in HCI is finding a feasible interaction dictionary

that is easy to remember and intuitively performed by users. To address this,

researchers started to use gesture elicitation studies, which are now popular and

resourceful for informing the design of intuitive gesture commands, reflective of

end-users’ behaviour, for controlling all kinds of interactive devices, applications

and systems (Villarreal-Narvaez et al., 2020). The approach of prompting users

with referents (also known as effects of an action such as a button that elicits a

click) and having them perform signs or causes of those actions dates back to

1984 when Good et al. (Good, Whiteside, Wixon, & Jones, 1984) used this ap-

proach to develop an intuitive command-line e-mail interface. Later, Nielsen et

al. (Nielsen, Stoerring, Moeslund, & Granum, 2003) proposed a procedure for

designing a gesture vocabulary for hands-free computer interaction in ubiquitous

computing, focusing on taking into account users’ viewpoint regarding intuitive

interactions, ergonomics and learning rates. The procedure focuses on identifying

the functions required by the application and collecting the gestures from the user

domain by taking users through scenarios where they are required to communi-

cate the functions previously identified, with this communication being recorded

for further analysis.

Subsequently, Wobbrock et al. (Wobbrock, Aung, Rothrock, & Myers, 2005;

Wobbrock et al., 2009) developed the end-user elicitation study method, aiming

to make interactive systems more guessable, learnable and usable. First, they

introduced the user elicitation approach for symbolic input in the form of a guess-

ability method, showing that high guessability is desired for successfully meeting

users’ attempts at performing gestures, typing commands or using buttons despite

their lack of knowledge of the relevant symbols (Wobbrock et al., 2005). For

this, they asked participants to propose symbols for specified referents and intro-

duced a measure for agreement among symbols proposed by participants. This
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method showed to increase symbolic input guessability of the unistroke alpha-

bet EdgeWrite (Wobbrock, Myers, & Kembel, 2003). Further, Wobbrock et al.

(Wobbrock et al., 2009) used this approach for designing tabletop gestures that

rely on eliciting gestures from non-technical users and synthesized the results in

a user-defined taxonomy of surface gestures.

Over time, elicitation studies have been highly used for developing user-defined

taxonomies in HCI, with most of the research surrounding freehand input justify-

ing the chosen interaction paradigms based on elicitation studies (Piumsomboon

et al., 2013). Chen et al. (T. Chen, Xu, Xu, & Zhu, 2021) used an elicitation

method to develop a gesture-based interaction technique that leverages stereo mi-

crophones in a commodity smart-phone to detect the tapping and the scratching

gestures on the front, the left and the right surfaces on a mobile VR headset. The

referents for the elicitation were displayed on a monitor in front of the participant

with the animation playing the effects of actions. Based on these, participants

were asked to design the gestures for the referents which were then synthesized in

a taxonomy containing 150 user-defined gestures. Angelini et al. (Angelini et al.,

2014) focused on gesture interaction as a modality for reducing driver distraction

and increase safety while driving. For this, they asked 40 participants to elicit

six gestures during a driving simulation, with no predefined commands assigned.

Based on the results of this experiment, they developed a taxonomy of gestures

performed on a steering wheel. This approach allowed users to intuitively interact

with the system in a naive manner, facilitating the design of natural interactions

that are easy to use and remember. However, the authors noticed different be-

haviours among users; some participants were concerned about safety and were

looking for gestures to perform without releasing the hand from the steering wheel

while other participants were looking for very simple gestures and were not con-

cerned by the safety issue. This is due to the fact that users elicited gestures in
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front of a steering wheel while simulating driving but not while in a real driving

experience, which could have lowered the awareness that some gestures could be

dangerous to be performed during the drive, as many of them require leaving one

or both hands from the steering wheel. This suggests that elicitation studies are

more likely to produce realistic insights for interaction design when they are con-

ducted in the same or similar environment in which the interaction paradigms will

be used. This method can therefore successfully substitute observation experi-

ments that are performed for real grasping taxonomies (Feix et al., 2014a, 2014b)

by immersing the users in a VR environment where they are asked to propose

grasps for a variety of referents.

Grasping elicitation for virtual objects has been conducted by Yan et al. (Yan et

al., 2018) who asked users to design grasping gestures for a list of objects. They

told each participant the name of an object and asked them to recall the hand

gestures they would normally do to grasp that object in reality. They synthesized

their results in a gesture taxonomy and provided insightful results in terms of

orientation of the hand, position and posture. These gestures were then transferred

to VR, however they showed that users still had to learn the gesture mapping to

successfully recall the grasping gestures. Therefore, using virtual referents when

eliciting grasping patterns in VR instead of collecting information that is entirely

based on user recollection of grasping actions in reality, might provide clearer

insights into users’ intuitive grasping approach. Yet, this approach of asking users

verbally to describe and motivate gestures has been widely used in HCI, and is also

referred to as think-aloud protocol (Ericsson & Simon, 1984) where participants

verbally describe their thinking process while being presented with referents.

Sharma et al. (Sharma, Roo, & Steimle, 2019) conducted an elicitation study fol-

lowing the think-aloud protocol for developing a systematic understanding of the

complex relationship between micro-gestures and various types of grasps. Their
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aim was to develop a taxonomy of micro-gestures that are performed by users

while holding another real object to be used for developing computational meth-

ods that work in settings where the user’s hands are busy holding an object. How-

ever, they intentionally refrained from using any sensing technology so as to not

bias the user’s response by restrictions imposed by equipping everyday objects

with sensors and therefore no interaction feedback was provided. A similar ap-

proach was followed by Oh and Findlater (Oh & Findlater, 2013) who conducted

a study to understand the end-user gesture creation process. For this, participants

completed a single one-hour session consisting of: open-ended gesture creation,

gesture creation for specific actions and judging feature saliency. They used the

think-aloud methodology and did not provide interaction feedback to participants

for the first two tasks. In the third task, the authors used a simple gesture recog-

niser to analyse recognition accuracy of the newly proposed gestures. They found

that participants often accounted for the perceived abilities of the recognition sys-

tem, although their understanding of the system was not always accurate. This led

to lower recognition rates of the newly proposed gestures, showing that the lack

of interaction feedback in this method might influence the intuitive interactions

provided by users.

Another limitation of elicitation studies where users do not have any interaction

feedback was emphasized by Wobbrock et al. (Wobbrock et al., 2009) who noted

that application context could influence user behaviour and therefore their choice

of gestures and Cooke and Cuddihy (Cooke & Cuddihy, 2005) who noted that

users may not be especially proficient at verbalizing their thoughts, even after

they have been trained in speaking as they concurrently perform tasks. A notable

methodology used in HCI elicitation studies that aimed to facilitate interaction

feedback is the Wizard-of-Oz methodology which can be combined with elicita-

tion.
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4.3.1.1 Wizard of Oz

A Wizard of Oz methodology is defined as the experiment approach where the

interaction is mediated by a human operator to allow the user more freedom of

expression or constrain the interaction in a systematic way (Dahlbäck, Jönsson, &

Ahrenberg, 1993). Kelley (Kelley, 1985) first coined the phrases “Wizard of Oz”

and “Oz Paradigm” for this purpose in 1980 to describe the method he developed

where he used a blackout curtain separating him as the experimenter (“wizard”)

from view by the participant during the study. Elicitation studies typically in-

volve a Wizard of Oz approach in which gestures are elicited from users by first

portraying the effect of a gesture as demonstrated by an unseen technical wizard

manipulating the system and then asking the users to perform its cause (Wobbrock

et al., 2009).

The Wizard of Oz methodology has proven to be an important tool for collecting

data directly from the user that can then be synthesized in interaction taxonomies,

highly contributing to developing complex interactive applications in VR/AR. For

collecting information on how users intuitively interact with a system, Nielsen et

al. (Nielsen et al., 2003) emphasize the importance of taking the testees away from

technical thinking especially when conducting tests on technically minded people,

to avoid them thinking in terms of interfaces and algorithms. This can be achieved

using the Wizard of Oz methodology and has been highly used as part of inter-

action design processes (K. Kim, Park, & Lim, 2021), especially for designing

hand interactions (M. Lee & Billinghurst, 2008; Alce, Wallergard, & Hermodsson,

2015). Due to the benefits it proposes, researchers highly integrated this method in

VR/AR research: Alce et al. (Alce et al., 2015) developed WozARd, a Wizard of

Oz method created for wearable AR interactions. This method lets the user inter-

act with the system through a smart-watch allowing the human operator to easily
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change the UI without reprogramming the application. Belluci et al. (Bellucci,

Zarraonandia, Díaz, & Aedo, 2021) presented Welicit, a Wizard of Oz tool to sup-

port researchers in running VR elicitation studies. The system provides tools to

adapt the elicitation methodology to immersive environments by allowing users

to experience the result of the proposed interactions. Speicher et al. (Speicher,

Lewis, & Nebeling, 2021) presented a new method and tool for rapid prototyping

of AR/VR experiences and implemented dedicated support for Wizard of Oz to

allow simulations of spatial interactions. Williams et al. (A. S. Williams, Garcia,

& Ortega, 2020) used the Wizard of Oz for understanding how people naturally

manipulate virtual objects in AR using multi-modal interactions such as gesture

and speech. This is done by observing participants perform these interactions

in a natural and intuitive manner in the VR environment, as per Wizard of Oz’s

methodology.

4.4 Taxonomy Method for VR Grasping

Taxonomies for real object grasping have been generally developed by collect-

ing grasp data through observation, either observing the researcher’s own hands

(Napier, 1956) or observing humans during their professional work (M. R. Cutkosky,

1989) and synthesizing the results in a grasp taxonomy that categorises grasps

based on relevant grasp metrics. However, replicating this methodology in VR

is challenging due to technological limitations (such as wearing a HMD for long

hours which might lead to cyber-sickness). Observing the users during their pro-

fessional work for eight hours as in the work of Feix et al. (Feix et al., 2014b,

2014a) is therefore impossible and the methodology needs to be adapted to track

user behaviour for shorter periods of time.

To evaluate user behaviour in virtual environments for specific tasks but a shorter
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period of time, work in HCI has proposed creating testbed evaluations (Bowman

& Hodges, 1999) where users are immersed in environments that involve all im-

portant aspects of a task and test each component of a technique that consider

influencing parameters on performance. The work in this thesis follows this ap-

proach and presents virtual environments where the user is immersed and asked

to intuitively interact with the environment. For each user experiment, the envi-

ronment is designed to present parameters that might influence grasping patterns

in VR, carefully selected through literature reviews. Considering the gap in VR

grasping literature, a design methodology needs to be followed to collect data in

the absence of a grasping system and inform design and development of future

intuitive grasp models. For this, HCI researchers focused on elicitation methods

where users are directly involved in designing hand interactions for predefined

referents. In this novel methodology for VR taxonomy development, the referents

are the influencing parameters (such as virtual objects and tasks) and the users

propose grasps for each of these referents, which are then synthesized in the first

VR grasping taxonomy.

Another limitation in replicating grasping observation studies in VR is that vir-

tual objects do not react automatically in the absence of a grasping algorithm that

would constrain user grasp choice to grasping patterns that are recognised by the

system. For this, a Wizard-of-Oz methodology is chosen, where interaction is

mediated by a human operator to allow more freedom of expression. This way,

every time the user grasps an object in the testbed environment, the human op-

erator triggers the interaction between the hand and the virtual object, regardless

of the grasp pattern performed. Similar to work in real grasping, a camera is at-

tached on the users’ head, together with the HMD and hand tracking sensor to

record their hands at all times (Huang, Ma, Ma, & Kitani, 2015). This way, users’

intuitive and natural behaviour towards grasping in VR is collected for different
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influencing parameters to facilitate the development of a complete VR grasping

taxonomy. This elicitation together with Wizard-of-Oz method was applied for all

VR user experiments presented in this thesis.

4.4.1 Limitations

While elicitation studies are critical to understand gestures and preferences from

users, this practice has also generated debate and contradiction from the commu-

nity. One important limitation of elicitation methods is legacy bias, which is a

form of bias introduced into interaction proposals by participant familiarity with

prior interaction techniques and technologies. Morris et al. (Morris et al., 2014)

shows that users propose legacy-inspired interactions for several reasons: an ex-

plicit desire to transfer their knowledge of past systems to new ones, a desire to

minimize physical and mental exertion when interacting in new modalities, and

misunderstandings of the fundamental capabilities of novel sensing technologies.

Such biases may cause gesture elicitation methods to get caught in local minima,

failing to uncover interactions that may be better suited for a given medium than

those that leap rapidly to users’ minds. Reports from research studies employing

gesture elicitation note many examples of legacy bias. For example, Wobbrock

et al. (Wobbrock et al., 2005) noted that, despite presenting participants with a

large multitouch touchscreen without UI elements from traditional PC interfaces,

most participants suggested mouse-like single-point or simple-path gestures. In

a multi-modal gesture and speech elicitation study, Morris et al. (Morris, Wob-

brock, & Wilson, 2010) showed a similar finding with one participant referring to

his hand as the "mouse" or another participant who avoided bimanual interactions

because they might require a system with two cursors. Similarly, Oh and Findlater

(Oh & Findlater, 2013) found that participants tend to focus on the familiar, even

when instructed to create novel gestures.
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Several methods have been proposed to mitigate legacy bias (Morris et al., 2014)

such as: Priming, which is directly or indirectly influencing participants’ mind-

set before running a study (for example description of the types of gestures being

elicited) and Production, which is asking participants to produce N+ (usually three

or more) proposals per referent. Production is based on the idea that participants

will exhaust their legacy proposals if asked for more than one proposal per refer-

ent. This would cause later proposals to be less biased; Hoff et al. (Hoff, Hor-

necker, & Bertel, 2016) adapted and experimentally tested Morris et al. (Morris et

al., 2014) ’s suggestions for reducing legacy bias and found that the practical ef-

fectiveness of these strategies might be limited, given the fact that they only found

medium effect sizes and a wide variance between participants that overshadows

any effects. Priming resulted in less legacy gestures and a quicker generation of

ideas, but the difference was not of statistical significance. However, they state

that it is possible that letting participants suggest more than three gestures might

reduce legacy gestures. Partnered elicitation is another proposed solution that

refers to grouping participants in pairs during the elicitation study. When using

paired elicitation, participants are placed into small groups of three people. The

goal is to cause increased variety in the elicited proposals by using collabora-

tion. There were a few studies using partnered elicitation (McAweeney, Zhang, &

Nebeling, 2018), however, the effect on reduction of legacy bias is unknown.

The methodology presented in this thesis takes into consideration these limitations

with priming and production being implemented individually for each user exper-

iment. Partnered elicitation was not suitable for the presented experiments, as it

also requires the implementation of the think-aloud protocol, which has shown

to present some limitations in terms of user communication and the focus of this

work was to allow grasp interaction directly in VR in an intuitive way. Asking

users to collaborate to come up with a grasp for each referent would therefore
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break the presence in VR and might lead to changed grasping behaviour. The pro-

tocol for each experiment along with priming and production methods is presented

in the following chapters. However, if these measures did not mitigate legacy bias,

research has also showed benefits linked to this limit. As participants draw upon

culturally shared metaphors, they tend to propose similar legacy inspired inter-

actions, resulting in high agreement scores in elicitation studies. This agreement

indicates that legacy-inspired interactions are easily guessable and learnable and

perhaps appropriate for systems intended to provide natural and intuitive interac-

tions (Morris et al., 2014).

While Wizard-of-Oz methodology brings numerous advantages to interaction de-

sign such as instant user feedback or informed design based on user behaviour,

there are also limitations associated with this method. Nebeling et al. (Nebeling,

Huber, Ott, & Norrie, 2014) showed that using Wizard-of-Oz for eliciting multi-

modal interactions might not be suitable to obtain accurate interaction proposals,

showing that users choose different interaction patterns for the same referent based

on the feedback received during the experiment. The work presented in this thesis

focuses on uni-modal interaction only (only looking for hand input) and user ex-

periments are conducted by the same "wizard" to provide the same feedback for

referents and not bias the interaction choice (Nebeling et al., 2014).

102



Birmingham City University CEBE

Te
ch

ni
qu

e
R

el
ev

an
ce

to
th

is
w

or
k

Ta
xo

no
m

y
de

ve
lo

pm
en

tm
et

ho
d

fo
rV

E
(N

ic
ke

rs
on

et
al

.,
20

13
)

Th
e

m
ai

n
st

ep
s

fo
r

de
ve

lo
pi

ng
a

ta
xo

no
m

y
w

er
e

co
ns

id
er

ed
in

th
is

w
or

k

Ite
ra

tiv
e

ta
xo

no
m

y
de

ve
lo

pm
en

t(
H

er
te

le
ta

l.,
20

21
)

A
n

ite
ra

tiv
e

pr
oc

es
s

w
as

us
ed

in
th

is
w

or
k.

Fa
ce

te
d

an
al

ys
is

(K
w

as
ni

k,
19

99
)

Th
e

ta
xo

no
m

y
pr

es
en

te
d

in
th

is
w

or
k

to
ok

th
is

in
to

co
ns

id
er

at
io

n
an

d
st

ru
ct

ur
ed

gr
as

ps
ba

se
d

on
m

ul
tip

le
at

tri
bu

te
s.

Te
st

be
d

ev
al

ua
tio

ns
(B

ow
m

an
&

H
od

ge
s,

19
99

)

Th
is

w
or

k
fo

cu
se

d
on

cr
ea

tin
g

ta
sk

s
re

le
va

nt
fo

ra
na

ly
si

ng
vi

rtu
al

gr
as

pi
ng

.

Li
te

ra
tu

re
re

vi
ew

s
(K

lo
m

pm
ak

er
et

al
.,

20
13

)

Th
is

w
or

k
pr

es
en

ts
a

lit
er

at
ur

e
re

vi
ew

fo
rg

ra
sp

in
g

an
d

H
C

I
lit

er
at

ur
e

to
in

fo
rm

th
e

m
et

ho
d

an
d

st
ru

ct
ur

e
of

th
e

V
R

ta
xo

no
m

y.

Ta
bl

e
4.

1:
O

ve
rv

ie
w

of
m

et
ho

ds
us

ed
fo

rd
ev

el
op

in
g

ta
xo

no
m

ie
s

in
H

C
I.

Fo
re

ac
h

m
et

ho
d,

th
e

ke
y

ai
m

is
pr

es
en

te
d

an
d

th
e

re
le

va
nc

e
to

th
is

w
or

k
is

de
sc

rib
ed

.

103



Birmingham City University CEBE

4.5 Baseline Environment

This section presents a concise description of the environment developed for con-

ducting the elicitation studies presented in this thesis.

4.5.1 Apparatus

The baseline environment used the Oculus Rift DK2 VR Head Mounted Dis-

play (HMD) (FOV = 100°) with the Leap Motion (FOV = 135°) tracking device

mounted on the front of the HMD, facing the participants’ hands to track hand

movements during the interaction. The Leap Motion Controller is a standard in-

terface controller, which is becoming common within the VR devices for freehand

tracking and fine manipulations (Guzsvinecz et al., 2019).

The sensor has a depth between 10 cm to 60 cm and a field of view of 140°x

120°. The LEDs in the controller illuminate the hands with infrared light and

pulse in sync with the camera framerate, sending data back to the computer to

track the hands. Then, the software uses images to generate a virtual model of

hand movements including not only palm and fingertips, but the joints and bones

inside the hand. Once the image data is streamed to the computer, the Leap Motion

Controller applies advanced algorithms to the raw sensor data and processes the

images through the Leap Motion Service and reconstructs a 3D representation of

the hand (Ultraleap, 2021). Using the Leap Motion Controller together with the

Oculus Rift is a popular configuration for VR applications such as medical training

(Fong et al., 2021; Augestein, Kortemeyer, & L, 2021), simulations (Dhanasree,

Nisha, & Jayakrishnan, 2018) and robotics (Hameed et al., 2017; Yang, Chen, &

Zhu, 2020).

To record participants’ real hand during grasping interaction, a Logitech Pro 1080p
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HD (FOV = 78°) webcam was positioned on top of the Oculus DK2 (Figure 4.1

b). As shown in Figure 4.1, the virtual interaction space is constrained by Leap

Motion Controller’s FOV and is 60 cm ⇥ 60 cm ⇥ 60 cm. Participants are seated

in the experimental environment, which is a controlled environment under labo-

ratory conditions, lit by a 2700k (warm white) fluorescent with no external light

source. Across all the studies presented in this thesis, the physical configuration

of the system strictly and consistently followed the recommendations of the Ocu-

lus DK2 and Leap Motion Controller’s manufacturers to ensure ideal operating

conditions of the sensor. Grasp data was measured from the Leap Motion Con-

troller and the Logitech webcam. This baseline environment is used for all VR

experiments presented in this thesis.

4.5.2 System Architecture

The VR environment used for the elicitation studies presented in this thesis was

developed in a controlled laboratory environment using the following tools:

• Unity 2018.2 Unity is a cross-platform game engine developed by Unity

Technologies that supports a variety of desktop, mobile, console and virtual

reality platforms. The engine can be used to create 3D and 2D games as well

as interactive simulations. The engine offers a primary scripting API in C#

and allows both creating and importing predefined 3D models. It supports

building, testing and publishing VR applications and was used for creat-

ing the virtual environment, importing the 3D virtual models, recognising

and showing hand movements in VR, triggering interactions and collecting

grasping data.

• Oculus Integration Package Oculus Integration Package is a Unity plug-in

that allows building applications for the Oculus with the correct framework.
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(a) Configuration

(b) Apparatus

Figure 4.1: System configuration displaying the custom experimental framework:
Leap Motion and Logitech Pro 1080p HD camera attached to the Oculus Rift
DK2.
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Moreover, it contains Oculus VR utilities, a set of scripts and prefabs to

enable VR development and was integrated with Unity for development of

the VR environments presented in the experiments of this thesis.

• Leap Motion 4.0 SDK Leap Motion SDK is a collection of software de-

velopment tools that facilitate the use of Leap Motion Service within the

VR environments presented in the experiments of thesis. The SDK contains

two basic libraries that define the API to the Leap Motion tracking data.

The two libraries (C and C++) contain wrapper classes that define language

bindings for C#, which is the programming language used for developing

the VR environments presented in this thesis.

• Autodesk Maya 1: Maya is a 3D computer graphics application and is used

for modelling 3D virtual objects, namely cubes that were used for the train-

ing session in each experiment presented in this thesis. Additionally, Maya

allows properties of an existing 3D object such as complexity, texture, size

and shape to be adjusted which was useful for developing the virtual en-

vironment and achieving the required visual quality of the virtual objects.

Maya allows export of ".OBJ" files that can be directly imported in the Unity

scene.

4.5.3 Virtual Objects

Previous user elicitation studies have used pictorial (Wobbrock et al., 2009; Wit-

torf & Jakobsen, 2016) or animated (Piumsomboon et al., 2013) referents to en-

courage participants to develop their own set of gestures based on showing the

effects (referents) these will have on the system. The work in this thesis aims to

explore natural grasping patterns in realistic virtual scenarios therefore, referents
1http://www.autodesk.com/products/maya/overview
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(a) Food items (b) Kitchen items (c) Tool items

(d) Shape items (e) Toys items (f) Toys - lego

Figure 4.2: Yale-Carnegie Mellon University-Berkeley Object and Model Set
(Calli et al., 2015) providing graspable objects that are frequently used in daily
life, designed to be used for grasping manipulation research and covering a vari-
ety of shapes, sizes and textures.

used in these experiments are 3D virtual representations of real objects.

When selecting an object set for assessing grasping interaction, various object at-

tributes need to be considered as it has been shown they influence grasping inter-

action in real environments; Napier (Napier, 1956) showed that object size highly

influences grasping pattern for real objects. Cesari and Newell (Cesari & Newell,

2002) showed that fewer fingers are used for grasping smaller objects as opposed

to larger objects that require more fingers engaged in the grasp pose. However,

studies to investigate how virtual object attributes influence grasping patterns in

VR have not been conducted yet. To evaluate this and develop a detailed overview

of how different objects are grasped in VR, a combination of objects of different

shapes and sizes were used to elicit grasping interaction.

Object and model sets are generally the fundamental elements involved in bench-
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marks for manipulation, with substantial effort being put in providing databases

of graspable objects to be used for grasping manipulation research (Singh, Sha,

Narayan, Achim, & Abbeel, 2014; B. Li et al., 2014; Goldfeder, Ciocarlie, Dang,

& Allen, 2009). Calli et al. (Calli et al., 2015) present the Yale-Carnegie Mel-

lon University-Berkeley Object and Model Set which is designed to cover various

aspects of the manipulation problem such as variety of shapes, sizes, and tex-

tures. The object set includes objects that are frequently used in daily life and

considers objects that are used in simulations and experiments. The authors pro-

vide high-resolution RGBD scans, physical properties, and geometric models of

these objects for easy incorporation in various software platforms. The objects in

the Yale-Carnegie Mellon University-Berkeley Object and Model Set are divided

into the following categories: food items, kitchen items, tool items, shape items

and task items as shown in Figure 4.2. From this dataset, 16 virtual objects were

chosen to cover a variety of shapes and sizes from each category. From food cate-

gory the following objects were chosen: mustard, cracker box, meat can, gelatine

box, orange and banana; From kitchen items the following objects were chosen:

spoon, mug and cleanser bottle; From tool items the following items were cho-

sen: clamp, hammer and scissors. From shape items only brick was chosen, since

there was already a spherical object from food category (orange). From toys items

a small Lego piece was chosen. These 16 objects chosen covered a wide range of

shapes (cuboid, spherical, cylindrical, with/without handles and irregular shapes)

and sizes (ranging from 14 mm to 250 mm). Table 4.2 presents the chosen objects

with their size on each axis (X, Y and Z).

4.5.4 Tasks

Task intention has shown to influence grasping when approaching real objects

(Feix et al., 2014b). Moreover, VR systems where natural interactions have an
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Object Name Object x(mm) y(mm) z(mm) Object Name Object x(mm) y(mm) z(mm)

Banana 36 36 190 Bleach Cleanser 250 98 65

Brick 50 75 50 Clamp 90 115 27

Cracker Box 60 158 210 Gelatine Box 28 85 73

Hammer 24 32 135 Lego 50 50 50

Marker 18 18 121 Meat Can 50 97 82

Mug 80 80 82 Mustard Bottle 58 95 190

Orange 73 73 73 Sponge 72 114 14

Spoon 14 20 195 Scissors 87 200 14

Table 4.2: Virtual object set selected from Yale-Carnegie Mellon University-
Berkeley Object and Model Set (Calli et al., 2015). This table shows the name of
each object, used as reference for the remaining of this thesis, visual representa-
tion of each object and X,Y and Z dimensions in mm. The virtual objects selected
are: Banana, Bleach Cleanser, Brick, Cracker Box, Gelatine Box, Hammer, Lego,
Marker, Mug, Mustard, Orange, Sponge, Spoon and Scissors.

impact on overall performance are task-oriented (Ma, Varley, Shark, & Richards,

2010). When manipulating virtual 3D content, translation, orientation and dock-

ing (6 DOF) are fundamental tasks for which the choice of interaction gestures is

critical for usability and performance (Martinet, Casiez, & Grisoni, 2010). There-

fore, to understand the pattern of grasp choice in VR, each user study presented in

this thesis asked users to perform one fundamental task, either simple translation

(one or more directions) or translation and rotation (docking) tasks (on different

rotation angles). An overview of the tasks employed in each chapter is presented

in Section 4.9 and detailed in the methodology sections of each chapter.
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4.5.5 Virtual Environment

The VR elicitation studies were conducted in a controlled environment under lab-

oratory conditions. The test room was lit by a 2700k (warm white) fluorescent

with no external light source. The virtual environment was composed of a vir-

tual table, the virtual objects and other specific virtual props as described in the

following chapters. The virtual table was 1000 mm long and 600 mm wide. For

each task evaluated in the thesis, the target location (position and rotation) was

indicated by a replica of the virtual object, rendered in a green transparent tex-

ture. This replica indicated that subjects had to move the virtual object from the

original position to this target position as shown in Figure 4.3.

Figure 4.3: Virtual environment showing the interaction space, virtual object and
target object.

111



Birmingham City University CEBE

Figure 4.4: Methodology for grasp observation in real grasping taxonomy devel-
opment as presented by (Kamakura et al., 1980)

4.5.6 Grasp Data

For collecting and storing grasp postures for real grasping taxonomy develop-

ment Kamakura et al. (Kamakura et al., 1980) smeared the objects used in the

study with ink and then asked participants to grasp them, which was followed

by photographing the hand and analysing the contact areas of each grasp as seen

in Figure 4.4. More modern approaches such as the work of Feix et al. (Feix

et al., 2014b, 2014a) used a camera attached to users’ heads to record the hands

during eight hours of interactions with real objects which provided information

both about hand posture and contact areas when touching the objects. Aiming

to follow this real grasping taxonomy methodology for developing the first VR

grasping taxonomy, both data about the posture of the hand and the contact areas

when the hand interacts with the virtual objects is required for a detailed analysis

of grasping patterns. While wearing the VR HMD, the user only sees the virtual

environment, without seeing anything in the real environment. This means that

if the data is captured using a virtual camera inside the VE, the recordings will

show the virtual representation of the hand interacting with the virtual objects. To

support more accuracy in the labelling process, the real hand was also recorded

during the interaction following methodologies of real object grasping analysis
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(Feix et al., 2014b).

Therefore, an additional camera is used to record users’ real hand during the inter-

action, which was attached to users’ head (on top of the VR HMD). This is needed

on top of the recording of the virtual environment during grasping, as recording

only the real hand would not provide information about contact areas between

hand and object during grasping. Therefore, the grasp data collected during the

elicitation studies presented in this thesis includes:

• Grasp real view: Using a web camera, images with the real hand during

grasping interactions are captured and referred to as “real view" in this work

(see Figure 4.5 a).

• Grasp virtual view: Using a virtual camera in the virtual environment, im-

ages of the virtual interaction (virtual hand and virtual objects) are captured

during the grasping interaction and are referred to as “virtual view” in this

work (see Figure 4.5 b). Recording both virtual and real view ensures a

more accurate labelling of the grasp, as both the real hand pose and its po-

sition regarding the virtual objects are available to the rater. The labelling

process is described in more detail in Section 4.7.

• Hand Position: The centre position (X,Y,Z) of the palm and fingers in mil-

limetres from the hand tracking device.

4.6 Grasp Classification Metrics

Using the grasp data presented above, grasp aperture (GAp) was calculated using

hand and finger position data and the grasps were classified in grasp categories,

grasp types and grasped dimension using the real and virtual view.
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(a) Real view (b) Virtual view

Figure 4.5: Grasp captures recorded during the user elicitation studies: a) shows
an example of a real view image and b) shows an example of a virtual view image.

4.6.1 Grasp Aperture

Grasp aperture is a common metric in human manipulation studies (Al-Kalbani et

al., 2016a) to measure how accurately users estimate the size of the virtual object.

Grasp aperture (GAp) is defined in equation 4.1 to be the distance between the tip

and index fingertip (Edsinger & Kemp, 2007):

GAp =
q

(Px � Bx)2 + (Py � By)2 + (Pz � Bz)2 (4.1)

Where GAp is the distance between the index and the thumb fingers in the x, y

and z axes, and Px, Py and Pz are the co-ordinates of the index fingertip, and Bx,

By and Bz are co-ordinates of the thumb tip. A visual representation of this is

shown in Figure 4.6.
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(a) Power Sphere grasp example (b) GAp of the Power Sphere grasp

Figure 4.6: Grasp aperture (GAp) used for quantifying grasp accuracy

4.6.2 Grasp Labels

Following the work of Feix et al. (Feix et al., 2009), the work presented in this

thesis uses the Human GRASP Taxonomy terminology, as it is the most complete

taxonomy of grasp types to date. The taxonomy presents the three main grasp

categories (Power, Intermediate and Precision) with grasp types within each cat-

egory sub-categorised in Thumb Abducted and Thumb Adducted as described in

Chapter 3. For easy reporting throughout the thesis, each grasp type was assigned

a grasp code as shown in Figures 4.7, 4.8 and 4.9: Grasp types in power category

were marked with a [P] and an index number, grasp types in intermediate cate-

gory were marked with an [I] and an index number and grasp types in precision

category were marked with a [PC] and an index number.

Power category presents the following grasp types: Large Diameter [P1], Small

Diameter [P2], Medium Wrap [P3], Ring [P4], Power Disk [P5], Power Sphere

[P6], Sphere 4 Finger [P7], Sphere 3 Finger [P8], Distal Type [P9], Extension
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Figure 4.7: Power Grasps from the Human GRASP Taxonomy (Feix et al., 2009)

Type [P10], Index Finger Extension [P11], Palmar [P12], Light Tool [P13], Ad-

ducted Thumb [P14], Platform [P15] and Fixed Hook [P16].

Intermediate category presents the following grasp types: Adduction [I1], Tripod

Variation [I2], Lateral Pinch [I3], Lateral Tripod [I4], Stick [I5] and Ventral [I6].

Precision category presents the following grasp types: Thumb-Index Finger [PC1],

Inferior Pincer [PC2], Writing Tripod [PC3], Thumb-2 Finger [PC4], Thumb-3

Finger [PC5], Thumb-4 Finger [PC6], Tripod [PC7], Quadpod [PC8], Precision

Sphere [PC9], Precision Disk [PC10], Tip Pinch [PC11] and Parallel Extension
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Figure 4.8: Intermediate Grasps from the Human GRASP Taxonomy (Feix et al.,
2009)

[PC12].

4.6.3 Grasp Dimension

Feix et al. (Feix et al., 2014b) defined grasped dimension as the part of the ob-

ject that lies between the fingers when grasped. By using the object axes (A, B

and C), grasped dimension is analysed to indicate which axes best determine the

hand opening. Figure 4.10 shows examples of how object dimensions determine

the grasped dimension. In Figure 4.10 a) the object is grasped along the shortest
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Figure 4.9: Precision Grasps from the Human GRASP Taxonomy (Feix et al.,
2009)

dimension (dimension C) while in Figure 4.10 b) the object is grasped along di-

mension A/B, meaning that both A and B dimensions determine the hand opening.

4.7 Grasp Labelling

4.7.1 Methodology

In real grasping analysis, researchers annotated the grasps by analysing video

recordings and making notes of the grasp characteristics (Feix et al., 2014b, 2014a;
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(a) Grasp Dimension C (b) Grasp Dimension A/B

Figure 4.10: Grasped dimension examples as defined by Feix et al. (Feix et al.,
2014b).

García Álvarez, Roby-Brami, Robertson, & Roche, 2017; Zheng, Rosa, & Dol-

lar, 2011). Alvarez et al. (García Álvarez et al., 2017) conducted a study to

identify and qualify grasp types used by patients with stroke and determine the

clinical parameters that could explain the use of each grasp. For this, they video

recorded patients with chronic stroke-related hemiparesis while grasping objects

and asked two experienced observers to independently rate the type and quality

of each grasp. When the results were different between the two observers, they

re-analysed the video together until they reached a consensus. Similarly, Zheng

et al. (Zheng et al., 2011) presented a study on the usage frequency of different

grasp types throughout the daily functions of a professional housemaid and a ma-

chinist. They video recorded their hand usage during their daily work activities

and further analysed the recording to report on grasp type as well as information

related to the task and object involved in each grasp. One researcher went through

the video recording and annotated the grasps using Cutokosky’s grasp taxonomy

(M. R. Cutkosky, 1989). This approach was also used for gesture elicitation analy-
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sis (Kipp, Neff, & Albrecht, 2007; Wobbrock et al., 2009; Martell, 2002), however

this methodology can be time-consuming when large data set are analysed.

To address this, labelling in this work was done through a custom-made system

to provide raters with an easy way to label the collected grasps, with data being

automatically saved in CSV files ready for statistical analysis. For this, two aca-

demic raters labelled the grasps collected following the methodology of Feix et al.

(Feix et al., 2014b, 2014a) for labelling real object grasps. The raters were aca-

demic members of staff with background in grasping literature and were trained

to annotate the full set of grasps using grasp types, categories and dimensions

using the common terminology from the Human GRASP Taxonomy (Feix et al.,

2009) which is the current state of art in real grasp taxonomies. The custom-made

system used for analysis is presented in the next section.

4.7.2 Custom-made Labelling System

To label the grasps collected during elicitation studies (images of the real view

and the virtual view as described in Section 4.5.6), a custom-made system (la-

belling application) was developed. The application aimed to provide raters with

a user interface for annotating the grasps collected during elicitation studies and

was developed as a Windows Presentation Foundations (WPF) using C# program-

ming language. WPF is a UI framework that creates desktop client applications

and supports a broad set of application development features such as application

model, resources, controls, graphics, layout, data binding, documents and secu-

rity (Microsoft, 2021). Figure 4.11 shows the layout of the Labelling Application.

When run, the application loads the virtual and real view for each grasp instance

recorded during the elicitation study (as described in Section 4.5.6). The applica-

tion shows a button for each grasp type from the Human GRASP Taxonomy (Feix

et al., 2009) organised in the corresponding grasp classes (Power, Precision and
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Figure 4.11: Labelling Application used for labelling grasp instances based on
grasp category, type and dimension that was used for labelling grasp data collected
in the experiments of this thesis.

Intermediate). The confidence level is presented as a slider from 1 to 10, which

indicates the confidence in assigning a grasp type to a grasp instance. The appli-

cation also shows a “Cannot Classify" button which is used if the virtual view and

the real view do not provide a clear overview of the grasp performed (either due

to occlusion or camera setup errors).

For cleaning and processing the grasp data and following current literature on

grasp labelling methodologies (Feix et al., 2014b, 2014a), the following consider-

ations were applied:

• If the confidence level was below five for at least one of the raters, that grasp

instance was removed from the data set.

• If the grasp was labelled as “cannot classify" by at least one of the raters,

the grasp was excluded from the data set.

121



Birmingham City University CEBE

Figure 4.12: Overview of the method proposed for collecting grasps, classifying
them based on current grasp metrics and synthesizing the results in the first VR
Taxonomy of Grasp Types

Then, the “Submit” button is used when the rater is confident with the answers

and ready to move to the next grasp instance for labelling. This is repeated until

all grasp data has been annotated by both raters individually.

4.8 Ethical Approval

Ethical approval was obtained for all studies within this thesis following existing

guidelines from Birmingham City University and prior to all studies taking place.

All participants who took part in user experiments presented in this thesis signed a

consent form and were informed about the details of the experiment. An example

of the consent form can be found in Appendix A.

4.9 Conclusion

This chapter presented an overview of current methods for developing taxonomies

in HCI, namely for data collection and classification. Inspired by these methods

and methods for developing grasp taxonomies for real objects, a novel methodol-

ogy is proposed. An elicitation combined with Wizard of Oz method is employed
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for collecting grasp data in the virtual environment, which is then classified based

on current grasp metrics in a VR labelling application. These classifications are

then synthesized in a VR taxonomy of grasp types. An overview of this method is

shown in Figure 4.12.

The environment for collecting data is presented in detail in Section 4.5 which is

used in virtual experiments presented in Chapters 5-8, with modifications in some

components of the method based on the aim of each experiment. These modifica-

tions are presented in Table 4.3, where the method components are presented: Ap-

paratus (Section 4.5.1), System architecture (Section 4.5.2), Virtual objects (Sec-

tion 4.5.3), Tasks (Section 4.5.4), Grasp data (Section 4.5.6), Grasp classification

(Section 4.6) and Grasp labelling (Section 4.7). Modifications are shown for each

chapter and method component. "Standard" means that the method presented in

this chapter was not modified.
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5 | Virtual and Real Grasping

This work was published in the proceedings of 2021 IEEE International Sympo-

sium on Mixed and Augmented Reality Adjunct (ISMAR-Adjunct) as "A Grasp

on Reality: Understanding Grasping Pattern for Object Interaction in Real and

Virtual Environments" (Blaga et al., 2021b).

5.1 Introduction

Freehand grasping is a current challenge in VR, with grasp models taking knowl-

edge from real grasping research to develop intuitive interactions based on the

assumption that humans interact with virtual objects in a similar manner to how

they interact with objects in reality. However, researchers showed that there are

differences in spatial perception (B. Williams, Narasimham, Westerman, Rieser,

& Bodenheimer, 2007) as well as hand movements for the same tasks (Viau,

Feldman, McFadyen, & Levin, 2005) between Real Environments (RE) and Vir-

tual Environments (VE). These differences led to a more detailed investigation on

knowledge transfer in interaction between REs and VEs, with researchers show-

ing that the lack of haptic feedback introduces a switch from real-time visual

control to one that depends on visual perception, which in VR differs based on

hardware limitations (Murcia-López & Steed, 2018). In spite of these limitations,

VR interactions that mimic real life interactions have shown to influence users to

partially transfer knowledge from real to virtual environments (Multon & Olivier,

2013), therefore it can be assumed that users would try to mimic real grasping

interactions in VR, with some differences being introduced due to the existing

limitations. However, a comparison between freehand grasping movements in

REs and VEs has not been conducted yet. To address this, this chapter presents
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the first analysis of differences in grasping patterns when interacting with real and

virtual objects. A user elicitation study was conducted where participants (N =

20) were asked to grasp and translate seven physical objects. This experiment

was then replicated in VR, using 3D representations having the same size, shape

and texture as the physical objects used in the real environment. Grasps collected

were analysed based on grasp aperture and grasp labels with results presenting an

overview of similarities and differences between grasping interaction metrics for

real and virtual environments.

The chapter is structured as follows: Section 5.2 presents a literature review of ex-

isting work on comparisons between RE and VE; Section 5.3 presents the experi-

ment design with a detailed methodology being presented for selecting apparatus,

objects and tasks; Section 5.4 presents the protocol for the user elicitation study

presented in more detail in Chapter 4; Section 5.5 presents the metrics used for

analysing grasping patterns; Section 5.6 presents the proposed hypothesis; Sec-

tion 5.7 presents the methodology used for data analysis; Section 5.8 presents

results where grasp aperture (GAp) and grasp labels are analysed and compared

for real and virtual objects and Section 5.9 presents discussion and conclusions

which summarizes the similarities and differences in grasping patterns identified

between real and virtual objects.

5.2 Background

An important application of virtual environments is based on the assumption that

what people learn from exploring physical environments is functionally similar to

what they learn from exploring virtual renderings of them. However, this might

not always be true due to the nature of VR, which led researchers to focus on

comparing virtual and real environments for improving existing systems and un-
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derstanding VR parameters such as spatial presence (B. Williams et al., 2007),

training transfer (Murcia-López & Steed, 2018) and hand movements (Levin et

al., 2008). Understanding these differences has been of high importance for vali-

dating virtual models and understanding how VR technology can be improved for

natural and intuitive use (Murcia-López & Steed, 2018). For example, Plumert et

al. (Plumert, Kearney, Cremer, & Recker, 2005) investigated differences between

distance perception in real and virtual environments. To achieve this, they con-

ducted user experiments where participants estimated how long it would take them

to walk to targets in real and virtual environments. Their findings show that people

underestimated time to walk in both environments, with no statistically significant

differences being observed between real and virtual environments. However, an-

other study performed by Ziemer et al. (Ziemer, Plumert, Cremer, & Kearney,

2006) showed that when participants are asked to estimate distances in the VE

first, estimates were significantly shorter in VE than in RE. Other works also anal-

ysed distance perception in VE and RE and found significant differences between

the environments, mainly caused by the small FOV (B. Wu, Ooi, & He, 2004) and

weight (Willemsen, Colton, Creem-Regehr, & Thompson, 2004) of the HMDs.

Spatial perception has also been investigated by Williams et al. (B. Williams et

al., 2007) who showed that participants took significantly longer to accomplish a

change in perspective in the VE than in the RE, which might have been due to

poorer quality in rendering the VE in the HMD (as opposed to vision of the RE)

or the limited resolution of the HMD which affected the sense of immersion and

therefore led to weaker spatial representations in VE.

Since distance perception and spatial knowledge play an important role in the day-

to-day interactions in real environments, these differences shown in VEs might

also influence the way users interact with virtual objects, which led researchers

to investigate hand movements in VE and RE to allow development of improved
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virtual rehabilitation systems (Viau et al., 2005). Viau et al. (Viau et al., 2005)

showed that hand movements in VE are similar to hand movements in RE, how-

ever, some differences were shown in wrist and elbow movements which might

be linked to the lack of feedback at the end of the grasp. To address this, Levin et

al. (Levin et al., 2008) analysed the effect of haptic feedback on movement pat-

terns in VEs and addressed the need for identifying movements made in VEs and

how similar or different these movements are for allowing improved development

of training systems. For this, they asked participants to perform three grasps in

RE and VE using a data glove and found that movements were slower and had

longer deceleration times, elbow extension was greater and apertures were wider

in the VE. The authors suggest that differences in movement kinematics were

likely due to the lack of prior experience with the VE, an uncertainty of object

location (which is directly linked to spatial perception (B. Williams et al., 2007))

and limited FOV in the HMD as in the work of (B. Wu et al., 2004). Moreover,

the authors show that movements were significantly slower when users wore the

data glove as opposed to freehand interaction in RE. Limitations with glove-based

systems for natural interactions have been identified before and are presented in

more detail in Chapter 2. To address this, Whitwell et al. (Whitwell, Ganel,

Byrne, & Goodale, 2015) focused on understanding how removing augmentation

of the hand and haptic feedback from a natural grasping task influences the in-

teraction approach and found that the lack of haptic feedback introduces a switch

from real-time visual control towards one that depends more on visual perception

and cognitive supervision, which has shown to be different in VE (Murcia-López

& Steed, 2018). Considering these differences in perception between REs and

VEs, it can be assumed that differences in grasping patterns such as grasp type

and grasp category between RE and VE exist, which might be the root of the

challenges with current grasp models presented in Chapter 2. However, a direct
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comparison between RE and VE grasping patterns has not been conducted yet and

therefore these differences are still unknown. This study aims to address this gap

and explore a comparison between RE and VE grasping patterns.

5.3 Experiment Design

To analyse and compare grasping patterns in VE and RE, a user study (N = 20)

was conducted on seven representative real objects and their virtual twins from

the "Yale-Carnegie Mellon University-Berkeley Object and Model Set" (Calli et

al., 2015). This section provides a detailed overview of the virtual objects, task,

apparatus, environment and 3D hand model used for interaction as detailed in

Table 4.3.

5.3.1 Objects

Chapter 4 describes the methodology for selecting 16 virtual objects from the

Yale-Carnegie Mellon University-Berkeley Object and Model Set (Calli et al.,

2015) which are used in the experiments of this thesis. From this set, taking into

consideration the need for replicating these objects in the real environment for a

direct comparison of grasping patterns in RE and VE, a subset of seven objects

is selected: Banana, Mug, Lego, Marker, Meat Can, Scissors and Mustard (see

Figure 5.1). When selecting this subset, the aim was to select objects that fit in

multiple daily object categories (Calli et al., 2015) as detailed in Chapter 4: Food

items, Kitchen items and Tool items. While one important limitation in select-

ing this dataset was replicating them in the real environment, a notable factor in

choosing this subset was ensuring diversification of objects that participants are

familiar with while including a variety of shapes (Banana - cylindrical, Lego -

cube, Meat Can - rounded cuboid, Mustard - irregular shape), sizes (from 26 mm
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to 200 mm) and objects that propose a range of manipulation uses (Mug, Marker,

Scissors).

These selected objects are presented in Figure 5.1 along with the object dimen-

sions in mm. To ensure size is consistent across RE and VE conditions, the 3D

models are resized to match the size of the physical objects, using scale-related

settings in Unity (2018.2).
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5.3.2 Task

To evaluate the grasping patterns in RE and VE, an object translation task on the X

axis of the Cartesian coordinate system was implemented in the positive direction

for both experimental conditions (RE and VE as shown in Figure 5.2). The task

was consistent across conditions, with participants being asked to move the object

to the target position, which was positioned 300 mm away from the object to be

grasped in both RE and VE (see Figure 5.2).

5.3.3 Apparatus

The grasps performed during the task were recorded in both environments using

a Logitech Pro 1080p HD camera with a Field of View (FOV) of 78°as shown in

Figure 5.2. Pilot tests were conducted to find the optimal position for attaching

the camera to facilitate recording of participants’ hands at all times. The following

configurations were used for RE and VE conditions:

RE: Participants wore a camera attached on their forehead using a head strap

(GoPro Head Strap), following the methodology used in real object grasping re-

search (Bullock et al., 2013; Feix et al., 2014b, 2014a) where subjects wore a

head-mounted camera to record their grasping movements during experiments.

The camera was centred and tilted by 30� to record participants’ hands during the

interaction. The starting position was the same for all participants.

VE: Participants wore the Oculus DK2 VR headset, the Leap Motion device and

the camera as detailed in Chapter 4. The Leap Motion Controller was attached to

the HMD, facing the user’s hands. The camera was then attached on top of the

Oculus DK2 facing participants’ hands and recording all the grasps during the

VE experiment. The virtual interaction space was 600 (mm) ⇥ 600 (mm) ⇥ 600
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(a) RE Experimental Environment (b) VE Experimental Environment

Figure 5.2: Experimental Environment; a) RE Experimental Environment con-
sisted of the Logitech Webcam, with a FOV of 78°. The physical table was 600
mm ⇥ 1000 mm, with the physical objects positioned on it, 300 mm away from
the target position. The starting position was consistent for both (a) VE and (b)
RE Experimental Environments. b) VE Experimental Environment consisted of
the Oculus DK2, with the Leap Motion Controller and Logitech Webcam attached
to the HMD. The virtual table was 600 mm ⇥ 1000 mm, with the virtual objects
positioned on it, 300 mm away from the target position. The webcam had a FOV
of 78°, the Leap Motion Controller a FOV of 13°, and Oculus DK2 a FOV of
100°.

(mm) (based on Leap Motion Controller FOV). The system was developed using

C#, Unity 2018.2 and the Leap Motion 4.0 SDK. The starting position was the

same for all participants.

5.3.4 Environment

The user experiment was conducted in a controlled environment under laboratory

conditions. The test room was lit by a 2700k (warm white) fluorescent with no

external light source.

The RE was composed of a real table of 600 mm ⇥ 1000 mm and the real objects

as shown in Figure 5.2 a. The location where the real objects had to be translated
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(a) Real Environment (b) Virtual Environment

Figure 5.3: Experiment environment for the two conditions: a) RE shows the
participant wearing the head-mounted camera, seated in front of the physical table
and grasping a real object. The green marker represents the position where the
participant needs to move the real object. b) VE shows the participant wearing
the VR equipment, seated in front of a virtual table. The green virtual marker
represents the position where the participant needs to move the virtual object.

to was indicated by a marker on the table, as shown in Figure 5.3.

The VE was composed of a virtual table of 600 mm ⇥ 1000 mm and the virtual

objects as shown in Figure 5.2 b). The location where the virtual objects had to be

translated was indicated by a marker represented by a replica of the virtual object

coloured in green as shown in Figure 5.3 and detailed in Chapter 4.

5.3.5 Hand Representation

The hand model used in this experiment is an abstract hand model from the Leap

Motion SDK, represented as a set of cylinders and spheres representing bones and

joints. The abstract hand model was chosen due to being easily accessible and

avoiding noticeable gender characteristics (Schwind et al., 2017) as well as being

prominently used for interaction studies (Cohen, Voldman, Regazzoni, & Vitali,

2018; Tayag, Ronie, & Marvin, 2021).
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5.3.6 Participants

A total of 20 right-handed participants (12 males and 8 females), ranging in age

from 19 to 65 (M = 33.25, SD = 11.98) and from a population of university stu-

dents and staff members volunteered to take part in this study. Participants were

asked to self-assess their level of experience with VR systems, with 6 participants

reporting to have an average level of experience, 11 reported being novice to the

technology and 3 self-labelled themselves as experts. Participants did not have

any previous experience with hand tracking sensors. All participants completed

both conditions of the experiment and a standardised consent form. Visual acu-

ity of participants was measured using a Snellen chart. Each participant was also

required to pass an Ishihara test to check for colour blindness. Participants with

colour blindness and/or non corrected visual acuity of < 0.80 (where 20/20 is 1.0)

were not included in this study. Participants were not compensated.

5.4 Protocol

5.4.1 Training

Participants underwent initial hand interaction and task training to familiarise

themselves with the environments. The training task was a representative ver-

sion of the tasks in the user study, where participants were asked to grasp and

translate a cube object, both in RE and VE. For this, a physical cube was used

in RE and a 3D virtual representation of the cube in VE (50 mm ⇥ 50 mm ⇥ 50

mm).
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5.4.2 Test

Each participant performed both conditions: RE and VE. Half participants started

with RE and the other half with VE. The 7 objects were randomised for each con-

dition with the starting position being consistent for all objects. Each participant

grasped every object three times, with a total of 21 grasps (7 objects x 3 repeti-

tions) performed per participant, with a total of 840 grasps collected in RE and

VE. Navigation was not considered in this work, therefore users were seated dur-

ing the experiments as in other user elicitation studies (Piumsomboon et al., 2017)

and the work of (Bozzacchi, Volcic, & Domini, 2014) exploring grasping move-

ments. Moreover, it has been shown that sitting in VR naturally induces a strong

sense of orientation in the virtual environment (Peillard et al., 2019). Participants

were allowed to move to adjust their perspective if needed.

RE: Participants were wearing the head mounted camera as presented in Section

5.3.3. Chapter 4 details the use of Wizard of Oz methodology for the VR exper-

iments presented in this thesis. While a Wizard of Oz can not be fully replicated

in RE, to ensure consistency in data collection between RE and VE, a Wizard of

Oz-like study was implemented in RE, where users were asked to indicate when

they were happy with their grasp, before completing the translation task.

For each task, participants were instructed to be seated in a neutral position with

their hands at the side, while the test coordinator placed the object under experi-

ment in the starting position. Objects were placed in front of participants in ran-

domised order. The test coordinator then informed participants when they could

start the task. Participants then started the grasping task and informed the test

coordinator when they were comfortable with their grasp. At this point the hand

pose was recorded using the web camera. When participants finished the transla-
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tion task, they would return in neutral position while the test coordinator prepared

the next object under experiment.

VE: Participants were wearing the Oculus DK2 as presented in Section 5.3.3.

As detailed in Chapter 4, the Wizard of Oz methodology was used. At the be-

ginning of each task, a virtual object appeared on the virtual table. For each task,

participants were instructed to be seated in a neutral position with their hands at

the side, while the virtual object under experiment appeared in the starting posi-

tion. Virtual objects appeared in randomised order. The test coordinator instructed

participants to grasp the virtual object in the way it felt most intuitive, notifying

the test coordinator when they were comfortable with the grasping position, which

led the test coordinator to trigger the interaction between the virtual hand and ob-

ject and therefore allowing participants to move the object to the required position.

When participants finished the translation task, they would return in neutral posi-

tion until another virtual object appeared in the starting position.

5.5 Metrics

Grasp Aperture (GAp): GAp is a metric used to measure how accurately users

estimate the size of a virtual object and has been described in more detail in Chap-

ter 4.

Grasp Labels: Grasp Labels refers to labels assigned to grasp instances (grasp

category and grasp type) during the Labelling process as detailed in Chapter 4.

The grasp categories are Power, Intermediate and Precision. Power grasps are

linked to stability and security. These grasps are distinguished by large areas of

contact between the hand and the object (M. R. Cutkosky, 1989) as shown in

Figure 5.4. Intermediate grasps present elements of Power and Precision roughly
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Figure 5.4: Power Grasps

in the same proportion, enabling a finer representation of grasp types (Bullock et

al., 2013) as shown in Figure 5.5. Precision grasps present grasps where the object

is commonly held between the fingertips. While this allows an increased level of

manipulation by movement of the fingertips, the object cannot be gripped firmly

(Lyons, 1985) as shown in Figure 5.6. Figures 5.4, 5.5, 5.6 present grasp types

for each grasp categories, showing the name of each grasp and an ID in brackets,

which are presented in more detail in Chapter 4 and are used for reporting grasp

type results.
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Figure 5.5: Intermediate Grasps

5.6 Hypothesis

Following the current literature defined in this chapter that suggests differences

in visual perception and hand movement between real and virtual interactions,

the following hypothesis is proposed: Grasping patterns for interacting with

virtual objects are different than interacting with real objects.
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Figure 5.6: Precision Grasps

5.7 Data Analysis

The Shapiro-Wilk (Shapiro & Wilk, 1965) normality test found the data to be not

normally distributed. For testing statistical significance between grasp patterns in

RE and grasp patterns in VE, where the dependent variable (Grasp Category) is

nominal categorical (Power, Intermediate and Precision), contingency tables were

created and analysed for significance using a Chi-Squared Test of Independence

with 95% Confidence Intervals, therefore, a p-value of less than .05 will indicate

statistical significance. Cramer’s V calculation for effect sizes was applied after
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verifying its assumptions that the variables under analysis are categorical. Results

were interpreted based on existing guidelines based on degrees of freedom.

5.8 Results

5.8.1 Grasp Aperture (GAp)

Figure 5.7: GAp in mm for virtual objects used in this experiment. X marks on
boxplots indicate the mean GAp across all participants for objects used in this
experiment (Banana, Mug, Lego, Marker, Meat Can, Scissors, Mustard). The line
that divides the box in two plots shows the median, which marks the mid-point of
the data. Whiskers represent the highest and lowest values within 1.5 times the
interquartile range. Outliers are shown in coloured circles.

Grasp Aperture (GAp) is defined as the distance between the thumb and the index

finger and is reported for understanding how accurately users estimate the size of

the virtual objects. Figure 5.7 shows GAp for every virtual object used in this

experiment, which ranged from 31.89 mm to 59.89 mm. Mean GAp and standard
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deviation are reported for individual objects as follows: Banana (M = 39.41, SD

= 9.42), Mug (M = 59.48, SD = 22.41), Lego (M = 45.25, SD = 4.80), Marker

(M = 31.89, SD = 10.09), Meat Can (M = 59.89, SD = 11.10), Scissors (M =

36.53, SD = 13.71), Mustard (M = 59.12, SD= 17.70). Figure 5.8 shows for every

virtual object the mean GAp in mm of every participant (N = 20) with Standard

Error (SE). Object size on X,Y,Z are plotted as a reference for understanding how

accurately participants estimated object size.

5.8.1.1 Analysis - GAp

For an accurate comparison in terms of GAp between real and virtual grasping,

GAp needs to be measured in both environments. Since this experiment aimed to

replicate the Wizard of Oz methodology in both environments without augmenting

the hand for interaction, GAp was not measured in the real environment. However,

it is known that in real grasping GAp is influenced by object size (Feix et al.,

2014b), humans adjusting GAp based on object measurements to perform a stable

grasp. Moreover, researchers have shown that in real environments humans grasp

objects across their smallest dimension.

Considering this, it can be assumed that in a real environment, a banana object,

which has the smallest dimension equal to 36 mm, would be grasped with a GAp

of 36 mm to create a stable grasp. However, results of this experiment showed

high variability between participants in choosing a GAp for a virtual banana, as

shown in Figure 5.8 a), with participants grasping it larger and smaller than the

dimension of the object. An example of these grasps is shown in Figure 5.9. In

Figure 5.8 a), it is shown that User 5 performed a GAp larger than object size on

XY, which is exemplified in Figure 5.9 a, User 20 performed a GAp approximately

equal to object size, which is exemplified in Figure 5.9 b and User 14 performed

a GAp smaller than object size, also known as interpenetration between the hand
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(a) Banana GAp

(b) Mug GAp

(c) Lego GAp

(d) Marker GAp

Figure 5.8: GAp for individual objects. Object dimensions are presented for each
object in mm and plotted as red lines in the point graph. Green points represent
the mean GAp for each participant in the user experiment (N = 20) with Standard
Error (SE) bars.

143



Birmingham City University CEBE

(e) Meat Can GAp

(f) Scissors GAp

(g) Mustard GAp

Figure 5.8: GAp for individual objects. Object dimensions are presented for each
object in mm and plotted as red lines in the point graph. Green points represent
the mean GAp for each participant in the user experiment (N = 20) with Standard
Error (SE) bars.

and the object in VR literature (Borst & Indugula, 2005), which is exemplified in

Figure 5.9 c.

This high variability in GAp was observed for all objects used in this experiment,

with unique patterns being identified for specific objects, which is contrary to

Mixed Reality (MR) literature which showed that for grasping simple virtual ob-

jects (cubes, spheres) users chose a common GAp, irrespective of object size or

shape (Al-Kalbani et al., 2016a). This might be due to users mimicking grasping
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(a) User 5 (b) User 20 (c) User 14

Figure 5.9: Grasp examples from users to show a GAp a) larger, b) approximately
equal and c) smaller than object size. User IDs with the GAp can be found in
GAp graphs shown in Figure 5.8 on the X axis.

Figure 5.10: Pinch Grasp example from Microsoft Hololens 2 Docs

behaviour from real environments in VR and attempting to match the size of the

object for daily life objects. However, the lack of haptic feedback at the end of

the grasp might have introduced errors in object size estimation, which might be

the cause of users grasping objects larger and smaller than their size. This is con-

sistent with interaction literature showing that when removing haptic feedback

from a natural grasping task, grasping decision is made solely based on visual

perception and cognitive supervision, which introduces errors in size estimations

(Whitwell et al., 2015; Murcia-López & Steed, 2018).

Objects of a more complex shape, for example the Mug, which can be grasped us-

ing the handle, the body or the top of the object showed higher variability in GAp

with participants grasping smaller and larger, possibly due to users grasping the
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object on different locations and adjusting their GAp to match the size of the gras-

pable body. Smaller objects such as Lego and Marker showed a different pattern,

being grasped predominantly larger than object size. In RE, when the hand oc-

cludes the object, the haptic feedback at the end of the grasp guides the estimation

of object size. However, in VR, when the hand occludes the object (see Figure

5.11) and there is no haptic feedback at the end of the grasp, the users’ ability to

estimate object size with accuracy is compromised. This error in size estimation

could lead to larger and smaller grasps, however in this work, smaller objects were

grasped larger in all collected instances (see Figure 5.8 c). This might be due to

users avoiding performing a common "pinch grasp" associated with virtual object

interaction (Balani & Tümler, 2021) where the thumb and the index finger come

together to represent a virtual grasp (Figure 5.10) and instead trying to mimic real

grasping interaction where fingers are wrapped around the object to perform a

stable grasp. Moreover, MR research has shown that the most comfortable virtual

object grasp size is equal to 80 mm regardless of object size (Al-Kalbani et al.,

2016a), which might explain the larger apertures for smaller objects, users aim-

ing to perform a comfortable grasp instead of accurately matching the size of the

virtual object. However, to fully understand grasping patterns in VR and their

differences to real grasping, the next section explores the positions of the fingers

and palm, also known as grasp labels.

5.8.2 Grasp Labels

A total of 840 grasps (2 environments x 20 participants x 7 objects x 3 repeti-

tions) were labelled during this experiment, following the methodology presented

in Chapter 4. Out of 840 grasps, 14 grasps (4 grasps for RE and 10 grasps for VE)

were removed due to being rated as "Cannot Classify" by at least one of the raters.

The remaining 826 were analysed for understanding grasping patterns in RE and
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(a) Hand occlusion when grasping
Lego

(b) Hand occlusion when grasp-
ing Marker

Figure 5.11: Hand occlusion examples in VR grasping.

VE. Cohen’s Kappa was used to measure inter-rater reliability for labelling the

grasps for both RE and VE. Raters agreed in 83% of instances (Cohen’s Kappa =

0.41) which based on existing guidelines is a moderate agreement, often achieved

when subjectivity is involved in the process (S. Sun, 2011) and is a common agree-

ment score for classification tasks (Feix, Bullock, & Dollar, 2014c).

5.8.2.1 Grasp Category

Figure 5.12 a provides an overview of grasp categories (Power, Intermediate and

Precision) used in RE and VE. In RE users grasped objects using Precision grasps

in 63.22% (N = 263) instances, Power grasps in 36.29% (N = 151) instances and

Intermediate grasps in 0.48% (N = 2) instances. In VE users grasped objects

using Power grasps in 70.97% (N = 291) instances, Precision in 29.02% (N =

119) instances and Intermediate grasps in 0% instances. A Chi-Squared Test of

Independence showed that this difference was statistically significant �2 (2, N =

826) = 95.01, p < .001* with medium ES (Cramer’s V = 0.336).

Statistical significance was also tested for individual objects in terms of grasp

category labels (RE compared to VE) with 95% Confidence Intervals. Figure 5.12

b) provides an overview of grasp categories (Power, Intermediate and Precision)
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(a) Overall RE and VE Grasp Categories

(b) RE and VE Grasp Categories for individual objects

Figure 5.12: Power, Intermediate and Precision grasps ratio shown for overall RE
and VE and for individual objects in RE and VE.
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used in RE and VE for individual objects. Statistical significance was found for

Mug RE (Precision 76.26% N = 45; Power 23.72% N = 14; Intermediate: 0%,

N = 0) compared to Mug VE (Power 86.20%, N = 50; Precision 13.79% N = 8;

Intermediate 0%, N = 0): �
2 (2, N = 117) = 35.53, p < .001* with a large ES

(Cramer’s V = 0.54).

Lego RE (Precision 91.66%, N = 55; Power 8.33%, N = 5; Intermediate 0%)

compared to Lego VE (Precision 53.33%, N = 32; Power 46.66%, N = 28; Inter-

mediate 0%): �2 (2, N = 120) = 31.34, p < .001* with a large ES (Cramer’s V =

0.51).

Marker RE (Precision 100%, N=57; Power 0%, Intermediate 0%) compared to

Marker VE (Power 61.66%, N = 37; Precision 38.33%, N = 23; Intermediate

0%): �2 (2, N = 117) = 48.23, p < .001* with a large ES (Cramer’s V = 0.63).

Meat Can RE (Power 66.10%, N = 39; Precision 33.89%, N = 20; Intermediate

0%) compared to Meat Can VE (Power 100%, N = 60; Precision 0%; Intermediate

0%): �2 (2, N = 119) = 20.91, p < .001* with a large ES (Cramer’s V = 0.41).

Mustard RE (Power 74.57%, N = 44; Precision 25.42%, N = 15; Intermediate

0%) compared to Mustard VE (Power 93.22%, N = 55; Precision 6.77%, N = 4;

Intermediate 0%): �2 (2, N = 120) = 7.01, p = .031* with medium ES (Cramer’s

V = 0.24).

No statistical significance was found for Banana RE (Power 71%, N = 42; Preci-

sion 25.42%, N = 15; Intermediate 3.38%, N = 2) compared to Banana VE (Power

89.65%, N=52; Precision 10.34%, N = 6; Intermediate 0%): �
2 (2, N = 117) =

4.18, p = .123. Scissors in RE (Precision 86.66%, N = 52; Power 13.33%, N = 8;

Intermediate 0%) compared to Scissors in VE (Precision 86.20%, N = 50; Power

13.79%, N = 8; Intermediate 0%):�2 (2, N = 118) = 3.34, p = .188.
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Object
RE VE

Statistic
P PC I P PC I

Mug 23% 76% 0 86% 13% 0 Stat = 35.53, p < .001*
Lego 8% 91% 0 46% 53% 0 Stat = 31.34, p < .001*

Marker 0 100 0 61% 38% 0 Stat = 48.23, p < .001*
Meat Can 66% 33% 0 100% 0 0 Stat = 20.91, p < .001*
Mustard 74% 25% 0 93% 6% 0 Stat = 7.01, p = .031*
Banana 71% 25% 3% 89% 10% 0 Stat= 4.18, p = .123
Scissors 13% 86% 0 13% 86% 0 Stat = 3.34, p = .188

Table 5.1: Grasp category results for objects presented in this study, in both RE
and VE conditions. Percentages for use of each grasp category (P for Power, PC
for Precision and I for Intermediate) are shown for each object together with the
statistical results for comparing between conditions.

5.8.2.2 Most Common Grasp Types

Table 8.6 shows an overview of the most used grasps in RE and VE. Banana in

RE was most commonly grasped using a Medium Wrap [P3] (57.62%, N = 34),

followed by Thumb 2-Finger [PC4] (10.16%, N = 6) and Small Diameter [P2]

(8.47%, N = 5). Banana in VE was most commonly grasped using a Medium

Wrap [P3] (44.82%, N = 26), followed by Small Diameter [P2] (25.86%, N =

15) and Large Diameter [P1] (10.34%, N = 6). Mug in RE was most commonly

grasped using a Precision Sphere [PC9] (71.18%, N = 42), followed by Power

Sphere [P6] (16.94%, N = 10) and Large Diameter [P1] (6.77%, N = 4). Mug

in VE was most commonly grasped using a Large Diameter [P1] (67.24%, N =

39), followed by Small Diameter [P2] (18.64%, N = 11) and Thumb 2-Finger

[PC4] (5.08%, N = 3). Lego in RE was most commonly grasped using a Thumb

2-Finger [PC4] (48.33%, N = 29) followed by Thumb-4 Finger [PC6] (20%, N

= 12) and Power Sphere [P6] (8.33%, N = 5). Lego in VE was predominantly

grasped using Power Sphere [P6] (38.33%, N = 23), followed by Precision Sphere

[PC9] (25%, N = 15) and Thumb-Index Finger [PC1] (15%, N = 9). Marker in

RE was most commonly grasped using a Thumb-3 Finger [PC5] (54.38%, N =
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Object Main Grasps in RE Main Grasps in VE

[P3]
57.62%

[PC4]
10.16%

[P2]
8.47%

[P3]
44.82%

[P2]
25.86%

[P1]
10.34%

[PC9]
71.18%

[P6]
16.94%

[P1]
6.77%

[P1]
67.24%

[P2]
18.64%

[PC4]
5.08%

[PC4]
48.33%

[PC6]
20%

[P6]
8.33%

[P6]
38.33%

[PC9]
25%

[PC1]
15%

[PC5]
54.38%

[PC4]
28.07%

[PC1]
10.52%

[P2]
61.66%

[PC6]
15%

[PC1]
11.6%

[P3]
55.93%

[PC5]
16.94%

[PC4]
6.77%

[P1]
63.33%

[P6]
15%

[P3]
8.33%

[PC4]
48.33%

[PC10]
26.66%

[PC9]
11.66%

[PC10]
68.96%

[PC1]
18.96%

[P6]
10.34%

[P3]
44.06%

[P1]
25.42%

[PC5]
15.51%

[P1]
46.55%

[P6]
20.33%

[P2]
16.94%

Table 5.2: Results showing the three most used grasps (with percentages) used in
RE condition (Column Main Grasps in RE) and in VE condition (Column Main
Grasps in VE) for each individual object used in the study. Each column shows
the most used grasps, along with their grasp code detailed in Chapter 4, colour-
coded to outline their grasp category: Power grasps in blue and Precision grasps
in green.
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31), followed by Thumb-2 Finger [PC4] (28.07%, N = 16) and Thumb-Index

Finger [PC1] (10.52%, N = 6). Marker in VE was most commonly grasped using

a Small Diameter [P2] (61.66%, N = 37), followed by Thumb-4 Finger [PC6]

(15%, N = 9) and Thumb-Index Finger [PC1] (11.66%, N = 7). Meat Can in

RE was most commonly grasped using a Medium Wrap [P3] (55.93%, N = 33),

followed by Thumb-3 Finger [PC5] (16.94%, N = 10) and Thumb-2 Finger [PC4]

(6.77%, N = 4). Meat Can in VE was most commonly grasped using a Large

Diameter [P1] (63.33%, N = 38), followed by Power Sphere [P6] (15%, N = 9) and

Medium Wrap [P3] (8.33%, N = 5). Scissors in RE was most commonly grasped

using a Thumb-2 Finger [PC4] (48.33%, N = 29), followed by Precision Disk

[PC10] (26.66%, N = 16) and Precision Sphere [PC9] (11.66%, N = 7). Scissors

in VE was most commonly grasped using a Precision Disk [PC10] (68.96%, N =

40), followed by Thumb-Index Finger [PC1] (18.96%, N = 11) and Power Sphere

[P6] (10.34%, N = 6). Mustard in RE was predominantly grasped using Medium

Wrap [P3] (44.06%, N = 26), followed by Large Diameter [P1] (25.42%, N = 15)

and Thumb-3 Finger [PC5] (15.51%, N = 9). Mustard in VE was predominantly

grasped using Large Diameter [P1] (46.55%, N = 27), followed by Power Sphere

[P6] (20.33%, N = 12) and Small Diameter [P2] (16.94%, N = 10).

5.8.2.3 Analysis - Grasp Labels

Results showed a statistically significant difference between grasps used for grasp-

ing real objects and grasps chosen when grasping virtual objects. This differ-

ence was mainly due to real objects being predominantly grasped using Precision

grasps while virtual objects being predominantly grasped using Power grasps.

Power grasps are linked to stability and security, being distinguished by large

areas of contact between the hand and the object (M. R. Cutkosky, 1989), while

Precision grasps present grasps where the object is commonly held between the

152



Birmingham City University CEBE

(a) Writing position (b) Hammering position

Figure 5.13: Different grasping patterns for different tasks as described by Napier
(Napier, 1956).

fingertips to allow an increased level of manipulation. It can be assumed that due

to the nature of the simple translate task presented in VR, this increased level of

manipulation was not required when interacting with virtual objects, while for

real objects users mimicked their real life behaviour. For example, the Marker ob-

ject was grasped with Precision grasps in all grasping instances collected in RE,

users instinctively picking a grasp that allows increased manipulation for writing.

This was not the case in VE, where users predominantly grasped the object using

a Power grasp. This pattern was identified for other objects used in this study

such as Mug, Lego and Scissors. In real grasping, it has been shown that objects

are grasped differently based on the purpose of the task. Napier (Napier, 1956)

showed that a wooden rod would be grasped between the tip of the thumb and

the opposed digits if it was grasped for writing, and grasped between the flexed

fingers and the palm if it was grasped for hammering a nail (see Figure 5.13). This

observation together with findings in this study introduces the question of whether

or not virtual object grasping is influenced by the purpose of the task.

Another important observation is that objects that showed similarities in their

shape and size showed similar grasp types. For example, Mug, Meat Can and

Mustard are larger objects with bodies that present cylinder form variations and

were all predominantly grasped with a Large Diameter [P1]. Napier’s (Napier,
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1956) theory for real grasping patterns claimed that larger objects are generally

grasped with Precision grasps, to provide the greatest span of the hand compatible

with stability, however, Feix et al. (Feix et al., 2014b) showed in an observa-

tion study that large objects are predominantly grasped with Large Diameter [P1],

Sphere-3 Finger [P8] and Medium Wrap [P3] which all belong to Power grasps

category. This shows that there might not be a general pattern associated with ob-

ject size for real objects, but other object characteristics, which supports Griffiths’

theory that the hand is primarily conditioned by the shape of the object when

performing a stable grasp (Griffiths, 1943). This might also apply for grasping

patterns in VR, since the only finding that links grasp types to object size was for

larger objects, with medium and smaller objects showing high variability in the

grasp types chosen.

5.9 Discussion and Conclusions

Results in this work showed differences in grasping metrics between real and vir-

tual objects, namely for GAp and grasp labels. Participants used apertures larger

and smaller than object size in VR, which might be due to the lack of haptic feed-

back, which has shown to introduce difficulties in estimating virtual object size

(Whitwell et al., 2015). This is contrary to real object grasping where haptic feed-

back guides the hand in matching the object size for a stable grasp. MR literature

showed that the lack of haptic feedback led to participants choosing a common

GAp, irrespective of object size or shape (Al-Kalbani et al., 2016a) when grasp-

ing virtual spheres and cubes. Yet in this experiment, GAp was not consistent

across objects, implying that object characteristics did have an influence on grasp-

ing patterns, with participants potentially mimicking grasping behaviour from real

environments and choosing a different GAp for objects of different sizes. This pat-
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tern was also found in grasp label analysis, where different virtual objects showed

unique patterns in grasp types chosen for interaction and is consistent with AR

gesture elicitation, where it has been found that when asked to design their own

gestures, subjects combined a mixture of symbolic and metaphorical gestures re-

flecting real world interactions (Billinghurst, Piumsomboon, & Bai, 2014).

When comparing grasp labels between RE and VE, significant differences were

found, users predominantly grasping real objects using Precision grasps, while

grasping the same objects using Power grasps in VR. While the reason for users

preferring Power grasps in VR is still to be explored, it can be assumed that due to

the nature of VR environments, where there are no real consequences for a failed

grasp (such as dropping an object on the floor and breaking it in RE), users did not

focus on achieving high precision in their grasps, instead choosing a grasp that is

easy to perform and visually correct from their perspective.

While some assumptions about users applying knowledge from real environments

to virtual environments hold true at the end of this study, the hypothesis Grasp-

ing patterns for interacting with virtual objects are different than interacting

with real objects is accepted, as differences between RE and VE were shown

for GAp and grasp labels. These findings suggest that interaction studies could

still use grasping knowledge and taxonomies from real environments to develop

virtual interactions, which is the current approach in grasp model development as

detailed in Chapter 2. However, this study identified differences and unique grasp-

ing patterns that do not occur in real environments, as well as different patterns

between unique virtual objects, which shows the need for using virtual grasping

taxonomies to fully understand grasping patterns in VR. Yet, a virtual grasp tax-

onomy has not been developed. To address this, the next chapter presents the first

VR grasp taxonomy which provides an overview of grasping patterns for virtual

object shape.

155



6 | Virtual Object Shape

6.1 Introduction

Real grasping literature shows that there is a strong correlation between object

shape and grasping patterns (Feix et al., 2014b) (see Chapter 3). However, Chap-

ter 5 showed that there are differences in grasping patterns between real and vir-

tual objects, therefore suggesting that this correlation might not be the same in

VR, showing the need for investigating how object shape influences grasping pat-

terns directly in VR. To develop generalisable insights, in real object grasping,

researchers followed object categorisation methodologies such as Zingg’s (Zingg,

1935) to group objects in meaningful categories that can be connected to grasping

patterns (Feix et al., 2014b), and then classified in grasp taxonomies to provide

an overall systematic structure which helps researchers reason, compare, elicit

and create the appropriate solutions for grasping challenges (Nickerson, Varsh-

ney, Muntermann, & Isaac, 2007). Following the methodology of Feix et al. (Feix

et al., 2014b) for developing a grasp taxonomy for object characteristics, adapted

for virtual environments as detailed in Chapter 4, this chapter aims to explore the

influence of object shape on grasping patterns in VR, by categorising 16 virtual

objects using Zingg’s (Zingg, 1935) methodology and collecting grasping data for

these categories. Therefore, 4800 grasp instances were collected in a user elici-

tation study (N = 50) and labelled and synthesized in the first user-centred VR

grasping taxonomy.

The chapter is structured as follows: Section 6.2 presents a literature review

of existing work on object categorisation and taxonomies in grasping; Section

6.3 presents the experiment design with a detailed methodology being presented

for categorising objects, tasks, hand representation and environment; Section 6.4
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presents the protocol for the user elicitation study presented in more detail in

Chapter 4; Section 6.5 presents the metrics used for analysing grasping patterns;

Section 6.6 presents the proposed hypotheses; Section 6.7 presents the methodol-

ogy used for data analysis; Section 6.8 presents results where grasp metrics are

analysed and structured in the first VR Taxonomy of Grasp Types and Section 6.9

presents discussion and conclusions.

6.2 Background

Due to its dexterity, the human hand is capable of grasping objects of different

sizes and shapes, in a manner that can be forceful or delicate depending on ob-

ject characteristics (Kamakura et al., 1980). For example, the human hand will

apply a low force to pick up a pen using a precision grasp, and a higher force to

grasp a bottle of water using a power grasp. To classify these observations and

facilitate common frameworks of hand usage when interacting with real objects,

researchers developed grasp taxonomies that were of high interest in areas such as

anthropology (Monaco et al., 2014), hand surgery (Sollerman & Ejeskär, 1995),

hand rehabilitation (Lukos et al., 2013) and robotics (Bullock et al., 2013).

Schlesinger (Schlesinger, 1919) took into account object shape and introduced a

first simple taxonomy of grasp types, classifying grasping actions and functional-

ity based on different object shapes: cylindrical (for cylindrical objects), tip (for

small objects), hook (for heavy objects), palmar (for flat thick objects), lateral

(for flat thin objects) and spherical (for spherical objects). A similar approach

was followed by Kamakura et al. (Kamakura et al., 1980) who analysed com-

mon patterns in finger use for understanding how humans grasp objects based on

their shape. For this, they analysed grasping actions of real objects and found that

objects that present similar characteristics were grasped using similar patterns,
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suggesting a direct influence of object characteristics on grasping patterns in real

environments. A similar result was found by Landsmeer et al. (Landsmeer, 1962)

who showed that the choice of the final position of the grasp is mainly determined

by the shape of the object.

To develop grasp taxonomies that provide generalisable insights into grasping pat-

terns based on object characteristics, researchers used object categorisation meth-

ods and connected grasp patterns to these categories (for example in the taxon-

omy of Schlesinger (Schlesinger, 1919), the tip grasp was associated to small

objects). Object categorisation dates back to Ancient Greece, when Plato intro-

duced a grouping mechanism based on similar properties (e.g. objects such as

apple or olive would be categorised together as spherical objects), and methods

for categorisation have been highly used in computer vision (Leibe & Schiele,

2003), for improving text recognition (Kamal & Sultana, 2012), gesture analysis

(Hummels & Stappers, 1998) and grasping (Kerzel, Ali, Ng, & Wermter, 2017).

A notable categorisation method used for grasping taxonomies is Zingg’s (Zingg,

1935) theory that created a framework that uses three primary object dimensions

(A, B and C) and categorises objects based on the relationship between dimen-

sions. Feix et al. (Feix et al., 2014b) used this methodology for categorising

objects in shape categories and analysing grasping patterns associated with them

and found that object types have very specific grasping patterns associated with

them, with long objects being usually grasped in a wrap grasp, disk objects being

predominantly grasped from the side with a precision disk grasp and small and

lightweight objects being grasped using thumb-2 finger grasps.

While real grasping taxonomies showed a strong correlation between object shape

and grasping patterns, Chapter 5 identified differences in grasping patterns be-

tween real and virtual objects. Therefore, the knowledge provided by these tax-

onomies cannot be directly applied to virtual grasping without expecting unwanted
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unknowns to be present in the grasping interaction, showing a need for inves-

tigating this correlation between object shape and grasping patterns directly in

VR. While Chapter 5 outlined some correlations between objects with similar

characteristics and grasping patterns (e.g. smaller objects presented larger grasp

apertures and were predominantly grasped using power grasps), this correlation

is still unclear and needs to be fully explored. To address this, this chapter aims

to explore the correlation between object shape and grasping patterns in VR and

present this correlation in a first VR grasping taxonomy that aims to provide a

foundation for understanding existing challenges with natural grasping in VR.

6.3 Experiment Design

To analyse the correlation between object shape and grasping patterns in VR, and

develop the first VR grasping taxonomy, a user study (N = 50) was conducted

on 16 virtual objects from the "Yale-Carnegie Mellon University-Berkeley Object

and Model Set" (Calli et al., 2015), chosen following the methodology detailed in

Chapter 4 and categorised using Zingg’s methodology (Zingg, 1935), which has

been used in grasping research (Feix et al., 2014b). This section provides a de-

tailed overview of the virtual object categorisation methodology, task, apparatus,

environment and 3D hand model used for interaction as detailed in Table 4.3.

6.3.1 Virtual Objects Categorisation

Zingg’s (Zingg, 1935) methodology categorises objects based on their shape and

the three dimensions that indicate the volume of geometric bodies. Zingg (Zingg,

1935) defined A as the longest dimension of an object, C the shortest and B the

remaining dimension. He defined a constant R to describe the relationship be-

tween dimensions and categorise the object, determining that the value at which
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Zingg’s Definition Example Objects

Equant B  A < RB

C  B < RC

Prolate A > RB

C  B < RC

Oblate B  A < RB

B > RC

Bladed A > RB

B > RC

Table 6.1: Object categories defined by Zingg (Zingg, 1935) based on object di-
mensions A, the longest dimension, C, the shortest dimension and B the remain-
ing dimension. Column "Zingg’s" presents the four categories proposed. Column
"Definition" presents the mathematical expressions that represent the relationship
between object dimensions (A, B and C) for each category. Column "Example
Objects" shows example objects for each category, used for reference in grasping
literature (Feix et al., 2014b).

one typically regards two axes to be different is about R = 3/2 (Zingg, 1935).

Based on these parameters, four shape categories were defined as part of Zingg’s

categorisation framework: Equant, Prolate, Oblate and Bladed. Table 6.1 shows

the four categories with their definition and example objects. Each category is

defined by two mathematical expressions that need to be true for an object with

dimensions A, B and C to be categorised within that category. As an example,

Figure 6.1 shows the categorisation of the banana object, which has the following

dimensions: A = 190 mm, B = 36 mm and C = 36 mm. If the mathematical ex-
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Figure 6.1: Categorisation of Banana object. Object dimensions are used to ver-
ify the mathematical expressions of each of the Zingg’s (Zingg, 1935) categories.
With A = 190, B = 36 and C = 36, and the constant R = 3/2, the Prolate’s math-
ematical expressions are verified, therefore categorising the banana object in the
Prolate category.

pressions for all categories are verified, it can be observed that the expressions are

true for the Prolate category (A > RB,C  B < RC) therefore categorising the

banana object as Prolate.

The virtual objects used for this experiment were the 16 objects selected from

the Yale-Carnegie Mellon University-Berkeley Object and Model Set (Calli et al.,

2015) following the methodology detailed in Chapter 4. These objects were then

grouped in Zingg’s (Zingg, 1935) shape categories following the methodology

presented above. Table 6.2 shows the A, B and C dimensions of each object and

their categorisation in the four shape categories.
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(a) (b)

Figure 6.2: Spatial distribution of targets for the translation tasks. (a) shows target
distribution for translation tasks in ±X and ±Y . (b) displays targets for transla-
tion in ±Z. Axes in centimetres

6.3.2 Task

Following on from the simple translate tasks in Chapter 5, the tasks selected for

this experiment were again a set of simple translate tasks, which are the most

common interaction tasks in virtual environments (D. Chen et al., 2018; Hartney

et al., 2019). The tasks were defined in the three axes of the Cartesian coordinate

system (X, Y, Z), in both positive and negative directions. Participants were asked

to move each virtual object to a target position, 30 cm away in each direction. A

representation of the six different translate tasks is shown in Figure 6.2.

6.3.3 Apparatus

As in the virtual environment presented in Chapter 5, a custom experimental

framework was built using the Oculus DK2 VR headset, the Leap Motion de-

vice and a Logitech Pro 1080p HD. As detailed in Chapter 4 (Section 4.5.1), the

webcam was attached on the HMD to capture participants’ hands at all times dur-
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ing the experiment. Pilot tests were conducted to find the optimal position for

attaching the camera to facilitate recording of participants’ hands at all times. The

Leap Motion Controller was attached to the HMD, facing the user’s hands. The

starting position was the same for each participant.

6.3.4 Hand Representation

As in Chapter 5, the 3D hand model used for interaction was the abstract hand,

which was extracted from the Leap Motion SDK and represented as a set of cylin-

ders and spheres representing bones and joints. This consistency in hand repre-

sentation between the two experiments allows an accurate comparison between

grasp metrics recorded in the two experiments.

6.3.5 Environment

Aiming to replicate a similar virtual environment as Chapter 5, the user exper-

iment was conducted in a controlled environment under laboratory conditions.

The test room was lit by a 2700k (warm white) fluorescent with no external light

source. The virtual environment was composed of a virtual table and a virtual

shelf as shown in Figure 6.3. For each task, a virtual object (one of the 16 chosen

objects, in randomised order) would appear on the virtual table, together with the

marker for the target position as detailed in Chapter 4. The shelf was used for

creating a realistic context for translate ±Y tasks.

6.3.6 Participants

A total of 50 right-handed participants (23 females, 27 males) from a population

of university students and staff members volunteered to take part in this study.

Participants ranged in age from 19 to 65 (M = 29.4, SD = 12.45). All partici-
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Figure 6.3: Interaction environment displaying a virtual table, the virtual object
(Lego), the marker for the target (semi-transparent green Lego) and the virtual
shelf.

pants performed the 6 experiment tasks with the 16 virtual objects. Participants

completed a standardised consent form and were not compensated. Visual acu-

ity of participants was measured using a Snellen chart, each participant was also

required to pass an Ishihara test to check for colour blindness. As with Chap-

ter 5, participants with colour blindness and/or non corrected visual acuity of <

0.80 (where 20/20 is 1.0) were not included in this study. Participants were asked

to self-assess their level of experience with VR systems, with 19 participants re-

porting to have an average level of experience, 25 reported being novice to the

technology and 6 self-labelled themselves as experts. No participant had any sig-

nificant experience with hand tracking sensors.

6.4 Protocol

6.4.1 Pre-test

Prior to the study, participants were given a written informed consent where the

test protocol and main aim of the study was described. Additionally, participants

completed a pre-test questionnaire enquiring about their background level of ex-
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perience with VR systems and hand recognition sensors.

6.4.2 Training

Participants underwent initial hand interaction and task training to familiarise

themselves with the VR environment and hand interaction space. This training

task was a representative version of the tasks in the user study, where they were

asked to grasp and translate a cube object (as in Chapter 5) in the 3D space while

being seated.

6.4.3 Test

Once participants were comfortable with the interaction space and the overall VR

environment, they were presented with the main experimental task. Participants

were seated during the experiment. Each participant completed 96 grasps (16

objects ⇥ 6 tasks), with a total of 4800 grasps recorded during the study (96

grasps ⇥ 50 participants). Objects and tasks were presented in randomised order.

As with Chapter 5, a Wizard of Oz approach was followed and participants were

instructed to grasp the virtual objects the way they felt most intuitive, notifying

the test instructor when they were happy with their grasp.

6.4.4 Post-test

After all tasks were completed, participants were asked to complete a post-test

questionnaire comprised of the NASA-TLX questionnaire (Hart & Staveland,

1988) and the Motion-Sickness Questionnaire (MSAQ) (J. Gianaros, Muth, Mord-

koff, Levine, & M. Stern, 2001).
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(a) Power Grasps (b) Intermediate Grasps (c) Precision Grasps

Figure 6.4: Grasp types from the real grasp taxonomy (Feix et al., 2009)

6.5 Metrics

Post-test questionnaire: To ensure that there is no undue bias in the method-

ology for data collection due to different cognitive load or motion sickness in

participants, this experiment reports on NASA-TLX (Hart & Staveland, 1988) for

evaluating perceived user workload during the task and Motion Sickness Ques-

tionnaire (MSAQ) to assess motion sickness (J. Gianaros et al., 2001) on a scale

from 0 to 100.

Grasp Aperture (GAp): GAp is a metric used to measure how accurately users

estimate the size of a virtual object and has been described in more detail in Chap-

ter 4.

Grasp Labels: As in Chapter 5, the grasp categories are Power, Intermediate

and Precision. Power grasps are linked to stability and security (Figure 6.4 a).

Intermediate grasps present elements of Power and Precision roughly in the same

proportion, enabling a finer representation of grasp types (Bullock et al., 2013)

(Figure 6.4 b). Precision grasps present grasps where the object is commonly held

between the fingertips (Figure 6.4 c).

167



Birmingham City University CEBE

User Grasp Choice Agreement: Chapter 5 showed that some objects presented

more variability between participants in grasping patterns than others. Therefore,

in this experiment, user grasp choice agreement is analysed for each object to

understand if there is a link between object shape and grasp variability. The grasp

agreement score was defined as the agreement among the grasp types proposed by

participants per object, following the definition of Wobbrock et al. (Wobbrock et

al., 2005) and was computed using the equation:

P
r✏R

P
Pi✓Pr

�
Pi
Pr

�2

|R| (6.1)

Where r is a referent in the set of all referents available for each object or task

(segmented by object category) R; Pr is the set of grasp proposals for referent r

and Pi is a subset of identical grasp labels for Pr as in (Wobbrock et al., 2005,

2009).

6.6 Hypotheses

Chapter 5 showed that while differences exist between grasping real and virtual

objects, there are also similarities, with results suggesting there is a link between

object shape and grasping patterns, which has been shown in immersive virtual

object grasping (Al-Kalbani et al., 2016a). Therefore, the following hypothesis is

proposed:

H1: Virtual object shape has an effect on grasping patterns in VR.

To understand if grasping patterns change for different translate tasks, which is

currently unknown in VR, the following null hypothesis is proposed:

H2: Translate tasks do not have an effect on grasping patterns in VR.
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6.7 Data Analysis

The Shapiro-Wilk (Shapiro & Wilk, 1965) normality test found the data to be

not normally distributed. Data collected for GAp was non-parametric and not

normally distributed, therefore statistical significance between the four depen-

dent groups (Equant, Prolate, Oblate and Bladed) where the variable of interest

is continuous (GAp in mm) was tested using the Friedman test (Friedman, 1940)

with an alpha of 5%. For testing statistical significance between grasp patterns

for object categories, where the dependent variable (Grasp Category) is nominal

categorical (Power, Intermediate and Precision), contingency tables were created

and analysed for significance using a Chi-Squared Test of Independence with 95%

Confidence Intervals, therefore, a p-value of less than .05 will indicate statistical

significance. Cramer’s V calculation for effect sizes was applied after verifying

its assumptions that the variables under analysis are categorical. Results were

interpreted following existing guidelines based on degrees of freedom.

6.8 Results

6.8.1 NASA-TLX and MSAQ

No participants reported motion sickness before and during the experiment. The

mean MSAQ score reported is 24.69 (SD = 14.98) when the maximum score is

100. The mean score for gastrointestinal items was 21.88 (SD = 18.82). The mean

score for central items was 28.13 (SD = 20.43). The mean score for peripheral

items was 22.07 (SD = 15.97). The mean score for sopite-related was 25.16 (SD

= 17.55). This shows there was a negligible effect on motion sickness during this

experiment.
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The NASA-TLX score was 28.89 (SD = 16.78), which based on existing guide-

lines is considered a medium workload. These results show that the tasks did not

suppose a challenge for participants and they did not feel overloaded.

6.8.2 Grasp Aperture (GAp)

Figure 6.5: GAp in mm for virtual objects categorised based on Zingg’s (Zingg,
1935) methodology. X marks on boxplots indicate the mean GAp across all par-
ticipants for Equant, Prolate, Oblate and Bladed. The line that divides the box in
two plots shows the median, which marks the mid-point of the data. Whiskers
represent the highest and lowest values within 1.5 times the interquartile range.
Outliers are shown in coloured circles.

Figure 6.5 shows an overview of GAp for each object category presented in this

experiment (Equant, Prolate, Oblate and Bladed). Differences in GAp between

categories can be observed as follows: Equant (M = 50.27, SD = 23.66), Prolate

(M = 37.21, SD = 20.55), Oblate (M = 52.45, SD = 24.09) and Bladed (M = 60.25,

SD = 25.35). However, a non-parametric Friedman test of differences showed that

these differences in GAp between object categories were not significant �2 (3, N
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= 4717) = 146.21, p = 1.726.

Figures 6.6, 6.7, 6.8, 6.9 show GAp for individual objects within the same cate-

gory, with A, B,C points plotted to represent object size on each dimension in mm

(see Table 6.2 for A, B, C values). Figure 6.6 shows GAp(in mm) for objects in

Equant category: Brick (M = 55.47, SD = 22.77), Mug (M = 51.56 SD = 31.33),

Orange (M = 55.07, SD = 18,82) and Lego (M = 40.5, SD = 16.14) Figure 6.7

shows GAp (in mm) for objects in Prolate category: Banana (M = 49.55, SD =

20.02), Hammer (M = 35.90, SD = 20.85), Marker (M = 30.98, SD = 19.31) and

Spoon (M = 36.92, SD = 20.26). Figure 6.8 shows GAp (in mm) for objects in

Oblate category: Crackers Box (M = 66.46, SD = 27.79), Clamp (M = 45.36, SD

= 20.92), Gelatine Box (M = 44.39, SD = 17.57) and Meat Can (M = 63.91, SD =

23.23). Figure 6.9 shows GAp (in mm) for objects in Bladed category: Mustard

(M = 59.82, SD = 25.33), Scissors (M = 49.64, SD = 24.83), Cleanser Bottle (M

= 71.23, SD = 25.65) and Sponge (M = 60.25, SD = 22.10).

6.8.2.1 Analysis - GAp

Results of this experiment showed that differences in GAp between object shape

categories were not significant, therefore suggesting that in VR, GAp is not di-

rectly influenced by object shape if objects are categorised using the dimension

representation from Zingg’s method (Zingg, 1935). In real grasping, grasp aper-

ture is influenced by object size. This effect was observed in Chapter 5 and can

be observed in the results of this study, with Prolate category, which presents long

and narrow objects showing the smallest GAp (see Figure 6.5) when compared

to the other object categories. However, to fully understand how GAp is linked

to object size, Figures 6.6, 6.7, 6.8 and 6.9 show GAp for individual objects with

markers for object size as a reference.
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Figure 6.6: GAp in mm for individual objects within Equant category. X marks
on boxplots indicate the mean GAp across all participants. The line that divides
the box in two plots shows the median, which marks the mid-point of the data.
Whiskers represent the highest and lowest values within 1.5 times the interquartile
range. Outliers are shown in circles. A, B and C marks represent virtual object
dimensions, as detailed in Table 6.2 plotted as a reference for how GAp relates to
individual object sizes.

Equant objects presented the highest variability in terms of GAp patterns, with

spherical/cylindrical objects being grasped smaller than all object dimensions,

such as Mug and Orange, while cuboid objects being grasped smaller and larger

than object dimensions (Brick and Lego) as shown in Figure 6.6. This is consis-

tent with MR grasping research, where it has been shown that participants grasped

spherical objects smaller than cuboid objects (Al-Kalbani et al., 2016a). However,

it should be noted that within this category there was a high variability in the over-

all object size, which therefore might have influenced the GAp.

Objects in Prolate category showed more similarities in terms of GAp, all objects

being predominantly grasped larger than dimensions B and C and always smaller

than dimension A as shown in Figure 6.7. This might have been due to the nature

of Prolate objects which are characterised by long and narrow bodies, where di-
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Figure 6.7: GAp in mm for individual objects within Prolate category. X marks
on boxplots indicate the mean GAp across all participants. The line that divides
the box in two plots shows the median, which marks the mid-point of the data.
Whiskers represent the highest and lowest values within 1.5 times the interquartile
range. Outliers are shown in circles. A, B and C marks represent virtual object
dimensions, as detailed in Table 6.2 plotted as a reference for how GAp relates to
individual object sizes.

mension A is significantly bigger than dimension B and C. For example, objects

used in this experiment have A larger than 120 mm, considering that in real en-

vironments comfortable grasps are typically less than 70 mm (Feix et al., 2014b),

while MR research showing that the most comfortable grasp size is 80 mm (Al-

Kalbani et al., 2016a), therefore suggesting that grasping along this dimension

would not be intuitive for the users. A similar pattern was found for objects in

Oblate and Bladed categories (Figures 6.8 and 6.9) which were predominantly

grasped smaller than dimension A and B, but larger than dimension C.

Real object grasping research showed that the human hand has a tendency to grasp

the smallest dimension of an object (C). If this were the case for virtual objects,

this would mean users overestimated object size for all object categories, with

some exceptions in Equant category as discussed above. However, since Chap-
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Figure 6.8: GAp in mm for individual objects within Oblate category. X marks
on boxplots indicate the mean GAp across all participants. The line that divides
the box in two plots shows the median, which marks the mid-point of the data.
Whiskers represent the highest and lowest values within 1.5 times the interquartile
range. Outliers are shown in circles. A, B and C marks represent virtual object
dimensions, as detailed in Table 6.2 plotted as a reference for how GAp relates to
individual object sizes.

Figure 6.9: GAp in mm for individual objects within Bladed category. X marks
on boxplots indicate the mean GAp across all participants. Whiskers represent
the highest and lowest values within 1.5 times the interquartile range. Outliers
are shown in circles. A, B and C marks represent virtual object dimensions, as
detailed in Table 6.2 plotted as a reference for how GAp relates to individual
object sizes.
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(a) Mug Grasped
Location - Handle

(b) Mug Grasped
Location - Body

(c) Mug Grasped
Location - Top

Figure 6.10: Examples of multiple locations for grasping a virtual object.

ter 5 showed differences in user grasp choice for real and virtual objects, there is

also the possibility that users grasped along dimension A or B, underestimating

the object size due to the lack of haptic feedback (Murcia-López & Steed, 2018).

Yet, the validity of these assumptions is highly dependent on where users grasped

the virtual objects. For example, virtual objects that have handles (Mug, Scissors

and Clamp) and therefore provide more grasping possibilities, showed a higher

variability in GAp, which might be due to users grasping them on different loca-

tions, as shown in Figure 6.10. As discussed in Chapter 5, assuming that users

aim to mimic real grasping in VR, GAp would then be influenced by the size of

the grasped location, showing the need for analysing grasped location together

with GAp to fully understand grasping behaviour in VR, which will be presented

in more detail in Chapter 7.

6.8.3 Grasp Labels

A total of 4800 grasps were recorded during the experiments (50 participants x

16 objects x 6 tasks) which were labelled following the methodology presented in

Chapter 4. Out of 4800 grasps, 42 were removed due to being rated as "Cannot

Classify" by at least one of the raters and 41 were removed due to disagreement

between virtual and real view caused by sensor errors. The remaining 4717 (1159

for Equant objects, 1183 for Prolate objects, 1187 for Oblate objects and 1188

175



Birmingham City University CEBE

Object
X Y Z

Statistic
P PC I P PC I P PC I

Equant 76% 22% 1% 79% 20% 0.5% 77% 21% 0.25% Stat = 668.91, p = .261
Prolate 67%, 16% 16% 65% 21% 13% 66% 18% 14% Stat = 3.81, p = .432
Oblate 75% 23% 0.76% 75% 24% 0.5% 75% 24% 0.25% Stat = 1.08, p = .896
Bladed 53% 45% 1.51% 55% 44% 0.50% 51% 47% 0.25% Stat = 5.66, p = .225

Table 6.3: Grasp category results for object categories and tasks presented in this
study. Percentages for use of each grasp category (P for Power, PC for Preci-
sion and I for Intermediate) are shown for each object category, together with the
statistical results for comparing between task conditions.

for Bladed objects) were further analysed for developing the first VR grasping

taxonomy.

Cohen’s Kappa was used to measure inter-rater reliability for labelling the grasps.

Raters agreed in 86% of instances (Cohen’s Kappa = 0.4) which based on existing

guidelines is a moderate agreement, which is often achieved when subjectivity

is involved in the process (S. Sun, 2011) and is a common agreement score for

classification tasks (Feix et al., 2014b).

6.8.3.1 Grasp Category

Power grasps were the most used grasps in this experiment (67.39%, N = 3179)

of the total dataset, with the remaining instances being Precision grasps (14.54%,

N = 686) and Intermediate grasps (3.24%, N = 153) as shown in Figure 6.11.

Figure 6.11: Use of Power, Precision and Intermediate grasps in this user experi-
ment. Power grasps were the most used grasp types (67.39%, N = 3179) followed
by Precision grasps (14.54%, N = 686) and Intermediate grasp types (3.24%, N =
153).
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Task: To understand if task influenced grasp choice, grasp patterns for every

task (Translate X, Translate Y and Translate Z) were compared for every cate-

gory of virtual objects (Equant, Prolate, Oblate and Bladed). Equant objects for

Translate X were predominantly grasped using Power grasps (76.37%, N = 299),

followed by Precision grasps (22.19%, N = 87) and Intermediate grasps (1.53%,

N = 6); For Translate Y they were predominantly grasped using Power grasps

(79.09%, N = 314) followed by Precision grasps (20.40%, N = 81) and Intermedi-

ate grasps (0.5%, N = 2); For Translate Z they were predominantly grasped using

Power grasps (77.86%, N = 306), followed by Precision grasps (21.88%, N = 86)

and Intermediate grasps (0.25%, N = 1). A Chi-Squared test of Independence

showed that this difference was not statistically significant (�2 (2, N=1182) =

668.91, p = .261).

Prolate objects for Translate X were predominantly grasped using Power grasps

(67.01%, N = 256), followed by Precision grasps (16.49%, N = 63) and Interme-

diate grasps (16.49%, N = 63); For Translate Y they were predominantly grasped

using Power grasps (65.63%, N = 254), followed by Precision grasps (21.18%,

N = 82) and Intermediate grasps (13.17%, N = 51); For Translate Z they were

predominantly grasped using Power grasps (66.83%, N = 262), followed by Pre-

cision grasps (18.87%, N = 74) and Intermediate grasps (14.28%, N = 56). A

Chi-Squared test of Independence showed that this difference was not statistically

significant (�2 (2, N=1161) = 3.81, p = .432).

Oblate objects for Translate X were predominantly grasped using Power grasps

(75.57%, N = 297), followed by Precision grasps (23.66%, N = 93) and Interme-

diate grasps (0.76%, N = 3). For Translate Y they were predominantly grasped

using Power grasps (75%, N = 297), followed by Precision grasps (24.49%, N =

97) and Intermediate grasps (0.5%, N = 2); For Translate Z they were predom-

inantly grasped using Power grasps (75.50%, N = 299), followed by Precision
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grasps (24.24%, N = 96) and Intermediate grasps (0.25%, N = 1). A Chi-Squared

test of Independence showed that this difference was not statistically significant

(�2 (2, N=1185) = 1.08, p = .896).

Bladed objects for Translate X were predominantly grasped using Power grasps

(53.28%, N = 211), followed by Precision grasps (45.20%, N = 179) and Inter-

mediate grasps (1.51%, N = 6); For Translate Y they were predominantly grasped

using Power grasps (55.18%, N = 218), followed by Precision grasps (44.30%, N

= 175) and Intermediate grasps (0.50%, N = 2); For Translate Z they were pre-

dominantly grasped using Power grasps (51.88%, N = 206), followed by Precision

grasps (47.85%, N = 190) and Intermediate grasps (0.25%, N = 1). A Chi-Squared

test of Independence showed that this difference was not statistically significant

(�2 (2, N=1188) = 5.66 p = .225). A visual representation of these results can be

seen in Figure 6.12.

Figure 6.12: Grasp categories (Power, Intermediate and Precision) used for virtual
object categories (Equant, Prolate, Oblate and Bladed) presented for each task
(Translate X, Translate Y and Translate Z).

Object Category: When comparing grasp labels between object categories (Equant,

Prolate, Oblate and Bladed) there were differences in grasp category (Power, Inter-

mediate and Precision). Equant objects were predominantly grasped using Power

grasps (77.48%, N = 898), followed by Precision grasps (21.82%, N = 253) and
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Figure 6.13: Grasp categories (Power, Intermediate and Precision) used for virtual
object categories (Equant, Prolate, Oblate and Bladed).

Intermediate grasps (0.69%, N = 8); Prolate objects were predominantly grasped

using Power grasps (67.11%, N = 794), followed by Precision grasps (18.51%,

N = 219) and Intermediate grasps (14.37%, N = 170); Oblate objects were pre-

dominantly grasped using Power grasps (75.23%, N = 893), followed by Precision

grasps (24.34%, N = 289) and Intermediate grasps (0.42%, N = 5); Bladed objects

were predominantly grasped using Power grasps (53.45%, N = 635) followed by

Precision grasps (45.79%, N = 544) and Intermediate grasps (0.75%, N = 9). A

Chi-Squared test of Independence showed that this difference was statistically sig-

nificant (�2 (3, N=4717) = 668.91, p < .001*) with a medium ES (Cramer’s V =

0.26). A visual representation of these results can be seen in Figure 6.13.

6.8.3.2 Most Common Grasps

Figure 6.14 shows the most common grasp types and their usage percentages.

Large Diameter [P1] from the Power grasp category was the most prevalent grasp

type, accounting for 38.75% of the labels in the data set (N = 1828). This grasp

was followed by the Precision Disk [PC10] grasp from the Precision grasp cate-
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Figure 6.14: Most common used grasp types in this experiment. The six most
used grasp types accounted for more than 85% of the labelled data, with the most
used grasp type being Large Diameter [P1].

Figure 6.15: Agreement on grasp choice between participants, showing a notable
group of objects presenting a high agreement score (� 0.90).

gory with 14.54% of the labels (N = 686) and the Medium Wrap [P3] from the

Power grasp category with 13.44% of the labels (N = 634). In total, the six most

used grasps accounted for 85.18% (N = 4018) of the labelled data.

6.8.3.3 User Grasp Choice Agreement

Agreement on grasp choice between participants is presented in Figure 6.15. Agree-

ment scores should be 100% when all the proposed grasps are identical and ⇡ 0%

when they are unique. Hammer showed an agreement of 97.98%; Crackers Box
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showed an agreement of 96.01%; Mustard showed an agreement of 92.22%; Meat

can showed an agreement of 90.23%; Cleanser bottle showed an agreement of

89.71%; Orange showed an agreement of 89.07%; Banana showed an agreement

of 85.80%; Sponge showed an agreement of 79.15%; Brick showed an agreement

of 76.04%; Gelatine Box showed an agreement of 64.83%; Scissors showed an

agreement of 56.92%; Mug showed an agreement of 36.53%; Clamp showed an

agreement of 35.52%; Spoon showed an agreement of 30.24%; Marker showed

an agreement of 25.64%; Lego showed an agreement of 20.58%.

When looking at object shape categories, Equant objects showed an overall agree-

ment of 55.56%, Prolate objects showed an agreement of 59.92%, Oblate objects

showed an agreement of 71.65% and Bladed objects showed an agreement of

79.50%.

6.8.3.4 Analysis - Grasp Labels

Results showed that grasp choice was not influenced by simple translate tasks

while being primarily influenced by virtual object shape. While real grasping lit-

erature showed that grasp choice is highly influenced by the intended task (Napier,

1956) as discussed in Chapter 5, these results do not invalidate the possibility of

this being the case in VR, since this experiment only explored translate tasks in

different directions. In MR grasping literature it has been shown that occlusion

between the user’s hands and parts of the virtual object influenced participants’

grasping on the Z axis, however in this experiment no significant differences in

grasp patterns were found between translation on X, Y and Z axis.

However, differences were found between Equant, Prolate, Oblate and Bladed,

showing that users grasped objects in a similar manner regardless of the task,

changing their patterns for objects of different shape. Oblate and Equant ob-
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jects presented a similar grasp category segmentation, with more than 70% of the

grasp choices being from the Power grasp category, while the remaining choices

were from Precision category. The use of Intermediate grasps was negligible

(below 1%). The same negligible pattern for Intermediate grasps was found in

the Bladed category, however, with these objects the split between Precision and

Power grasps is circa 50%. For Prolate objects, due to their distinctive tubular

shape, the use of Intermediate grasps increased to 15%, showing a similar pattern

to real grasping approach, where Intermediate grasps are generally used for thin,

lightweight objects (Feix et al., 2014b).

In real grasping literature, it has been shown that objects with irregular shapes

present the largest variation in grasping approach (Feix et al., 2014b). A similar

result was found in this experiment, where Mug, Clamp, Spoon, Marker and Lego

showed user grasp choice agreements below 40%. These objects not only have ir-

regular shapes but also present multiple graspable locations such as handles (Mug,

Clamp), multiple intuitive graspable possibilities (Spoon, which could be grasped

as a regular cylindrical object, or with more precision for eating; Marker, which

could be grasped as a regular cylindrical or with more precision for writing) or

very small objects (Lego) which are linked to higher variations of grasp types in

real environments (Feix et al., 2014b).

Chapter 5 showed that virtual objects were predominantly grasped using Power

grasps in 70.97% instances, Precision in 29.02% instances with no Intermedi-

ate grasps being collected. A very similar pattern was found in this experiment,

where users chose a grasp from the Power grasp category in the majority of in-

stances (68.26%), while choosing Precision grasp types in 27.66% and Interme-

diate grasp types in only 4.07% instances. This shows that even when additional

virtual objects are used, the VR grasping patterns remain consistent. This con-

sistency can also be observed when looking at the most common grasps in this
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experiment, namely Large Diameter [P1], Precision Disk [PC10], Medium Wrap

[P3], Power Sphere [P6] and Small Diameter [P2], which represent the main VR

grasps identified in Chapter 5.
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6.8.4 Taxonomy of Grasp Types

The Real Grasp Taxonomy by Feix et al. (Feix et al., 2009, 2014a, 2014b) is

structured based on findings from the study of human grasping and by grouping

grasp types into Power, Precision, and Intermediate, as well as Thumb Abducted

and Thumb Adducted, which are known as taxonomy dimensions, as discussed in

Chapter 4. To define the dimensions of the first VR grasping taxonomy, the 27

grasp types used by participants in this experiment were grouped in meaningful

categories by frequency of usage in this experiment. The first subcategory is Main

VR grasps, which represent the six most used grasps and account for 85.15% of

the data (N = 4018)

Results from this study showed that high variations in grasp choice were due to

participants using a different number of fingers to perform similar grasps with

the same objects. Therefore, these variations were grouped under Thumb-Finger

Variations category, which accounted for 7.8% (N = 368) of the total dataset and

contains Precision grasp types where the number of fingers used when performing

a grasp varies: Thumb-Index Finger [PC1], Thumb 2-Finger [PC4], Thumb 3-

Finger [PC5], Thumb 4-Finger [PC6] and Tip Pinch [PC11].

The next category by frequency of use is Sphere Variations which accounted for

4.49% (N = 212) of the total dataset. This category contains Precision grasp types

where the hand preshapes in a way similar to grasping a spherical object: Pre-

cision Sphere [PC9], Tripod [PC7] and Inferior Pincer [PC2]. The remaining

grasp types were grouped in category Other, which was used in only 2.53% in-

stances (N = 119): Lateral Tripod [I4], Quadpod [PC8], Power Disk [P5], Light

Tool [P13], Ring [P4], Adducted Thumb [P14], Parallel Extension [PC12], Pal-

mar [P12], Sphere 3-Finger [P8], Sphere 4-Finger [P7], Fixed Hook [P15], Lateral

Pinch [I3] and Extension Type [P10]. For a description of these individual grasps
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please see Figure 6.4.

Figure 6.16 presents the first VR grasping taxonomy which shows correlations

between object category and grasp type with percentages and number of instances

for each object category (Equant, Prolate, Oblate and Bladed).

6.8.4.1 Analysis - Taxonomy of Grasp Types

Following the user elicitation and labelling methodologies presented in Chapter 4

the first VR Taxonomy of Grasp Types is proposed. The taxonomy was structured

following methodologies for defining taxonomy dimensions in real grasping lit-

erature (Feix et al., 2009). The six main VR grasps account for more than 85%

of the dataset, while a total of 13 different grasp types account for 82.80% of the

data in the most complete grasping taxonomy for real objects to date (Feix et al.,

2009), showing an overall lower variability in grasping objects of different shapes

in VR. This lower variability in grasp approach was also found in grasping vir-

tual objects in immersive technology grasping literature (Al-Kalbani et al., 2016a)

and in gesture elicitation studies (Billinghurst et al., 2014), where subjects used a

small variety of hand poses across tasks.

Studies looking at grasping patterns in real environments showed that the Medium

Wrap [P3] grasp type from the Power grasp category is the most common grasp

used when manipulating real objects (Feix et al., 2014b), yet, the VR taxonomy

presented in this study showed the Large Diameter [P1] to be the most common

grasp type across object categories being used for ⇡ 40% of the dataset. The main

difference between these two grasps is that Large Diameter [P1] presents a larger

hand opening (GAp) than Medium Wrap [P3]. This shows that even though the

virtual objects used in this study were of different shapes and sizes subjects did

not focus on performing a grasp around the boundaries of the virtual object, which
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might have been influenced by the lack of haptic feedback as discussed in Chapter

5.

When looking at how grasp type pattern changes between object shape categories,

unique patterns were identified for different shapes. Equant objects were predom-

inantly grasped using a Power Sphere [P6] and a Large Diameter [P1] from the

Main VR grasps, followed by Sphere variations. This shows that subjects adjusted

their grasp to object shape as Equant objects are variations of cuboid and spherical

objects. A similar pattern was found for Prolate objects, which are long, tubular

bodies and were predominantly grasped using Medium Wrap [P3] and Small Di-

ameter [P2] which represent grasps that differ in terms of hand opening, with both

of them being predominantly used to create a stable grasp for heavy objects with a

graspable size of 5 to 45 mm in real grasping (Feix et al., 2014b). While the weight

of the objects was not an influencer in this case, the tubular shape and the object

sizes of the graspable locations (less than 36 mm for every object in this category)

might have influenced the grasping pattern for this object category, showing a link

between virtual object shape and grasp type, even when hand occlusion and lack

of haptic feedback introduce errors in object size estimation (Murcia-López &

Steed, 2018).

Subjects used a higher number of finger variations grasps for Prolate category

compared to other categories, which might be linked to the lack of haptic feedback

(such as weight) associated with VR interactions, that allows users to grasp objects

in a comfortable manner instead of prioritising stability (e.g. a hammer from

Prolate category can be grasped using a pinch grasp or other finger variations in

VR, which would not be possible in real environments). A lack of awareness

in the number of fingers involved in grasping was observed for all virtual objects

used in this experiment. Variations of the same grasp, but using a different number

of digits to perform precision grasps has been used instinctively as shown in the
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VR Taxonomy ([PC1], [PC6], [PC4], [PC1] and [PC5]) for the same object. This

finding is in connection with prior user elicitation studies defining mid-air gesture

interactions for augmented reality (Piumsomboon et al., 2013) and wall display

interactions (Wittorf & Jakobsen, 2016) where users did not show awareness of the

number of digits they were using while interacting. This contrasts with grasping

and manipulating real objects, where the number of digits involved is influenced

by the size of the object (Bullock, Feix, & Dollar, 2015), increasing with size and

mass (Cesari & Newell, 1999, 2000).

Oblate objects were predominantly grasped using Large Diameter [P1] from the

Power category, followed by Precision Disk [PC10] from Precision category. A

similar pattern was found for Bladed objects, however the distribution of Large

Diameter [P1] and Precision Disk [PC10] is more balanced for Bladed objects.

While a high variability in grasp types of the same category was expected, a preva-

lence for grasp types from different categories, which are fundamentally different

from each other introduces the question of whether the virtual objects that propose

multiple grasping possibilities (such as Clamp in Oblate and Scissors in Bladed)

as presented in Chapter 5, represent in fact outliers that skew the results of the tax-

onomy for these categories. A post-analysis revealed that more than 98% of the

Precision Disk [PC10] grasp instances found in Oblate category were for grasp-

ing the Clamp object while more than 90% of the Precision Disk [PC10] grasp

instances found in Bladed were for Scissors and Sponge. This change in grasp-

ing pattern was also identified in Chapter 5 for objects with irregular shapes and

together with results of this study suggest that additional categorisation methods

that take these into consideration might provide a more detailed overview of how

object characteristics influence grasping patterns in VR.
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6.9 Discussion and Conclusions

Results in this chapter showed that virtual object shape influences grasp patterns

in VR in terms of grasp labels. Unsurprisingly, GAp did not show significant dif-

ferences between object shape categories, however it did show to vary for individ-

ual objects, suggesting a correlation between the size of the grasped location and

GAp when grasping in VR, which is consistent with real grasping literature (Feix

et al., 2014b). As found in Chapter 5, subjects grasped virtual objects smaller

and larger than object size, with the lack of haptic feedback introducing errors in

object size estimation. Objects within the same category showed similar patterns

in how GAp relates to object dimensions (A, B and C), with the only exception

being the Equant category, where each individual object showed a unique pattern.

This might be due to the fact that each object in this category proposes different

grasping challenges that might be unrelated to the category they belong to such as

the Mug proposing multiple graspable locations (body, top and handle) and Lego

being smaller than other objects, which in Chapter 5 has showed to propose a

unique pattern in terms of GAp, being grasped larger than all object dimensions.

However, to fully understand how GAp relates to object characteristics, the cor-

relation between GAp and grasped location needs to be analysed in more detail.

Moreover, to fully understand how grasping patterns change for objects that pro-

pose multiple graspable locations, other categorisation methods are explored in

Chapter 8.

While a clear pattern in GAp was not identified for Zingg’s object categories

(Zingg, 1935), a strong correlation between GAp and grasp types can be observed

in this work. Equant, Oblate and Bladed objects were predominantly grasped with

a GAp⇡ 50 - 60 mm and a grasp type Large Diameter [P1] which in real environ-

ments is linked to a grasp size of 70 mm, while Prolate objects were grasped with
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Figure 6.17: Grasping recommendations for virtual objects presenting a grasp
choice decision tree based on the most prevalent grasps per object category.
Agreement score shows the agreement between participants in choosing a grasp
type for each object category.

a GAp ⇡ 37 mm and a grasp type Medium Wrap [P3] which in real environments

is linked to a grasp size of 45 mm. Moreover, objects that showed a lower user

grasp choice agreement also showed higher variability in GAp, showing that the

correlation between positions of the fingers (grasp types) change together with the

hand opening (aperture) as known from real grasping. Therefore, the hypothesis

H1: Virtual object shape does have an effect on grasping patterns in VR is

accepted as differences in grasping labels were found between object shape cate-

gories. When comparing grasp labels for different translate tasks, no significant

differences were found, therefore failing to reject the null hypothesis H2: Trans-

late tasks do not have an effect on grasping patterns in VR.

This chapter presented the first VR Taxonomy of Grasp Types based on object

shape, designed based on existing methodologies for collecting and structuring

data in a taxonomy, detailed in Chapter 4. Taxonomies are often summarised in

decision trees to provide ways for researchers to quickly identify solutions for
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interaction problems (Klompmaker et al., 2013), therefore, Figure 6.17 presents a

grasp choice decision tree based on the most prevalent grasps per object category.

Following Zingg’s methodology for object categorisation, objects can be classified

based on the relative length of their axes into the four subgroups presented in this

chapter. Over 75% of the interactions in each category can be modelled by the

three most prevalent grasps, therefore, based on object shape, VR designers could

model the most suitable interaction grasps by using this categorisation framework.
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7 | Thermal Visual Cues

This work was published in the proceedings of the 2020 CHI Conference on Hu-

man Factors in Computing Systems (CHI2020) as "Too hot to handle: An evalua-

tion of the effect of thermal visual representation on user grasping interaction in

virtual reality" (Blaga et al., 2020).

7.1 Introduction

One important facilitator of immersion in VR is fidelity, the degree of accuracy

with which a system recreates real-world experiences (Bowman, McMahan, &

Ragan, 2012; Nabiyouni, Saktheeswaran, Bowman, & Karanth, 2015; Witmer &

Singer, 1998), with high levels of interaction fidelity being preferred for virtual

object manipulation (Rogers, Funke, Frommel, Stamm, & Weber, 2019).

Multi-sensory feedback has proved to generate high levels of fidelity in VR (Dinh,

Walker, Hodges, Song, & Kobayashi, 1999; Fröhlich & Wachsmuth, 2013; Harley

et al., 2018), with an increased number of works using haptic feedback devices to

stimulate other sensory channels (Achibet, Girard, Talvas, Marchal, & Lećuyer,

2015; Benko, Holz, Sinclair, & Ofek, 2016; Lopes, You, Cheng, Marwecki, &

Baudisch, 2017). Yet, providing haptic feedback is still a challenge in VR, which

influenced an increased focus on the use of visual cues to represent haptic sensa-

tions in VR (Araujo et al., 2016; Lederman & Klatzky, 1987).

Chapter 5 and 6 showed differences in grasping patterns in VR, however, findings

also showed that subjects occasionally mimic real grasping behaviour when inter-

acting in VR, specifically when wrapping their hand around the virtual objects.

To explore if and how an element of fidelity, specifically thermal representation,

influences grasping approach in VR, this chapter presents the first study to evalu-
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ate thermal visual cues for grasping virtual objects. Across 50 participants, three

thermal cues and four environmental conditions, grasp instances are analysed in

terms of grasp aperture (GAp), grasp location and grasp labels.

The chapter is structured as follows: Section 7.2 presents a literature review of

existing work on virtual environment representation through visual cues; Section

7.3 presents the experiment design with a detailed methodology being presented

for categorising objects, tasks, hand representation and environment; Section 7.4

presents the protocol for the user elicitation study presented in more detail in

Chapter 4; Section 7.4.1 presents the metrics used for analysing grasping patterns;

Section 7.5 presents the proposed hypotheses; Section 7.6 presents the methodol-

ogy used for data analysis; Section 7.7 presents results which report on grasping

metrics and how visual thermal cues influence grasping approach and Section 7.8

presents discussion and conclusions.

7.2 Background

One important facilitator of immersion in VR is fidelity, the degree of accu-

racy with which a system recreates real-world experiences (Bowman et al., 2012;

Nabiyouni et al., 2015; Witmer & Singer, 1998), with high levels of interaction

fidelity being preferred for virtual object manipulation (Rogers et al., 2019).

Multi-sensory feedback has proved to generate high levels of fidelity in VR (Dinh

et al., 1999; Fröhlich & Wachsmuth, 2013; Harley et al., 2018), with an increased

number of works using haptic feedback devices to stimulate other sensory chan-

nels (Achibet et al., 2015; Benko et al., 2016; Lopes et al., 2017). However,

providing haptic feedback generally requires complex hardware, while still being

limited (Choi et al., 2018; J. Lee et al., 2019).
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As an alternative, researchers rely on the concept of the kinesthetic visual capture

(Somers & McNally, 2010), the dominance of vision over proprioception, to ef-

ficiently deceive user experience through visual cues in the environment (Pillai,

Ismail, & Charles, 2017). Rietzler et al. (Rietzler, Geiselhart, Gugenheimer, &

Rukzio, 2018) used visual cues to induce the haptic sensation of weight. They

used perceivable tracking offsets of the virtual hand, nudging the user to lift the

arm higher to perceive some form of additional exertion. To create the illusion of

resistance of wind in VR, Pusch et al. (Pusch, Martin, & Coquillart, 2008, 2009)

used visual hand displacements. Their results show that the majority of partici-

pants felt a force that was pushing their hands. Rosas et al. (Rosas, Wichmann,

& Wagemans, 2007) investigated how different types of visual cues for textures

change depth perception. They found that textures with a pseudo-random distri-

bution of circles provide the highest reliability in discriminating the distance of

objects in motion. Biocca et al. (Biocca, Kim, & Choi, 2001) investigated sensory

illusions in a virtual environment, and identified that when manipulating the visual

analogue for a physical force, a virtual spring, users reported haptic sensations of

"physical resistance", even though the interface included only visual representa-

tions. Vigier et al. (Vigier, Moreau, & Siret, 2015) studied the role of visual cues

(sky aspect, shadows, sun location and light effects) on climate perception (sea-

son, daytime and temperature) in virtual urban environments. Their results prove

the feasibility of suggesting complex climatic perceptions and thermal feelings

using just visual representations.

When looking at visual representations of the object in VR, several properties

can be considered such as weight, texture, however one of the prominent areas

currently explored in VR is thermal representation (Z. Chen, Peng, Peiris, & Mi-

namizawa, 2017), which has shown to contribute to immersive user experience

(Ranasinghe, Jain, Karwita, Tolley, & Do, 2017) and have been used for a wide
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range of applications such as training environments (Shaw et al., 2019) and sim-

ulations (Ranasinghe et al., 2018). However, visual cues for thermal feedback

and their influence on grasping patterns in VR has not been explored before. To

address this, this chapter aims to explore the influence of visual cues for thermal

haptic feedback on grasping interaction in VR.

7.3 Experiment Design

To analyse the effect of visual cues for temperature on grasping interaction pat-

terns, an elicitation study was designed following the methodology detailed in

Chapter 4. This section provides a detailed overview of the apparatus, environ-

ment, conditions and 3D hand representation as detailed in Table 4.3.

7.3.1 Apparatus

As in Chapter 5 and 6, a custom experimental framework was built using the Ocu-

lus Rift DK2 VR Head Mounted Display (HMD) and the Leap Motion tracking

device as detailed in Chapter 4. The Leap Motion was mounted on the front of the

HMD facing the participants’ hands, to facilitate hand interaction. A web cam-

era was used for recording participants’ hand during interaction. The system was

developed using C#, Unity 2018.2 and Leap Motion 4.0 SDK.

7.3.2 Environment

The experiment was conducted in a controlled environment under laboratory con-

ditions at location N 52� 28.350 E 53� 5.870 in July 2019. The average outdoor

temperature was 22.4°C (SD = 3.8)1 and the indoor controlled environment tem-
1Weather data collected from: https://www.accuweather.com/en/gb/

birmingham/b5-5/july-weather/326966 (last accessed September 2019)
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Figure 7.1: Virtual environment showing a virtual desk and a virtual window
which changed views in between conditions.

perature was constant 20°C to minimise the potential inference of environmental

and weather conditions in the results of the presented study. The test room was lit

by a 2700k (warm white) fluorescent with no external light source.

Comparable to the environments in Chapter 5 and 6, the virtual environment

showed a virtual desk with its surface aligned to a seating position, as in Figure

7.1. A virtual mug was placed at the centre of the table, changing its texture and

content as presented in the next subsection and in Figures 7.4(a)-7.4(d). Addition-

ally, the scenario showed a window, which changed views in between conditions.
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7.3.3 Conditions

7.3.3.1 Hand Representation

The use of avatars and avatar representation in VR has received significant atten-

tion from the research community exploring how it effects the sense of body own-

ership (Nowak & Biocca, 2003; Serino et al., 2013) and agency (Kilteni, Groten,

& Slater, 2012) as they allow users to locate their own body pose within the virtual

environment. Furthermore, additional visual aspects such as human-likeness (Lin

& Jörg, 2016; Lugrin, Latt, & Latoschik, 2015), gender (Schwind et al., 2017) or

transparency (Buchmann, Nilsen, & Billinghurst, 2005; Knierim, Schwind, Feit,

Nieuwenhuizen, & Henze, 2018) of the virtual representation have shown to in-

fluence ownership illusion as well as user performance.

The human hand is a powerful physical tool through which people interact with

the surrounding world (Flanagan & Johansson, 2001). It has been identified that

perceived naturalness of virtual hands can have a significant effect on perceived

user presence (Schwind et al., 2017) as well as own-body perception and immer-

sion (Lin & Jörg, 2016). Therefore, for hand representation two hand models

were used: abstract hand model from the Leap Motion SDK used in Chapter 5

and 6, which was represented as a set of cylinders and spheres representing bones

and joints respectively (please refer to Figure 7.2(a)) and human hand model, an

androgynous hand model chosen following Schwind et al. (Schwind et al., 2017)

recommendation for avoiding noticeable gender characteristics in human hands

(please refer to Figure 7.2(b)).

7.3.3.2 Thermal Representations

A virtual mug was chosen from the object set presented in Chapter 4, due to its

familiarity in everyday tasks, as well as the grasp variations it proposes. Won
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(a) Abstract (b) Human

Figure 7.2: Hand representation showing a) abstract hand model and b) human
hand model

et al. (Won & Westland, 2017) showed that the colour red is associated with hot

concepts, blue with cold and green with reliable and safe. For the mug object used

in this experiment, the colour yellow was used as it is the only one of the primary

colours that was not associated to any connotation that may influence the study

results.

(a) Cold (b) Hot (c) Empty

Figure 7.3: Thermal representations for the virtual mug. 7.3(a) shows the cold
condition with ice cubes and a clear liquid, 7.3(b) shows the hot condition with
coffee steam coming out of the top and 7.3(c) shows the empty condition with no
content.

• Cold: The mug content in this condition was a set of ice cubes inside a clear

blue liquid (as in Figure 7.3(a)).

• Hot: The mug content was rendered as a brown liquid simulating coffee
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with steam coming from the top of the mug (as in Figure 7.3(b)).

• Empty: An empty mug with no content inside (as in Figure 7.3(c)).

The colours of the liquid (blue for cold and brown for hot) were chosen based on

previous literature showing that surfaces whose dominant frequencies are towards

the blue end of the spectrum are perceived as cold, and those towards the red end

of the spectrum are perceived as hot (C. A. Bennett & Rey, 1972).

7.3.3.3 Environmental Cues

The environment surrounding objects has shown to influence interaction choice

(Wimmer, 2011), therefore, to evaluate this in the context of the study, different

contextual representations were explored to support the thermal cues above.

• Basic: Presents a simple yellow mug, in all three temperature conditions.

As in Figure 7.4(a) the only visual difference between the thermal condi-

tions is the rendered content inside the mug.

• Content Label: Presents a mug with a label attached to it, informing about

the contents inside as in Figure 7.4(b).

• Glass: Presents a see-through mug in a transparent texture as in Figure

7.4(c). This allows the user to see the content of the mug through the mug

itself, mimicking a glass texture.

• Context Objects: Presents the mug used in the basic condition accompa-

nied by other contextual objects to support the thermal representation as

in Figure 7.4(d). These accompanying objects were presented behind the

mug, 10 cm away from its original position in both Z and X axes. The ac-

companying items were a coffee espresso machine for the hot condition, ice

bucket for the cold condition and an empty bucket for the empty condition.
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The view from the window also changed depending on the thermal cues,

displaying a snowy landscape for the hot condition, a beach for the cold

condition and a forest for the empty condition.

(a) Basic (b) Label (c) Glass (d) Context Objects

Figure 7.4: Conditions under study, with 7.4(a), 7.4(b), 7.4(c) and 7.4(d) show-
casing the environmental cues for each visual thermal condition: hot, cold and
empty.

7.3.4 Task

As with Chapter 5, a simple translation task on one direction is introduced. Partic-

ipants were instructed to pick and move the virtual mug from the origin location

to a marker location situated on the left of the original object and displayed as a

3D semi-transparent virtual mug in a different colour, as in Figure 7.5.

7.3.5 Participants

A total of 50 participants (21 females, 29 males) from a population of university

students and staff members volunteered to take part in this study. Participants

ranged in age from 18 to 50 (M = 25.5, SD = 14.57). All participants were right-
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Figure 7.5: Interaction environment displaying the virtual mug (yellow virtual
mug) and the marker position (semi-transparent green virtual mug).

handed, to ensure they interacted with the mug under the same conditions (i.e. the

handle in the same orientation with respect to their dominant hand).

All participants performed the experiment tasks under both hand conditions (ab-

stract and human). Comparable to Chapter 5 and 6, participants completed a

standardised consent form and were not compensated. Visual acuity of partici-

pants was measured using a Snellen chart, each participant was also required to

pass an Ishihara test to check for colour blindness. Participants with colour blind-

ness and/or non corrected visual acuity of < 0.80 (where 20/20 is 1.0) were not

included in this study. Participants were asked to self-assess their level of experi-

ence with VR systems, with 16 participants reporting to have an average level of

experience, 31 reported being novice to the technology and 3 self-labelled them-

selves as experts. Participants did not have any previous experience with hand

tracking sensors.
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7.4 Protocol

7.4.0.1 Pre-test

Prior to the study, participants were given a written consent form, where the test

protocol and main aim of the study were described. Additionally, participants

completed a pre-test questionnaire enquiring about their background level of ex-

perience with VR systems and hand recognition sensors.

7.4.0.2 Training

Participants were trained to pick and move a neutral object (a cube) from its orig-

inal position to a target position as in Chapter 5 and 6, to familiarise themselves

with the VR environment and hand interaction space. Thermal cues were not in-

cluded at this stage of the study. Participants spent 7-10 minutes training with the

system until they felt comfortable with the task and the apparatus.

7.4.0.3 Test

Once participants were comfortable with the interaction space and the overall VR

environment, they were presented with the main experimental task. For each task,

participants were instructed to be seated in a neutral position with their hands at

the side, while the virtual mug under experiment appeared in the starting position.

Each participant completed 24 tasks (2 hand representations ⇥ 3 temperature cues

⇥ 4 environmental conditions) with a total of 1200 grasps being collected during

the experiment (50 ⇥ 24). The order of the hand representation conditions were

counterbalanced; half participants started with human hand (Figure 7.2(b)) and

the other half with the abstract hand (Figure 7.2(a)). Thermal and environmental

conditions were then presented in randomised controlled order. Participants were
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asked to pick and move the virtual mug the way it felt most intuitive to them and

instruct the test coordinator when they were happy with their grasp.

7.4.0.4 Post-test

As no motion sicknes or cognitive overload was reported in Chapter 6 and because

the same environment configuration and simple translation tasks are used in this

experiment, MSAQ and NASA-TLX are not assessed in this experiment. Instead,

participants were asked to complete the Igroup Presence Questionnaire (IPQ) and

a set of tailored questions asking about their experience during interaction with

the virtual object in different conditions.

7.4.1 Metrics

Grasp Aperture (GAp): GAp is a metric used to measure how accurately users

estimate the size of a virtual object and has been described in more detail in Chap-

ter 4 and calculated in the experiments presented in Chapter 5 and 6.

Grasp Labels: As with Chapters 5 and 6, the grasp categories are Power, Inter-

mediate and Precision. Power grasps are linked to stability and security (Figure

7.6 a). Intermediate grasps present elements of Power and Precision roughly in

the same proportion, enabling a finer representation of grasp types (Bullock et al.,

2013) (Figure 7.6 b). Precision grasps present grasps where the object is com-

monly held between the fingertips (Figure 7.6 c).

Grasp Location: An object can be manipulated in different ways. For each way

it is manipulated, there might be different proportions of the object relevant for the

actual grasp. Therefore, Feix et. al. (Feix et al., 2014b) introduced the concept

of grasped location, which they define as the local part of the object specific to
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(a) Power Grasps (b) Intermediate Grasps (c) Precision Grasps

Figure 7.6: Grasp types from the real grasp taxonomy (Feix et al., 2009)

the grasp instance. Therefore, for the virtual object used in this study (mug),

three grasp locations can be defined as shown in Figure 7.7: Body/Side, Top and

Handle.

Figure 7.7: Grasp locations described by (Feix et al., 2014b) for the virtual mug
used in this study.

Presence Questionnaire: The IPQ is a scale for measuring the sense of pres-

ence experienced and was used to understand how hand representation and visual

cues for thermal haptic feedback influence presence while grasping in VR. When

compared to other presence questionnaires, IPQ has shown to provide the high-

est reliability (Schwind, Knierim, Haas, & Henze, 2019). The questionnaire is

structured in 4 sub-scales: General Presence (PRES), Spatial Presence (SP), In-

volvement (INV) and Experience Realism (REAL), with 14 items in total, rated in
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7-point scale (1-no feeling of presence, 7-strong feeling of presence). The scores

for each sub-scale as well as the overall score are calculated by averaging their

7-point scores.

Post-Test Questionnaire: The post-test questionnaire consisted of tailored ques-

tions as follows:

• Which of the below mostly influenced the way you interacted with the mug?

[Visual cues for temperature, Warning labels, Mug material, Other environ-

mental cues, None]

• Please rate the perceived usefulness of the following visual cues for choos-

ing a grasp: [Steam] (1- Not useful, 5-Very useful)

• Please rate the perceived usefulness of the following visual cues for choos-

ing a grasp: [Ice] (1- Not useful, 5-Very useful)

• Please rate the perceived usefulness of the following visual cues for choos-

ing a grasp: [Warning labels on the mug] (1- Not useful, 5-Very useful)

• Please rate the perceived usefulness of the following visual cues for choos-

ing a grasp: [Environmental cues] (1- Not useful, 5-Very useful)

• Do you think you interacted differently with the mug that had content (cof-

fee and water) compared to the empty mug?

• Do you think temperature representations influenced the location where you

grasped the mug (handle or the body of the mug)?
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7.5 Hypotheses

While assumptions can be made from the literature, that the influence of visual

cues in the virtual environment can have an effect on user perception, no literature

exists to suggest the influence it has on grasping metrics, therefore the following

null hypothesis is proposed:

H1: The thermal visual cues of the object have no effect on the grasp metrics.

To understand if grasping patterns change for different hand representations, which

is currently unknown in VR, the following null hypothesis is proposed:

H2: The visual representation of the hand has no effect on the grasp metrics.

7.6 Data Analysis

The Shapiro-Wilk (Shapiro & Wilk, 1965) normality test found the data to be not

normally distributed. Data collected for GAp was non-parametric and not nor-

mally distributed, therefore statistical significance between the dependent groups

(Empty, Hot and Cold) where the variable of interest is continuous (GAp in mm)

was tested using the Friedman test (Friedman, 1940) with an alpha of 5%. For

testing statistical significance between grasp patterns, where the dependent vari-

able (Grasp Location and Grasp Category) is nominal categorical (Body, Top and

Handle; Power, Intermediate and Precision), contingency tables were created and

analysed for significance using a Chi-Squared Test of Independence with 95%

Confidence Intervals, therefore, a p-value of less than .05 will indicate statistical

significance. Cramer’s V calculation for effect sizes was applied after verifying

its assumptions that the variables under analysis are categorical. Results were

interpreted following existing guidelines based on degrees of freedom.
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7.7 Results

7.7.1 Grasp Aperture (GAp)

Grasp Aperture (GAp) was analysed per temperature representations and scenario

conditions to understand the accuracy with which users estimated the size of the

grasped object.

7.7.1.1 Hand Representation

To understand if hand representation influenced GAp when grasping virtual ob-

jects, differences in GAp between abstract and human hand were statistically anal-

ysed with 95% Confidence Intervals. No statistical significance was found in GAp

for abstract (M = 42.90, SD = 27.94) and human hand representation (M = 43.99,

SD = 30.77): �2 (1, N = 1200) = 88579.01, p = .712.

7.7.1.2 Environmental Conditions

Statistical significance was tested between temperature representations (Empty,

Hot and Cold) for every scenario condition (Basic, Content Label, Glass and Con-

text Objects) and hand representation (Abstract and Human) with 95% Confidence

Intervals. Pair-wise Effect Sizes (ES) are reported for each condition.

• Basic: Statistically significant differences were found between tempera-

ture representations for abstract hand with hot condition (M = 32.06, SD

= 24.60), cold condition (M = 50.11, SD = 31.52) and empty condition (M

= 45.97, SD = 34.07): �
2 (2, N = 150) = 8.68, p = 0.01*, with pair-wise

ES: Empty vs Hot = 0.67; Empty vs Cold = 0.13 and Hot vs Cold = 0.50.

Statistically significant differences were also found for human hand with

hot condition (M = 28.54, SD = 18.97), cold condition (M = 44.21, SD =
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28.20) and empty condition (M = 52.71, SD = 29.64): �
2 (2, N = 150) =

26.28, p < 0.01*, with pair-wise ES: Empty vs Hot = 0.95; Empty vs Cold

= 0.27 and Hot vs Cold = 0.54.

• Content Label: Statistically significant differences were found between tem-

perature representations for abstract hand: hot condition (M = 33.90, SD =

24.93), cold condition (M = 46.52, SD = 32.14) and empty condition (M

= 58.79, SD = 32.31): �
2 (2, N = 150) = 13.0, p = 0.02*, with pair-wise

ES: Empty vs Hot = 0.86; Empty vs Cold = 0.38 and Hot vs Cold = 0.44.

Statistically significant differences were also found for human hand: hot

condition (M = 30.94 mm, SD = 20.87), cold condition (M = 45.55, SD =

28.51) and empty condition (M = 55.72, SD = 29.07): �
2 (2, N = 150) =

22.84, p < 0.01*, with pair-wise ES: Empty vs Hot = 0.96; Empty vs Cold

= 0.35 and Hot vs Cold = 0.58.

• Glass: Statistically significant differences were found between temperature

representations for human hand: hot condition (M = 29.04, SD = 19.07),

cold condition (M = 47.92, SD = 27.61) and empty condition (M = 49.57,

SD = 29.80): �2 (2, N = 150) = 7.8 p = 0.02*, with pair-wise ES: Empty vs

Hot = 0.82; Empty vs Cold = 0.05 and Hot vs Cold = 0.79. No significance

was found between temperature representations for abstract hand: hot con-

dition (M = 36.96, SD = 28.06), cold condition (M = 46.04, SD = 30.63)

and empty condition (M = 52.29, SD = 32.82):�2 (2, N = 150) = 1.74, p =

0.06, with pair-wise ES: Empty vs Hot = 0.50; Empty vs Cold = 0.22 and

Hot vs Cold = 0.28.
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• Context Objects: Statistically significant differences were found between

temperature representations for human hand: hot condition (M = 31.56, SD

= 22.86), cold condition (M = 43.88, SD = 29.83) and empty condition (M

= 55.15, SD = 28.66): �
2 (2, N = 150) = 11.68 p = 0.03*, with pair-wise

ES: Empty vs Hot = 0.90; Empty vs Cold = 0.38 and Hot vs Cold = 0.46.

No significance was found between temperature representations for abstract

hand: hot condition (M = 34.05, SD = 25.27), cold condition (M = 45.01,

SD = 30.50) and empty condition (M = 47.23, SD = 31.77): �2 (2, N = 150)

= 1.49, p = 0.47, with pair-wise ES: Empty vs Hot = 0.46; Empty vs Cold =

0.08 and Hot vs Cold = 0.38.

7.7.1.3 Analysis - GAp

The hot condition presented the smallest mean GAp in every environmental con-

dition while the empty condition presented the largest mean GAp in every en-

vironmental condition, showing that visual cues for temperature influenced GAp

in VR. This is consistent with real grasping behaviour, where humans are more

likely to grasp the handle of a mug when it has hot content inside. No statistical

differences in GAp were found between hand representations, showing that the

realism of the virtual hand did not influence the accuracy with which participants

estimated object size when adjusting their hand opening for grasping.

Chapter 6 showed that GAp in VR grasping might be directly influenced by the

size of the object at the grasping point, therefore, the grasping point was com-

puted from sensor data as the middle point of the grasp aperture as described in

(Al-Kalbani et al., 2016a) and represented in heat-maps to provide an overview

of where the mug was grasped for each condition (see Table 7.1). The heat-maps

show a prevalence for grasping the handle in hot and cold condition and a preva-

lence for grasping the body in the empty condition. For example, looking at Table
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(a) GAp for Body Location

(b) GAp for Top Location

(c) GAp for Handle Location

Figure 7.8: Overview of GAp of every participant for each grasped location under
analysis: Body/Side, Top and Handle. The red lines represent object dimensions
(x,y,z).

7.1 Human - Glass condition, in hot condition the concentrated areas are around

the handle, in cold condition are predominantly around the handle but also top and

body and in empty condition, the concentrated areas are around all three locations

of the object. To further analyse the link between object size and GAp, Figure

7.8 shows the GAp of every participant for each grasping instance, structured

based on grasped location: Body/Side, Top and Handle. The red lines represent

the size of the grasped location (X, Y, Z) in mm. It can be observed that for

Body/Side location, there is high variability in GAp, participants grasping both
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smaller and larger than object dimensions for both hand representations; for Top

location, participants generally grasped smaller than object dimensions for both

hand representations and for Handle location the majority of users grasped larger

than object dimensions for both hand representations.

While results in this work show that there is a link between thermal cues and

GAp, which is naturally attributed to the grasped object/location (e.g smaller GAp

for hot condition than empty condition due to users grasping the handle more

often in the hot condition), GAp patterns showed a high variability in VR, users

generally grasping both larger and smaller than object sizes. However, smaller

objects seem to be associated with a specific pattern, being grasped larger than

object dimensions, which was also found in Chapter 5.

7.7.2 Grasp Location

Grasp location results are reported for each condition based on number of grasp

instances for each grasped location: Body/Side, Top and Handle.

7.7.2.1 Hand Representation

To understand if hand representation had an influence on grasp location, differ-

ences in grasped location between abstract and human hand were statistically

analysed with 95% Confidence Intervals. No statistical significance was found in

grasp location for abstract (355 instances for Handle; 198 instances for Body/Side;

47 instances for Top) and human hand representation (384 instances for Handle;

174 instances for Body/Side; 42 instances for Top) :�2 (1, N = 1200) = 2.96, p =

.226.
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Environment
Condition Abstract Human

Handle Body Top Stat Handle Body Top Stat

Basic
H 40 8 2 Stat = 13.26

p =.01*

45 8 1 Stat = 27.32
p < .01*C 27 18 5 28 20 2

E 23 22 5 22 21 7

Content Label
H 39 8 3 Stat = 21.95

p < .01*

44 5 1 Stat = 25.05
p < .01*C 29 19 2 30 4 6

E 18 22 10 20 21 9

Glass
H 37 10 3 Stat = 9.82

p < .01*

45 4 1 Stat = 16.73
p < .01*C 28 19 3 29 17 4

E 22 24 4 28 18 4

Contextual objects
H 38 9 3

Stat = 7.52
p = .111

40 9 1 Stat = 15.29
p < .01*C 28 19 3 30 18 2

E 26 20 4 23 20 7

Table 7.2: Grasp location results for each environmental condition and thermal
representation (H - Hot, C - Cold, E - Empty) presented with statistical results for
each hand representation (Abstract and Human).

7.7.2.2 Environmental Conditions

Statistical significance was tested between temperature representations (Empty,

Hot and Cold) for every scenario condition (Basic, Content Label, Glass and Con-

text Objects) and hand representation (Abstract and Human) with 95% Confidence

Intervals. Effect sizes (ES) are computed using Cramer’s V and interpreted using

existing guidelines.

• Basic: Statistically significant differences were found between temperature

representations for abstract hand where hot showed 40 grasps for Handle,

8 for Body/Side and 2 for Top; cold showed 27 grasps for Handle, 18 for

Body/Side and 5 for Top and empty showed 23 grasps for Handle, 22 for

Body/Side and 5 for Top: �2 (4, N = 150) = 13.26, p = .01* with medium

ES (Cramer’s V = 0.21). Statistically significant differences were also found

between temperature representations for human hand where hot showed 45

grasps for Handle, 4 for Body/Side and 1 for Top; cold showed 28 grasps

for Handle, 20 for Body/Side and 2 for Top and empty showed 22 grasps

for Handle, 21 for Body/Side and 7 for Top: �2 (4, N = 150) = 27.32, p <

.01* with medium ES (Cramer’s V = 0.31). The results in terms of grasp

213



Birmingham City University CEBE

location for basic condition can be visualised in Figure 7.9.

• Content Label: Statistically significant differences were found between tem-

perature representations for abstract hand where hot showed 39 grasps for

Handle, 8 for Body/Side and 3 for Top; cold showed 29 grasps for Handle,

19 for Body/Side and 2 for Top and empty showed 22 for Body/Side, 18 for

Handle and 10 for Top: �2 (4, N = 150) = 21.95, p < .01* with medium ES

(Cramer’s V = 0.27). Statistically significant differences were also found

between temperature representations for human hand where hot showed 44

grasps for Handle, 5 for Body/Side and 1 for Top; cold showed 30 grasps

for Handle, 4 for Body/Side and 6 for Top and empty showed 21 grasps for

Body/Side, 20 grasps for Handle and 9 for Top: �2 (4, N = 150) = 25.05, p

< .01* with medium ES (Cramer’s V = 0.28). The results in terms of grasp

location for content label condition can be visualised in Figure 7.9.

• Glass: Statistically significant differences were found between temperature

representations for abstract hand where hot showed 37 grasps for Handle,

10 for Body/Side and 3 for Top; cold showed 28 grasps for Handle, 19

for Body/Side and 3 for Top and empty showed 24 for Body/Side, 22 for

Handle and 4 for Top: �
2 (4, N = 150) = 9.82, p < .01* with small ES

(Cramer’s V = 0.18). Statistically significant differences were also found

between temperature representations for human hand where hot showed 45

grasps for Handle, 4 for Body/Side and 1 for Top; cold showed 29 grasps

for Handle, 17 for Body/Side and 4 for Top and empty showed 28 grasps

for Handle, 18 for Body/Side and 4 for Top: �2 (4, N = 150) = 16.73, p <

.01* with medium ES (Cramer’s V = 0.23). The results in terms of grasp

location for glass condition can be visualised in Figure 7.9.

• Contextual Objects: Statistically significant differences were found between
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temperature representations for human hand where hot showed 40 grasps for

Handle, 9 for Body/Side and 1 for Top, cold showed 30 grasps for Handle,

18 for Body/Side and 2 for Top and empty showed 23 grasps for Handle, 20

for Body/Side and 7 for Top: �2 (4, N = 150) = 15.29, p < .01* with medium

ES (Cramer’s V = 0.22). No significance was found between temperature

representations for abstract hand where hot showed 38 grasps for Handle,

9 for Body/Side and 3 for Top; cold showed 28 grasps for Handle, 19 for

Body/Side and 3 for Top and empty showed 26 grasps for Handle, 20 for

Body/Side and 4 for Top: �2 (4, N = 150) = 7.52, p = .111. The results in

terms of grasp location for contextual objects condition can be visualised in

Figure 7.9.

Results above showed that temperature cues influenced the grasped location in

VR. To understand if grasped location was also influenced by contextual informa-

tion, statistical significance was tested between scenario conditions (Basic, Con-

tent Label, Glass and Context Objects) in terms of grasp location for both hand

representations. No statistical difference was found between scenario conditions

in terms of grasped location for abstract hand �
2 (4, N = 600) = 2.54, p = .862

and human hand �
2 (4, N = 600) = 5.59, p = .469.

7.7.2.3 Analysis - Grasp Location

Results showed no statistically significant differences in terms of grasp location

between hand representations, however, statistically significant differences were

found between thermal representations with hot and cold conditions for all envi-

ronmental conditions except contextual objects condition for abstract hand repre-

sentation. Results predominantly showed grasps around the handle of the mug for

hot condition, while empty condition predominantly showing grasps around the

body of the mug (see Figure 7.9). This is consistent with results plotted from sen-
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Figure 7.9: Grasp Location (Body/Side, Handle and Top) chosen by participants in
this experiment for each contextual environment condition (Basic, Content Label,
Glass and Context Objects) and temperature representations (H stands for hot, C
stands for Cold and E stands for empty).
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sor data presented in the previous section and therefore confirms the assumption

made in Chapter 6 that GAp is directly influenced by the size of the grasped lo-

cation in VR, subjects mimicking real grasping behaviour and adjusting the hand

opening for each grasped object: for hot condition where subjects predominantly

grasped around the handle, the mean GAp recorded was ⇡ 30 mm, while for

empty condition where subjects grasped around the body, the mean GAp recorded

was ⇡ 50 mm. This finding also shows that participants over and underestimated

the size of the grasped object, with the handle having a width of 11 mm and the

body a width of 80 mm, which is consistent with findings in Chapter 6.

Additional environmental cues (labels, glass, other objects) did not change the ef-

fect of the thermal visual cues, apart from the contextual objects condition with

abstract hand, where there were no significant differences between thermal con-

ditions in terms of grasp location, which might have been due to users being dis-

tracted by the other objects and not focusing on the thermal visual cues. However,

results presented that thermal visual cues showed significant differences in grasp

location even when no contextual information was added (basic condition). This

is consistent with VR literature showing that subjects use sensory cues in one

modality to fill in the missing components of perceptual experience (Biocca et al.,

2001), meaning that in this case the visual cues for temperature were enough for

users to start behaving as when real haptic thermal feedback was available. This

effect of providing haptic sensations without the actual matching haptic stimulus,

but instead by inducing those sensations using vision is known as pseudo-haptic

feedback and has been highly used in VR literature (Zenner & Krüger, 2017).

Cold and empty conditions showed a similar pattern in grasped location, show-

ing that content inside the mug (suggesting a different weight) did not change the

grasping approach, which is consistent with real grasping behaviour where hu-

mans generally use the handle when the mug has hot content, and the body/top of
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the mug for other types of content. While there is a clear link between grasped

location and visual thermal conditions in VR, the empty mug (without visual ther-

mal cues) also showed grasps for all locations in all environmental cues. This

could imply that more complex virtual objects (that have handles or protruding

components) show higher variability in grasping patterns as they do in real envi-

ronments, which was also discussed in Chapter 6. However, this might also be the

result of bias introduced by the thermal conditions explored in this experiment.
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7.7.3 Grasp Labels

A total of 1200 grasps were recorded during the experiments (50 participants x 2

hand representations x 3 thermal cues x 4 environmental conditions) which were

labelled following the methodology presented in Chapter 4. No grasps were re-

moved during the labelling. Cohen’s Kappa was used to measure inter-rater relia-

bility for labelling the grasps. Raters agreed in 89% of instances (Cohen’s Kappa

= 0.43) which based on existing guidelines is a moderate agreement, which is of-

ten achieved when subjectivity is involved in the process (S. Sun, 2011) and is a

common agreement score for classification tasks (Feix et al., 2014b).

Power grasps were the most common grasp types used in this experiment for both

abstract (81.83%, N = 491) and human (87.66%, N = 526) hand representations,

followed by Precision grasps: abstract (18.16%, N = 109) and human (12.33%, N

= 74).

Previous sections showed a link between GAp and grasped location. Chapter

6 showed a link between the shape of an object and the grasping pattern. To

understand how every part of the object was grasped, grasp labels are reported for

each grasped location: Body/Side, Top and Handle. Body/Side was grasped using

only Power grasps for both hand representations: abstract (N = 198) and human

(N = 174). A similar pattern was found for Top which was grasped using only

Power grasps for both hand representations: abstract (N = 47) and human (N =

42). Handle showed a different pattern being grasped by Power (abstract: 69.29%,

N = 246 and human: 80.72%, N = 310) and Precision grasps (abstract: 30.71%,

N = 109 and human: 19.38%, N = 74).

As shown in Figure 7.10 Body/Side was predominantly grasped using Large Di-

ameter [P1] for both abstract (100%, N = 198) and human hand (100%, N = 174)
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Location Main Grasp Types

[P1]
100%

[P6]
76.40%

[P5]
16.85%

[P1]
5.61%

[P3]
70.09%

[PC6]
9.60%

[PC4]
5.68%

Table 7.3: Main Grasp Types chosen in this experiment for each object location
(Body/Side, Top and Handle) along with their grasp code (presented in Figure
7.10 and detailed in Chapter 4, colour-coded to outline their grasp category Power
grasps in blue and Precision grasps in green.

representations; Top was predominantly grasped using Power Sphere [P6] for both

abstract (85.10%, N = 40) and human hand (66.67%, N = 28) representations and

Handle was predominantly grasped using Small Diameter [P2] for both abstract

(65.91%, N = 234) and human hand (73.95%, N = 284) representations. Table 7.3

shows the main grasp types for each grasp dimension.

7.7.3.1 Analysis - Grasp Labels

Results showed that each grasp location was associated with different grasp la-

bels. This is consistent with results from Chapter 6 showing that the shape of the

virtual object influences the grasp type chosen during interaction. In Chapter 6,

the Mug object was categorised as Equant and associated with Power Sphere [P6]

and Large Diameter [P1]. Results of this study show that the Mug was grasped
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(a) Human Hand - Power Disk (b) Abstract Hand - Power Sphere

Figure 7.11: Example of Power Disk [P5] in the human hand condition and Power
Sphere [P6] in the abstract hand condition.

using a Power Sphere [P6] when it was grasped by the Top, a Large Diameter [P1]

when it was grasped by Body/Side and Small Diameter [P2] when it was grasped

by Handle. This shows that the higher variability for irregular objects discussed

in Chapter 6 might be due to users grasping on different locations and adjusting

their grasp accordingly as in real grasping literature (Feix et al., 2014b).

As shown in Chapter 6, participants did not show an awareness of the number of

fingers involved while interacting with the virtual mug. Commonly, users pre-

sented different variations of the thumb-finger group presented in the VR Taxon-

omy of Grasp Types for grasping the handle of the mug. While the prevalence for

Power grasps is maintained for grasps recorded in this experiment, differences in

grasp types were observed between the human and abstract hand conditions: for

instances where the handle was chosen, participants used a Power grasp in 80.72%

of the instances for the human hand condition while choosing Power grasps in only

69.29 % of the instances in the abstract hand condition. This result suggests that

users intuitively performed a grasp that could normally hold a heavy object more

often with the human hand than with the abstract hand, with Power grasps being

associated with stability and security when grasping real objects (M. R. Cutkosky,

1989). A similar pattern can be observed for Top, where for both conditions the

main grasp types used were Power Sphere [P6] and Power Disk [P5], however
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with the human hand, the number of instances where Power Disk [P5] was used

is higher than with the abstract hand. The difference between these grasps is that

Power Sphere [P6] is used for grasping a spherical object where the fingers wrap

around the object, while Power Disk [P5] is used for grasping a disk, where the

fingertips are the main parts of the fingers that exert forces on the object, to create

a stable grasp. In real environments humans generally grasp the top of a glass or

mug using a Precision Disk [P5], therefore results in this work show that with the

human hand there were more instances where subjects mimicked real grasping

behaviour. However, the general trend for both hands was to grasp using a Power

Sphere [P6] where the hand penetrates the virtual object as shown in Figure 7.11.

7.7.4 IPQ

The IPQ Presence Questionnaire showed no statistically significant differences

between the hand representations under study, with the abstract hand obtaining an

average score of (M = 4.54, SD = 1.02) and the human hand (M = 4.75, SD = 1).

None of the sub-scales of the questionnaire showed any statistically significant

differences. Presence scores by sub-scale are presented in Figure 7.12.

7.7.5 Post-test Questionnaire

Participants were asked to complete a post-test questionnaire to gain a better un-

derstanding of their perceptions while interacting with the thermal cues, the envi-

ronment and hand representations.

Participants reported ice and steam visual cues from the thermal representations

as the strongest visual cue supporting their grasping behaviour. Following these

remarks, participants were asked if they felt their grasp location and type was

influenced by the different thermal representations or the environment. 37 par-
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Figure 7.12: Scores for IPQ sub-scales and overall IPQ score for abstract and hu-
man hand conditions; a score equal to 7 represents the highest feeling of presence
while 1 represents the lowest.

ticipants (abstract hand) and 36 participants (human hand) reported that grasp

location was influenced by mug content. Additionally, 29 participants (abstract

hand) and 37 (human hand) reported that the visual thermal representation influ-

enced the location where they grasped. Some participants reported “I used the

handle because I did not want to get burnt or my hand to be too cold.” [P34] or

“I used the handle for hot content to avoid being burnt” [P28] while other par-

ticipants reported “Not necessarily as I wasn’t too concerned about burning my

hand (because it is robotic [sic]), therefore, didn’t matter how I grasped the mug

” [P03].

Some additional comments included: “With real hand, I almost expected the mugs

to have different weights with respect to the amount of liquid in each mug. This

was to a greater extent than the abstract hand.” [P11], “I felt that the simulation

with the human hand made me feel the need to be careful in case I burnt my-

self a lot more than when using the robot hand simulation.”[P24],“I first thought
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that it was my hand and I realised that it was not only by looking at the short

nails.”[P47]. Overall, participants reported that mug content and thermal cues

have a stronger impact on their grasp choice and location than other environmen-

tal cues such as changes in the environment or in the hand representation which

was also found in the results of this study. The responses can be found in Ap-

pendix B.

7.8 Discussion and Conclusions

Results in this study showed that even when haptic feedback is missing, subjects

change their grasping interaction behaviour based on visual cues for thermal hap-

tic feedback only. This is consistent with VR literature, where the use of pseudo-

feedback has shown to influence user perception (Nunez, Zenner, Steinicke, Daiber,

& Krüger, 2022), subjects perceiving different haptic sensations based on visual

cues only (Kawabe, Ujitoko, & Yokosaka, 2022). This was the case in the results

of this study, where participants predominantly grasped the handle of the mug for

the hot and cold condition, while grasping the body of the mug for the empty con-

dition, even though there was no real consequence at the end of the grasping task,

regardless of the grasping location (e.g. the user cannot get burned if grasping

the hot part of the mug). The reason behind this might be high levels of presence

in VR which might have influenced subjects to naturally behave as they would

in a real environment. This is consistent with VR literature showing that using

visual cues to substitute haptic feedback is associated with increased feelings of

presence, immersion and enjoyment (Rietzler et al., 2018).

The grasped location was essentially the metric that was directly influenced by

thermal cues, however results showed there is a strong link between grasped lo-

cation, GAp and grasp labels in VR. Grasping instances presenting a small GAp
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were predominantly located around the handle of the virtual mug, showing the

influence of the size of the grasped location on the grasp pattern when interacting

with virtual objects. This is in alignment with findings in Chapter 6 and grasping

real objects, where the aperture of the grasp is primarily influenced by the size

of the grasped location (Feix et al., 2014b). Similarly, results highlighted that the

shape and size of the grasped object (or part of the object) also influenced the

grasp type chosen. Therefore, the hypothesis of H1: The thermal visual cues of

the object have no effect on the grasp metrics has is rejected as all grasp metrics

showed differences between thermal visual cues.

However, thermal cues showed significant differences in terms of grasping metrics

for all environmental conditions and hand representations except contextual ob-

jects condition for abstract hand. This is interesting since the basic and contextual

objects conditions present the same mug (yellow mug with thermal conditions).

This might have been due to the environment factors (additional objects and win-

dow view) influencing users to focus less on the mug with the thermal visual cues

and therefore led to higher variability in grasp metrics. Another factor that might

have influenced this effect is the hand representation, users feeling less connected

with the abstract hand and therefore not being as careful with the thermal visual

cues.

When comparing between hand representations, ES was generally smaller for the

abstract hand than for the human hand, however, there were no significant sta-

tistical differences between hand representations for grasp data. Moreover, the

IPQ scores did not present statistically significant differences in perceived pres-

ence between hand representations. This finding is contrary to popular literature

(Schwind et al., 2017), and therefore the null hypothesis H2: The visual rep-

resentation of the hand has no effect on the grasp metrics has failed to be

rejected. However, during the interview and post-questionnaire within the study,
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participants emphasised higher levels of attachment to the human hand.

7.8.1 Influences on the VR Taxonomy

This work aimed to explore whether grasp metrics are influenced by thermal vi-

sual cues in VR. Complementary to work in Chapter 6 which presented the first

VR Taxonomy of Grasp Types based on object shape where users have shown to

use familiar behaviours from reality when grasping virtual objects (e.g. wrapping

their hand to match the size and shape of the object, with the accuracy limita-

tions imposed by VR current hardware), this work also showed that users translate

real behaviours in VR grasping by adapting their grasp location and inherently

grasped aperture and grasp labels when thermal cues are shown on the virtual

object. These findings therefore show that the original taxonomy could be fur-

ther enhanced via thermal representation on virtual objects, which in this context

showed to introduce changes in grasping approach.

For example, in Chapter 6, the Equant object category (which also contains the

Mug object used in this experiment) has shown to be predominantly grasped us-

ing Large Diameter and Power Sphere grasp types. In this experiment, the mug

was still grasped using Large Diameter and Power Sphere, however due to the ef-

fect of thermal visual cues, these grasping patterns were changed in hot and cold

conditions, introducing a prevalence for Small Diameter and Precision grasps in

general. This is due to users predominantly grasping the handle of the mug in the

hot and cold conditions and predominantly grasping the body of the mug in the

empty condition.

While a taxonomy of grasp types for thermal visual cues can not be fully adapted

based on the findings in this experiment, due to the nature of the study only ex-

ploring one object and not representing objects from Equant, Prolate, Oblate and
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Bladed, this work shows that the taxonomy might be changed when thermal vi-

sual cues are present, especially in the number and types of grasps associated with

an object category, particularly when objects can be grasped on various locations

which support the thermal context in which the objects are being used in (handles,

protruding parts). However, future work needs to evaluate how other represen-

tations of thermal information on virtual objects change the current taxonomy of

virtual grasps.

While this chapter provided an overview of the effect of pseudo-haptics on virtual

grasping, it also emphasized the connection between grasp metrics in VR which is

important for defining and improving grasp taxonomies for virtual objects. While

GAp was under and overestimated for different grasped locations, subjects still

adjusted their hand opening for every grasp location. With this adjustment they

also changed the grasp type chosen suggesting that a more detailed correlation

can be made between where the object is grasped and hand posture (grasp type),

which will be explored in more detail in the next chapter, where a more complete

iteration of the VR Taxonomy of Grasp Types is presented.
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8 | Virtual Object Categorisation

This work was published in the proceedings of the 2021 IEEE Virtual Reality

and 3D User Interfaces (VR) as "Freehand grasping: An analysis of grasping for

docking tasks in virtual reality" (Blaga et al., 2021a) and in the proceedings of

the 27th ACM Symposium on Virtual Reality Software and Technology as "Vir-

tual Object Categorisation Methods: Towards a Richer Understanding of Object

Grasping for Virtual Reality" (Blaga et al., 2021c).

8.1 Introduction

Object categorisation is a milestone in the human evolutionary history, by which

people can explore and understand the world faster and better (Guan & Zhang,

2016). It supports us in grouping elements together based on similar properties or

attributes which can improve learning, prediction, decision making, language and

interaction. Research into computer vision (Leibe & Schiele, 2003) has for many

years developed on the ability to use categorisation to improve task goals, namely

in artificial intelligence for behaviour characterisation (Prange, Barz, & Sonntag,

2018), text recognition (Kamal & Sultana, 2012), gesture analysis (Hummels &

Stappers, 1998) and robot grasping (Kerzel et al., 2017), each leveraging the

humans’ ability to form and recognise categories of objects and define frame-

works for computer-based categorisation. Commonly, these categorisation frame-

works focused on specific attributes from human perception studies, one being

Zingg’s (Zingg, 1935) theory of using object dimension ratio to categorise ob-

jects based on shape, as described in Chapter 6. Other theories have focused on

representing object components as arrangements of simple convex and concave

parts (Biederman, Cooper, Hummel, & Fiser, 1993) or using wider object prop-
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erties for categorisation such as auditory feedback (Guan & Zhang, 2016). Over

recent years categorisation methods have supported researchers in uncovering a

richer understanding of how humans interact with objects within the real world

and how to develop improved HCI and computer vision systems. While Chapter

6 used Zingg’s (Zingg, 1935) categorisation method to group objects based on

their shape and develop the first VR Taxonomy of Grasp Types, other categori-

sation methods have not been explored for grasping in VR. To develop a more

complete grasp taxonomy, this chapter presents categorisation methods that take

into consideration object characteristics such as stability and protruding objects.

When analysing task influence in AR, researchers found that different tasks such

as pointing, reaching, tilting (Mousavi Hondori, Khademi, Dodakian, Cramer, &

Lopes, 2013), moving, rotating and scaling (Bai, Gao, El-Sana, & Billinghurst,

2013) require different interaction approaches when manipulating virtual objects

(Piumsomboon et al., 2013). Task has shown to influence grasping patterns in

real environments (Feix et al., 2014a), however, Chapter 6 showed that simple

translate tasks did not influence grasping approach in VR. Yet, tasks that involve

both translation and rotation have not been analysed for grasping patterns in VR.

To address this, work in this chapter presents an elicitation study to define grasp

patterns for freehand virtual object manipulation docking tasks in VR. Across

39 participants, 3 conditions and 16 virtual objects, this study reports on grasp

metrics following the methodology described in Chapter 4.

The chapter is structured as follows: Section 8.2 presents a literature review of

existing work on object categorisation methods and docking tasks in VR; Section

8.3 presents the virtual object categorisation with a detailed overview of meth-

ods proposed and the categorisation experiment; Section 8.4 presents the elicita-

tion experiment design with a detailed methodology being presented for the task,

hand representation and virtual environment; Section 8.5 presents the protocol
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for the user elicitation study as detailed in Chapter 4. Section 8.6 presents the

metrics used for analysing grasping patterns; Section 8.7 presents the proposed

hypotheses; Section 8.8 presents the methodology used for data analysis; Sec-

tion 8.9 presents the results where grasp dimension and grasp labels are analysed

and structured in a more complete VR Taxonomy of Grasp Types. Section 8.10

presents discussion and conclusions.

8.2 Background

8.2.1 Categorisation Methods

Categorisation methods have been previously used in research for grouping at-

tributes and defining classes of syntactic and semantic features, and further used

for automated characterisation (Prange et al., 2018). This then allowed the devel-

opment of categorisation methods showing that organising and processing data in

a simple, uniform and structural form hugely benefits development of interactive

systems (Hummels & Stappers, 1998; Song, Qin, & Zhang, 2016).

Object classification based on shape has been investigated for a long time, with

geon theory showing how objects can be represented as an arrangement of sim-

ple convex and concave parts (Biederman et al., 1993). However, since it has

been shown that properties such as material, hardness, weight and roughness can

only be detected or extracted by non-visual modalities, Guan and Zhang (Guan

& Zhang, 2016) proposed a novel system of multimodal object recognition and

categorisation by performing interactive behaviours, using both auditory and vi-

sual modality. Similar methods have been used for categorising real objects for

understanding human grasping. Derbyshire et al. (Derbyshire, Ellis, & Tucker,

2006) performed an object categorisation study where they asked participants to
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categorise objects in two categories: naturally formed and manufactured and anal-

ysed reach to grasp actions for these object categories. Further, to group attributes

of haptic materials, Kerzel et al. (Kerzel et al., 2017) presented a framework for

haptic material classification based on an adaptation of human haptic explanatory

procedures executed by a robot arm with an optical force sensor, showing that

categorising haptic material is important for successful robot grasping. While cat-

egorisation methods have been highly explored for real grasping patterns, they

have not been fully explored for virtual grasping yet. Chapter 6 used Zingg’s

(Zingg, 1935) categorisation method to analyse how grasping approach changes

based on object shape. However, this methodology is limited, only covering shape

and form, without considering other object characteristics such as roundness and

complexity. The current VR Taxonomy of Grasp Types presents grasp patterns

for object categories based on Zingg’s (Zingg, 1935) method, however consid-

ering the above, grasping patterns for other categorisation methods need to be

evaluated for a more complete taxonomy of grasp types in VR.

8.2.2 Docking Tasks in VR

Target acquisition is one of the most elementary interactions in 3D environments

(El-Shimy, Marentakis, & Cooperstock, 2009), with researchers using variations

of tasks such as placement, orientation and docking to assess aspects of virtual

object manipulation (Martinet et al., 2010; Englmeier, Dörner, Butz, & Höllerer,

2020). Docking is the task that combines point or volume matching with orien-

tation matching, also known as the simplest 6 Degrees of Freedom (DOF) task

(Boritz & Booth, 1998). It is naturally performed by the human hand in every-

day tasks for manipulating real objects, and therefore is a fundamental task for

developing and assessing interaction metrics under different experimental condi-

tions in areas such as robotics (Muse, Weber, & Wermter, 2006) and VR envi-
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ronments (Vuibert, Stuerzlinger, & Cooperstock, 2015). Vuibert et al. (Vuibert

et al., 2015) used a docking task to assess gross motion and compare different

interaction methods based on accuracy and completion time. Bai et al. (Bai, Nas-

sani, Ens, & Billinghurst, 2017) implemented rotation and translation tasks for

mid-air 3D object manipulation and proposed a comprehensive repertoire of 3D

manipulation operations. Boritz et al. (Boritz & Booth, 1998) created placement

and orientation tasks to assess different visual feedback modes and showed that

target position and orientation on a docking task have a significant effect upon

user performance in VR. Chapter 6 explored grasping patterns for simple trans-

lation tasks, and showed no statistical significant differences in grasping patterns

between conditions. However, docking tasks and their influence on grasp metrics

in VR has not been explored before. To address this, this chapter aims to explore

docking tasks in VR and how they influence grasping metrics.

8.3 Virtual Object Categorisation

As presented in Chapter 6, previous work looking at grasping patterns in real

environments (Feix et al., 2014b) used Zingg’s methodology to categorise ob-

jects for assessing correlations between object manipulation metrics and grasping

approach. While Chapter 6 showed that this categorisation method was useful

in identifying grasping pattern changes between object categories, findings also

showed higher variability in grasp choice for objects with more complex geome-

tries. Chapter 7 showed that this might be connected to irregular shapes presenting

more graspable locations, however, categorisation methods focused on object ge-

ometries and their influence on grasping patterns in VR have not been explored

yet. Moreover, Chapter 6 also showed a change in grasping patterns (especially

around grasp apertures) for virtual objects that present a level of roundness around
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certain axes (cylindrical, spherical shape), however, categorisation methods fo-

cused on object roundness/stability and their influence on grasping patterns in VR

have not been explored yet. Therefore, to develop a more complete VR Taxonomy

of Grasp Types that links object types to grasp types, this chapter explores grasp-

ing patterns for the following categorisation methods: Zingg’s (Zingg, 1935), Vir-

tual Object Equilibrium (VOE) and Parts.

8.3.1 Methods

Zingg’s Method: As described in Chapter 6, Zingg’s (Zingg, 1935) methodol-

ogy categorises objects based on their shape and the three dimensions that indicate

the volume of geometric bodies. Zingg (Zingg, 1935) defined A as the longest di-

mension of an object, C the shortest and B the remaining dimension. He defined

a constant R to describe the relationship between dimensions and categorise the

object; determining that the value at which one typically regards two axes to be

different is about R = 3/2 (Zingg, 1935). Based on these parameters, four shape

categories were defined as part of Zingg’s categorisation framework: Equant, Pro-

late, Oblate and Bladed (see Figure 8.1)

VOEquilibrium Method: While Zingg’s methodology has been previously used

in grasping research, it does not take into account object roundness and stability,

which might influence grasping approach (Howard & Kumar, 1996) (i. e. if the

object is unstable and very likely to be rolled over if touched incorrectly, users

might pick a different grasp type compared to a stable object). To address this,

Szabo et al. (Szabo & Domokos, 2010) proposed a classification system which

involves counting static equilibria, using a faster and easier framework than the

classical Zingg method (Zingg, 1935). They define static equilibria as points of

the surface where the object is at rest when placed on a horizontal, frictionless sup-
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port surface. Moreover, grasping stability/equilibria has been investigated before

(Howard & Kumar, 1996), showing that contact bodies (which are directly linked

to the shape of the object) influence the stability of a grasp, showing the need for

taking this into consideration when categorising virtual objects for understanding

grasping patterns in VR. Therefore, this section introduces the VOEquilibrium

(Virtual Object Equilibrium) method for object categorisation, which focuses on

equilibrium points of virtual objects. As part of this method, this thesis presents

two categories of virtual objects: Stable and Unstable. As shown in Figure 8.1,

Stable category contains objects that are at rest when placed on a horizontal sur-

face and would not be easily moved if incorrectly touched, while Unstable cate-

gory contains objects that are easily moved if incorrectly touched or that do not

automatically return to initial position of rest after a small perturbation.

Parts Method: Zingg’s methodology focuses on object dimensions and overall

shape, however, it does not take into account protruding objects such as handles

which has shown to influence grasping patterns in Chapter 6 and 7. VOEqui-

librium methodology focuses on object stability (equilibrium points), however, it

does not take into account shape and object geometry. Geon theory (Biederman

et al., 1993) addresses object geometry components and introduces the concept

of breaking objects down in geons, to then categorise them based on the number

of components (or geons). Inspired by geon theory, this thesis introduces Parts

categorisation method for virtual objects, which includes two subcategories that

focus on the number of graspable components, to allow a clear analysis of how

object complexity influence grasping approach in VR (for example, if a mug has

a handle, users could either grasp the body of the mug or the handle as shown

in Chapter 7, which allows different grasping approaches for the same virtual ob-

ject). Therefore, using this method, objects are categorised based on the number of
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parts in: One-Part and Multiple-Part. As described in Figure 8.1, One-part objects

are composed of one geometric graspable component only, while Multiple-part

objects are composed of more than one geometric shape.

8.3.2 Virtual Objects

The virtual objects used for this experiment were the 16 objects selected from

the Yale-Carnegie Mellon University-Berkeley Object and Model Set (Calli et al.,

2015) following the methodology detailed in Chapter 4 (Table 4.2). These objects

were grouped in the four Zingg’s (Zingg, 1935) categories in Chapter 6, however

for grouping the virtual objects in VOE and Parts categories, a user categorisation

study was conducted.

8.3.2.1 Categorisation Raters

A total of 15 raters (7 male and 8 female) from a population of university students

and staff members volunteered to take part in this study. Participants ranged in

age from 19 to 45 (M = 31.66, SD = 13.01). All participants completed the full

categorisation for all objects.
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8.3.3 Protocol

The categorisation process was conducted online, complying with COVID-19 reg-

ulations and guidelines and underwent a formal ethical review from the university

ethical review committee. Raters were asked to first complete a training session,

where each categorisation method (VOEquilibrium and Parts) was explained in

terms of theoretical aspects with example images as shown in Figure 8.1. Further,

raters completed a questionnaire where they were asked to categorise the 16 vir-

tual objects used in this experiment. Results for Zingg’s (Zingg, 1935) categorisa-

tion method are extracted from work presented in Chapter 6. For VOEquilibrium

and Parts categorisation methods, raters divided the 16 objects in the categories

presented; For VOEquilibrium in Stable and Unstable and for Parts in One-Part

and Multiple-Part.

8.3.3.1 Categorisation Agreement

Following Wobbrock et al. (Wobbrock et al., 2005) definition, the categorisation

agreement score was defined as the agreement among the categories proposed by

raters per object as shown in Table 8.1. The level of agreement per object was

computed following the equation:

P
r✏R

P
Pi✓Pr

�
Pi
Pr

�2

|R| (8.1)

Where r is an object in the set of all available objects R; Pr is the set of cate-

gory proposals for object r and Pi is a subset of identical categories for Pr as

in (Wobbrock et al., 2005, 2009). For VOE categorisation, 12 objects showed

an agreement equal or higher than 73% and 4 objects showed an agreement be-

tween 57%-73%. For Parts categorisation, 6 objects showed an agreement equal
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or higher than 73% and 10 objects showed an agreement between 52%-73%.

8.3.4 Categorisation Results

The virtual objects were categorised following Zingg’s methodology in Chapter 6

(four objects in Equant, four objects in Prolate, four objects in Oblate and four ob-

jects in Bladed). This is shown in Table 8.1 together with the results from the cat-

egorisation study presented in this work, with the objects being again categorised

following the two novel methods proposed: VOE and Parts. Following the VOE

methodology, virtual objects were categorised as follows: Brick, Mug, Cracker

Box, Clamp, Cleanser Bottle, Mustard, Lego, Hammer, Gelatine Box, Meat Can,

Sponge and Scissors were categorised as Stable, while Banana, Marker, Orange

and Spoon were categorised as Unstable. Following the Parts methodology, virtual

objects were categorised as follows: Brick, Banana, Cracker Box, Lego, Orange,

Gelatine Box, Meat Can and Sponge were categorised as One-Part while Mug,

Marker, Clamp, Cleanser Bottle, Mustard, Hammer, Spoon and Scissors were cat-

egorised as Multiple-Part.
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8.4 Docking Experiment Design

To analyse how object categorisation influences grasping interaction patterns, a

user experiment was designed following the methodology detailed in Chapter 4.

This section provides a detailed overview of the apparatus, docking task, environ-

ment and 3D hand model used for interaction as detailed in Table 4.3.

8.4.1 Apparatus

As in Chapters 5-7, a custom experimental framework was built using the Oculus

Rift DK2 VR Head Mounted Display (HMD) and the Leap Motion tracking device

as detailed in Chapter 4. The Leap Motion was mounted on the front of the HMD

facing the participants’ hands, to facilitate hand interaction. A web camera was

also used for recording participants’ hand during interaction. The system was

developed using C#, Unity 2018.2 and Leap Motion 4.0 SDK.

8.4.2 Task

Task intention has shown to influence grasp patterns when interacting with real

objects, presenting different grasp choices for the same object based on the task

to be performed (Feix et al., 2014b). Moreover, VR systems where natural inter-

actions have an impact on overall performance are task-oriented (Ma et al., 2010).

When manipulating virtual 3D content in VR, placement, orientation and dock-

ing (6 DOF) are fundamental tasks for which the choice of interaction gestures is

critical for usability and performance (Martinet et al., 2010). Therefore, to under-

stand the grasp choice in VR and how this changes for various tasks, a docking

task was designed for 3D object manipulation, namely placement and orientation

of a virtual object to a target position and rotation as shown in Figure 8.4.
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Virtual Object Rotation: Research shows that virtual rotation tasks are more

challenging than real rotation tasks (Ware & Arsenault, 2004). To assess if this

has an influence on grasping patterns in VR, the virtual objects were rotated on

the horizontal plane (azimuth) by a value of 30°, 60°and 90 °, with objects being

ergonomically reachable by the hand. To avoid confusion regarding the direction

of rotation, the target for the docking task was always facing frontwards.

Target Categories: Aiming to analyse how rotation and translation influence

grasping patterns in a realistic task, the task was designed to show target categories

where users had to place the virtual objects, similarly to cleaning up a table in daily

life. The target categories used were: Tools (Figure 8.2 a), Groceries (Figure 8.2

b) and Fruits (Figure 8.2 c).

(a) Tools (b) Groceries (c) Fruits

Figure 8.2: Target categories Tools, Groceries, Fruits showing the object targets
categorised by their daily usage.

8.4.3 Conditions

The study consisted of three conditions where the position of the target objects

and the rotation of the interaction objects change as follows: [DC1]: Tools on

the right, Groceries in the centre and Fruits on the left, with 30°rotation (Figure

8.3(a)); [DC2]: Fruits on the left, Tools in the centre and Groceries on the right,
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with 60°rotation (Figure 8.3(b)) and [DC3]: Groceries on the left, Fruits in the

centre and Tools on the right, with 90°rotation (Fig 8.3(c)). Virtual objects were

randomly positioned on the virtual table, each of the objects having a correspond-

ing target position and rotation (highlighted in green in Figure 8.3). At the end of

the docking task all objects had to be in the target position and rotation.

(a) (b) (c)

Figure 8.3: Virtual environment conditions. (a) Docking Condition 1 [DC1]
showing Tools at the left, Groceries in the centre and Fruits on the right, with
a 30°rotation; (b) Docking Condition 2 [DC2] showing Fruits on the left, Tools in
the centre and Groceries on the right, with a 60°rotation; (c) Docking Condition
3 [DC3] showing Groceries on the left, Fruits in the centre and Tools on the right,
with a 90°rotation.

8.4.4 Hand Representation

Chapter 7 explored the effect of hand representation on grasping patterns in VR.

While no significant differences were found between abstract and human repre-

sentations, participants showed a preference for the human hand representation.

Therefore, this experiment used the human hand 3D model to represent partici-

pants’ hand during grasping interaction.

8.4.5 Environment

In connection to the methodology in Chapters 5-7, the experiment was conducted

in a controlled environment under laboratory conditions. The test room was lit by

a 2700k (warm white) fluorescent light with no external light source. The virtual

environment consisted of a virtual table and the target categories (tools, groceries
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and fruits) presenting the target objects. For each task, the virtual objects appeared

on the virtual table, randomly arranged at 10 cm distances from each other.

(a) Docking task before completion (b) Docking task after completion

Figure 8.4: Example of one of docking task for the Cracker Box virtual object. (a)
Docking before completion shows the task before the user grasps it and translate
+ rotate it to the target position (highlighted in green); (b) Docking task after
completion shows the task after the target was translated and rotation to the target
position (overlaying the green area).

8.4.6 Participants

A total of 39 participants (25 male and 14 female) from a population of university

students and staff members volunteered to take part in this study. Participants’ age

ranged from 19 to 47 (M = 27.69, SD = 6.66). All participants were right-handed,

to ensure they interacted with the virtual objects under the same conditions. All

participants performed the full study. As in Chapters 5-7, visual acuity of par-

ticipants was measured using a Snellen chart. Each participant was also required

to pass an Ishihara test to check for colour blindness. Participants with colour

blindness and/or non corrected visual acuity of < 0.80 (where 20/20 is 1.0) were

not included in this study. Participants were asked to self-assess their level of

experience with VR systems and gesture recognition systems. Regarding VR sys-

tems, 21 reported being novice to the technology, 16 reported having an average

level of experience and 2 self-labelled themselves as experts. Regarding gesture-

recognition systems, 27 reported being novice to the technology, 10 reported an
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average level of experience and 2 self-labelled themselves as experts. Participants

were not compensated.

8.5 Protocol

Pre-test: Prior to the study, participants were given a consent form where the

test protocol and main aim of the study was described. Additionally, participants

completed a pre-test questionnaire enquiring about their background level of ex-

perience with VR systems and hand recognition sensors.

Training: Participants underwent initial hand interaction and task training to

familiarise themselves with the VR environment. The training task was a repre-

sentative version of the tasks in the study (grasp, translate and rotate a cube in the

3D space).

Test: Each participant completed 48 grasps (3 conditions ⇥ 16 objects), with

a total of 1872 grasps recorded during the study (48 grasps ⇥ 39 participants).

Participants were seated. The virtual objects were randomly positioned on the

virtual table for each condition and were consistent across participants. A Wizard

of Oz approach was followed and participants were instructed to grasp the virtual

objects the way they felt most intuitive, notifying the test instructor when they

were happy with their grasp, as in Chapters 5-7. When they were happy with

the position and rotation, they released the object and moved to grasping another

object from the virtual table. Users were allowed to grasp the objects in any order.

One condition was complete when all objects from the virtual table were arranged

at their target location and rotation.

245



Birmingham City University CEBE

(a) Grasp Dimension C (b) Grasp Dimension A/B

Figure 8.5: Grasped dimension examples as defined by Feix et al. (Feix et al.,
2014b).

Post-test: After all tasks were completed, participants were asked to complete a

post-test questionnaire to describe their perspective on grasping the virtual objects.

8.6 Metrics

Grasp Dimension: As detailed in Chapter 4, Feix et al. (Feix et al., 2014b)

defined grasped location as the part of the object that lies between the fingers

when grasped. By using the object axes (A, B and C) as defined during Zingg’s

categorisation method (Zingg, 1935), grasped dimension is analysed to indicate

which axes best determine the hand opening. Figure 8.5 shows examples of how

object dimensions determine the grasped dimension. In Figure 8.5 a) the object

is grasped along the shortest dimension (dimension C) while in Figure 8.5 b) the

object is grasped along dimension A/B, meaning that both A and B dimensions de-

termine the hand opening. Chapter 7 explored grasped location, to analyse where

subjects grasp the virtual mug, however grasped location is unique for each indi-
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(a) Power Grasps (b) Intermediate Grasps (c) Precision Grasps

Figure 8.6: Grasp types from the real grasp taxonomy (Feix et al., 2009)

vidual object (e.g. mug would have handle, body and top while bottle would have

body and lid). To allow a more generalisable analysis on where virtual objects

are grasped based on their characteristics, grasp dimension is analysed for every

grasp instance during labelling as presented in Chapter 4.

Grasp Labels: As in Chapters 5-7, the grasp categories are Power, Intermediate

and Precision. Power grasps are linked to stability and security (Figure 8.6 a).

Intermediate grasps present elements of Power and Precision roughly in the same

proportion, enabling a finer representation of grasp types (Bullock et al., 2013)

(Figure 8.6 b). Precision grasps present grasps where the object is commonly held

between the fingertips (Figure 8.6 c).

8.7 Hypotheses

Chapter 6 showed that object shape influences grasping patterns in VR, which has

been also shown in immersive virtual object grasping (Al-Kalbani et al., 2016a).

Therefore, the following hypothesis is proposed:

H1: Categorisation based on object characteristics influences grasping patterns in

VR.
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Chapter 6 showed that simple translate tasks did not influence grasping patterns in

VR, however the influence of docking tasks on grasp metrics in VR is unknown,

therefore the following null hypothesis is proposed:

H2: Grasping patterns in VR are not influenced by rotation and translation dock-

ing tasks.

8.8 Data Analysis

The Shapiro-Wilk (Shapiro & Wilk, 1965) normality test found the data to be not

normally distributed. Statistical significance between conditions and object cate-

gories in terms of grasping patterns, where the dependent variable (Grasp Dimen-

sion and Grasp Category) is nominal categorical (A, B, C and Power, Intermediate

and Precision), contingency tables were created and analysed for significance us-

ing a Chi-Squared Test of Independence with 95% Confidence Intervals, therefore,

a p-value of less than .05 will indicate statistical significance. Cramer’s V calcu-

lation for effect sizes was applied after verifying its assumptions that the variables

under analysis are categorical. Results were interpreted following existing guide-

lines based on degrees of freedom.

8.9 Results

8.9.1 Grasp Dimension (GDim)

Users predominantly grasped virtual objects presented in this study along the C

dimension (66.93%, N = 1253), followed by dimension B (32.47%, N = 608) and

dimension A (0.58%, N = 11). To understand the link between docking tasks,

object categorisation and grasp dimension, statistical significance was tested for
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grasp dimension between docking conditions (DC1, DC2 and DC3) and object

categories of the three methods explored (Zingg, VOEquilibrium and Parts) with

95% Confidence Intervals.

Docking Task: Statistical significance was found when comparing docking tasks

in terms of grasp dimension (�2 (4, N = 1872) = 13.79, p = .007*) with small ES

(Cramer’s V = 0.06): [DC1] was generally grasped along dimension C (68.42%, N

= 427) followed by dimension B (31.25%, N = 195) and dimension A (0.32%, N =

2). [DC2] was generally grasped along dimension C (70.67%, N = 441) followed

by dimension B (28.52%, N = 178) and dimension A (0.81%, N = 5). [DC3] was

generally grasped along dimension C (61.69%, N = 385) followed by dimension

B (37.66%, N = 235) and dimension A (0.64%, N = 4). To understand how these

patterns change based on object characteristics, statistical significance was tested

between docking conditions for object categories of the three methods explored:

• Zingg’s method: Statistical significance was found between docking tasks

for Bladed category which for [DC1] was predominantly grasped around

dimension B (51.92%, N = 81) followed by C (48.07%, N = 75) and A (0%);

for [DC2] was predominantly grasped around dimension C (53.20%, N =

83), followed by B (45.51%, N = 71) and A (1.28%, N = 2); for [DC3] was

predominantly grasped around dimension B (62.17%, N = 97), followed by

C (36.53%, N = 57) and A (1.28%, N = 2): �
2 (6, N = 468) = 9.56, p =

.041* with medium ES (Cramer’s V = 0.11).

No significance was found for Equant category: [DC1] was grasped around

dimension C (86.53%, N = 135), followed by B (13.46%, N = 21) and A

(0%); [DC2] was grasped around dimension C (83.97%, N = 131), followed

by B (16.02%, N = 25) and A (0%); [DC3] was grasped around dimension

C (79.48%, N = 124), followed by B (20.51%, N = 32) and A (0%): �2 (6,
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N = 468) = 3.30, p = .507, Prolate category: [DC1] was grasped around

dimension C (64.10%, N = 100), followed by B (35.89%, N = 56) and A

(0%); [DC2] was grasped around dimension C (67.30%, N = 105), followed

by B (32.69%, N = 51) and A (0%); [DC3] was grasped around dimension

C (62.82%, N = 98), followed by B (36.53%, N = 57) and A (0.64%, N =1):

�
2 (6, N = 468) = 9.31, p = .053 and Oblate category: [DC1] was grasped

around dimension C (75%, N = 117), followed by B (23.71%, N = 37) and

A (1.28%, N = 2); [DC2] was grasped around dimension C (78.20%, N =

122), followed by B (19.87%, N = 31) and A (1.28%, N = 2); [DC3] was

grasped around dimension C (78.84%, N = 123), followed by B (20.51%,

N = 32) and A (0.64%, N = 1): �2 (6, N = 468) = 2.38, p = .665.

• VOEquilibrium method: No statistical significance was found between dock-

ing tasks for Stable category: [DC1] was grasped around dimension C

(63.03%, N = 295), followed by B (36.53%, N = 171) and A (0.42%, N

= 2); [DC2] was grasped around dimension C (66.45%, N = 311), followed

by B (32.47%, N = 152) and A (1.06%, N = 5); [DC3] was grasped around

dimension C (59.61%, N = 279), followed by B (39.52%, N = 185) and A

(0.85%, N = 4): �2 (2, N = 1404) = 6.24, p = .181 and Unstable category:

[DC1] was grasped around dimension C (84.61%, N = 132), followed by

B (15.38%, N = 24) and A (0%); [DC2] was grasped around dimension C

(83.33%, N = 130), followed by B (16.66%, N = 26) and A (0%); [DC3] was

grasped around dimension C (78.84%, N = 123), followed by B (21.15%,

N = 33) and A (0%): �2 (2, N = 468) = 2.02, p = .731.

• Parts method: No significance was found between docking tasks for Parts

categories, One-Part: [DC1] was grasped around dimension C (83.33%, N

= 260), followed by B (15.38%, N = 24) and A (0.64%, N = 2); [DC2] was

grasped around dimension C (81.41%, N = 254), followed by B (17.62%,
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Method Category
DC1 DC2 DC3

Statistic
A B C A B C A B C

Zingg’s

Equant 0 13% 86% 0 16% 83% 0 20% 79% Stat = 3.30, p = .507
Prolate 0 35% 64% 0 32% 67% 0 36% 62% Stat = 9.31, p = .053
Oblate 1% 23% 75% 1% 19% 78% 0 20% 78% Stat = 2.38, p = .665
Bladed 0 51% 48% 1% 45% 53% 1% 62% 36% Stat = 9.56, p = .041*

VOE
Stable 0 36% 63% 1% 32% 66% 0 39% 59% Stat = 6.24, p = .181

Unstable 0 15% 84% 0 16% 83% 0 21% 78% Stat = 2.02, p = .731

Parts
One-Part 0 15% 83% 0 17% 81% 0 23% 76% Stat = 7.52, p= .111

Multiple-Part 0 46% 53% 0 39% 59% 0 47% 51% Stat = 5.95, p = .202

Table 8.2: Grasp dimension results for each object categorisation method (with
the corresponding categories) and each docking task explored in this study (DC1,
DC2, DC3). Results are shown in percentages with statistical results reported for
each object category.

N = 55) and A (0.96%, N = 3); [DC3] was grasped around dimension C

(76.28%, N = 238), followed by B (23.39%, N = 73) and A (0.32%, N =

1): �2 (2, N = 936) = 7.52, p = .111 and Multiple-Part: [DC1] was grasped

around dimension C (53.52%, N = 167), followed by B (46.47%, N = 145)

and A (0%); [DC2] was grasped around dimension C (59.93%, N = 187),

followed by B (39.42%, N = 123) and A (0.64%, N = 2); [DC3] was grasped

around dimension C (51.36%, N = 169), followed by B (47.72%, N = 157)

and A (0.91%, N = 3): �2 (2, N = 936) = 5.95, p = .202.

Object Categorisation: Statistical significance was tested for overall object cat-

egories to understand the link between grasp dimension and object characteristics.

• Zingg’s method: Statistical significance was found between object cate-

gories: Equant was predominantly grasped around dimension C (83.33%,

N = 390), followed by B (16.66%, N = 78) and A (0%). Prolate was pre-

dominantly grasped around dimension C (64.74%, N = 303), followed by

B (35.04%, N = 164) and A (0.21%, N = 1). Oblate was predominantly

grasped around dimension C (77.35%, N = 362), followed by B (21.36%,

N = 100) and A (1.28%, N = 6). Bladed was predominantly grasped around

dimension B (53.20%, N = 249), followed by C (45.94%, N = 215) and A
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Method Category A B C Statistic

Zingg

Equant 0 16% 83%

Stat = 171.45, p  0.001*Prolate 0 35% 64%
Oblate 1% 21% 77%
Bladed 0 53% 45%

VOE
Stable 0 36% 63% Stat = 62.73, p  0.001*

Unstable 0 17% 82%

Parts
One-Part 0 19% 80% Stat = 140.53, p  0.001*

Multi-Part 0 44% 54%

Table 8.3: Grasp location (A, B, C) results for each object categorisation method
and each category in percentages. Statistical results are shown for comparing
against categories for each object categorisation method.

(0.85%, N = 157): �
2 (6, N = 1872) = 171.45, p < 0.001* with large ES

(Cramer’s V = 0.42).

• VOEquilibrium method: Statistical significance was found between ob-

ject categories: Stable was predominantly grasped around dimension C

(63.03%, N = 885), followed by B (36.18%, N = 508) and A (0.78%, N

= 11). Unstable was predominantly grasped around dimension C (82.26%,

N = 385), followed by B (17.73%, N = 83) and A (0%):�2 (2, N = 1872) =

62.73, p < 0.001* with small ES (Cramer’s V = 0.12).

• Parts method: Statistical significance was found between object categories:

One-Part was predominantly grasped around dimension C (80.34%, N =

752), followed by B (19.01%, N = 178) and A (0.64%, N = 6). Multi-

Part was predominantly grasped around dimension C (54.87%, N = 523),

followed by B (44.59%, N = 425) and A (0.52%, N = 5):�2 (2, N = 1872) =

140.53, p < 0.001* with small ES (Cramer’s V = 0.19).

Tables 8.4 and 8.5 show the split between dimension A, B and C used for grasping

for every object category and condition explored in this experiment.
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8.9.1.1 Analysis - Grasp Dimension

Results showed similar patterns in terms of grasp dimension (Figure 8.5) between

conditions under experiment for each object category, with objects being predom-

inantly grasped along dimension C, the only exception being the Bladed category,

which was predominantly grasped along dimension B. Real grasping literature

analysing grasps of two machinists and two housekeepers showed that 94% of

grasp instances collected were around the smallest dimension (dimension C), 4%

around dimension B and 1% around dimension A (Feix et al., 2014b). While the

prevalence for dimension C identified in this study is consistent with real grasping

literature, in VR subjects grasped along dimension B more often, with ⇡ 68% of

total grasp instances being around C, 32% of total grasp instances being around B

and 0.5% being around A.

When comparing between object categories, significant differences in terms of

grasped dimension were found for all categorisation methods explored in this

study. For Zingg’s (Zingg, 1935) categorisation method, Equant and Oblate showed

similar patterns in the split between B and C dimensions, while Prolate and Bladed

showed a more balanced split between C and B dimensions. Prolate objects

present long and narrow shapes, which in real grasping are generally grasped

from the side (Feix et al., 2014b), which is consistent with findings in this ex-

periment where the grasped dimensions, B and C represent the width and depth

dimensions of the virtual objects. A similar pattern was found for Bladed ob-

jects, where the split between B and C was ⇡ 50%. Bladed objects present a very

small C dimension, compared to the other object dimensions, similar to a disk

shape, and have shown to be predominantly grasped on dimension B in real envi-

ronments (Feix et al., 2014b). This was evident in the results of this experiment

where B dimension was chosen more frequently compared to the other object cat-
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egories, however subjects still used dimension C for a significant number of grasp

instances. While grasping really small objects might require additional precision

and improved sensory acuity during a grasp (Napier, 1956) in real environments,

as shown in Chapter 6 and 7, in VR users grasp objects larger and smaller than

object size due to errors in object size estimations caused by the lack of haptic

feedback. Therefore, this lack of haptic feedback allows users to grasp really

small objects larger, without requiring more sensory acuity or mechanical support

during their grasp, which might be why subjects also grasped these objects around

dimension C.

For VOE categorisation method, Stable category showed an increased number of

instances where the object was grasped around dimension B compared to Unsta-

ble category. Unstable objects are objects that generally require more precision

when grasping due to their roundness and therefore proposing the risk of them

rolling down the table if touched incorrectly. This prevalence for dimension C in

Unstable objects might be due to users applying more precision when grasping

these objects, due to learned actions from real grasping, however, this assump-

tion is discussed in more detail in the following sections that focus on the type of

grasps used for each object category. For Parts categorisation method, Multiple-

Part showed a higher variability in grasped dimension than One-Part, which has

been shown in real object grasping where irregular objects showed the largest

variation in grasped dimension (Feix et al., 2014b).

Dimension A was very rarely grasped in both real grasping studies and results

found in this experiment. Feix et al. (Feix et al., 2014b) motivated that dimen-

sion A is not generally grasped due to usually being larger than the human hand

opening, therefore making grasping impossible along this dimension in real envi-

ronments. In VR, grasping along this dimension is possible, considering that the

hand can sink inside the object when the object dimension is larger than the hand
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(a) Grasping on small dimension (b) Grasping on large dimension

Figure 8.7: Grasp examples showing a) grasp instance where the user mimics real
grasping by wrapping the fingers around the object on dimension C and b) grasp
instance where the user grasps along dimension B by sinking their hand inside the
virtual object.

opening as shown in Figure 8.7. While there were some instances where subjects

used this dimension for grasping, subjects generally chose smaller dimensions

(B/C) when grasping, therefore mimicking real grasping behaviour in VR.

While real object grasping showed differences in grasping patterns based on task

(Feix et al., 2014a), results in this study only showed significant differences be-

tween docking condition for Bladed objects, where the observed pattern is the

prevalence of dimension B being chosen for grasping in [DC3] (90°rotation).

While significant differences were not found for other object categories, this pat-

tern for increased number of instances for dimension B in [DC3] can be observed

for all categories under analysis. This might suggest that subjects changed the

grasp dimension based on the target rotation and grasped in a way that supports a

comfortable rotation of the object, however there is not enough evidence to sup-

port this claim in this experiment. The next section explores how docking tasks

and object characteristics influenced the grasp types used for interaction.
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8.9.2 Grasp Labels

A total of 1872 grasps (39 participants x 16 objects x 3 conditions) were labelled

during this user experiment, following the methodology presented in Chapter 4.

No grasps were removed during the labelling process and all 1872 grasps were

used in analysis. Cohen’s Kappa was used to measure inter-rater reliability for la-

belling the collected grasps. Raters agreed in 87% of instances (Cohen’s Kappa =

0.45) which based on existing guidelines is a moderate agreement, often achieved

when subjectivity is involved in the process (S. Sun, 2011) and is a common agree-

ment score for classification tasks (Feix et al., 2014c).

8.9.2.1 Grasp Category

Users predominantly grasped virtual objects presented in this study using a Power

grasp (62.39%, N = 1168) followed by Precision (32.79%, N = 614) and Inter-

mediate (4.80%, N = 90). To understand the link between docking tasks, object

categorisation and grasp dimension, statistical significance was tested for grasp

category between docking conditions (DC1, DC2 and DC3) and object categories

of the three methods explored (Zingg, VOE and Parts) with 95% Confidence In-

tervals.

Docking Task: No significant statistical significance was found when compar-

ing docking tasks in terms of grasp category (�2 (4, N = 1872) = 8.33, p = .081)

with all conditions showing similar patterns in the use of grasp category. [DC1]

patterns showed Power (59.93%, N = 374); Precision (34.93%, N = 218); In-

termediate (5.12%, N = 32), [DC2] patterns showed Power (62.01%, N = 387);

Precision (31.89%, N = 199); Intermediate (6.08%, N = 38) and [DC3] patterns

showed Power (65.22%, N = 407); Precision (31.57%, N = 197); Intermediate

(3.20%, N = 20).
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(a) Equant (b) Prolate

(c) Oblate (d) Bladed

Figure 8.8: The use of Power, Precision and Intermediate grasps for Zingg’s
(Zingg, 1935) object categories: Equant, Prolate, Oblate and Bladed

Object Categorisation: Statistical significance was tested for overall object cat-

egories to understand the link between grasp category and object characteristics.

• Zingg: Statistical significance was found between object categories: �
2

(6, N = 1872) = 285.01, p < 0.001* with Equant being predominantly

grasped using Power grasps (71.79%, N = 336), followed by Precision

grasps (27.56%, N = 129) and Intermediate grasps (0.64%, N = 3); Pro-

late being predominantly grasped using Power grasps (58.11%, N = 272),

followed by Precision grasps (23.50%, N = 110) and Intermediate grasps

(18.37%, N = 86); Oblate being predominantly grasped using Power grasps

(64.74%, N = 303), followed by Precision grasps (35.04%, N = 164) and In-

termediate grasps (0.21%, N = 1); Bladed being predominantly grasped us-

ing Power grasps (54.91%, N = 257), followed by Precision grasps (45.08%,
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Method Category Power Precision Intermediate Statistic

Zingg

Equant 71 27 0

Stat = 285.01, p < 0.001*Prolate 58% 23% 18%
Oblate 64% 35% 0
Bladed 54% 45% 0

VOE
Stable 63% 36% 0 Stat = 255.07, p < 0.001*

Unstable 60% 21% 18%

Parts
One-Part 66% 32% 0 Stat = 77.17, p < 0.001*

Multi-Part 57% 33% 9%

Table 8.6: Grasp category (Power, Precision and Intermediate) results for each
object categorisation method and each category in percentages. Statistical results
are shown for comparing against categories for each object categorisation method.

N = 211) and Intermediate grasps (0%).

• VOEquilibrium: Statistical significance was found between object cate-

gories: �
2 (2, N = 1872) = 255.07, p < 0.001* with Stable being pre-

dominantly grasped using Power grasps (63.17%, N = 887), followed by

Precision grasps (36.46%, N = 512) and Intermediate grasps (0.35%, N = 5)

and Unstable being predominantly grasped using Power grasps (60.04%, N

= 281), followed by Precision grasps (21.79%, N = 102) and Intermediate

grasps (18.16%, N = 85).

• Parts: Statistical significance was found between object categories: �2 (2, N

= 1872) = 77.17, p < 0.001* with One-Part being predominantly grasped us-

ing Power grasps (66.88%, N = 626), followed by Precision grasps (32.58%,

N = 305) and Intermediate grasps (0.53%, N = 5) and Multi-Part being pre-

dominantly grasped using Power grasps (57.9%, N = 529), followed by

Precision grasps (33.01%, N = 309) and Intermediate (9.08%, N = 85).

Figures 8.8, 8.9 and 8.10 show the split between Power, Precision and Intermedi-

ate grasps for each object category presented in this experiment.
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(a) Stable (b) Unstable

Figure 8.9: The use of Power, Precision and Intermediate grasps for VOE object
categories: Stable and Unstable

(a) One-Part (b) Multiple-Part

Figure 8.10: The use of Power, Precision and Intermediate grasps for Parts object
categories: One-Part and Multiple-Part
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8.9.2.2 Most Used Grasp Types

Figure 8.11 shows the most common grasp types and their usage percentages.

Large Diameter [P1] was the most prevalent grasp type, accounting for 28.09%

of the labels in the data set (N = 526). This grasp was followed by the Small

Diameter [P2] grasp with 11.11% of the labels (N = 208) and the Medium Wrap

[P3] from the Power grasp category with 10.30% of the labels (N = 193). The

five most used grasps accounted for 67.30% of the data. The remaining instances

were grasped using Thumb-Finger Variation grasps (16.77%), Sphere Variation

grasps (10.52%) and Other (5.39%), as defined in the VR Taxonomy of Grasp

Types presented in Chapter 6.

Figure 8.11: Most used grasp types in this experiment showing the frequency of
the five most used grasp types in the experiment: Large Diameter [P1], Small
Diameter [P2], Medium Wrap [P3], Power Sphere [P6], Precision Disk [PC10]
and the frequency of grasp categories defined in the first VR Taxonomy of Grasp
Types: Thumb-Finger Variations, Sphere Variations and Other.
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8.9.2.3 Analysis - Grasp Labels

Considerable effort has been made in determining how certain parameters influ-

ence human grasping when manipulating real objects (Feix et al., 2014b, 2014a)

and it was found that grasp choice is at least 43% influenced by object properties

and 31% influenced by the task properties (Feix et al., 2014a). However, results

in this work show that grasp choice was not influenced by different docking con-

ditions, being primarily influenced by object characteristics, with statistically sig-

nificant differences being found between object categories for all categorisation

methods under experiment. For Zingg’s methodology (Zingg, 1935), results are

consistent with results in Chapter 6, where Oblate and Equant objects presented

a similar grasp category segmentation, with around 70% of grasp instances being

from the Power grasp category, while the remaining choices were from Precision

category. Unique patterns were found for Bladed category where the split be-

tween Precision and Power being ⇡ 50% and Prolate category where grasps from

all grasp categories (Power, Precision and Intermediate) were used.

For VOE categorisation method, Stable was predominantly grasped using Power

grasps, followed by Precision, however Unstable showed a unique pattern, being

grasped with Power, Precision and Intermediate grasps, with the use of Interme-

diate grasps increasing to ⇡ 20%. This indicates a higher variability in grasp

category for objects that are curved around certain axes. A similar pattern was

found for Parts categorisation method, where Multiple-Part showed higher vari-

ability in grasp category, with objects in this category being grasped using Power,

Precision and Intermediate grasp types, which is consistent with real grasping lit-

erature showing that complex objects (or irregular shapes) present high variability

in grasp type chosen (Feix et al., 2014b; Kamakura et al., 1980).

Results presented in this chapter show that five grasp types accounted for ⇡ 70%
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of the data set. This finding is consistent with results presented in Chapter 6 and

shows a lower variability of grasps when manipulating objects in VR compared to

reality, where grasp studies showed that 13 grasp types are needed to account for

80% of the data (Feix et al., 2014b). When interacting with real objects, sensory

feedback (shape and mass) constrains the grasping choice, however, the lack of

haptic feedback in VR (Cooper et al., 2018) allows more freedom in terms of

grasping choice (for example, a large box could be grasped using a tip pinch grasp

[PC11], without any consequences caused by the mass or shape of the object as

the hand is allowed to penetrate the virtual object any time during the interaction).

The lack of these constraints may be the reason for grasping patterns showing less

variability in VR compared to real environments. This lower variability in grasp

approach was also found in grasping virtual objects in MR (Al-Kalbani et al.,

2016a) and in gesture elicitation studies (Billinghurst et al., 2014), where subjects

used a small variety of hand poses to complete various tasks.

8.9.3 Taxonomy of Grasp Types

The first VR Taxonomy of Grasp Types presented in Chapter 6 was structured

following the methodology for developing real grasping taxonomies presented

in (Feix et al., 2009, 2014a, 2014b), taking into consideration findings from the

user experiment and grouping the grasp types in representative categories: Main

VR grasps, Thumb-Finger variations and Sphere variations. Findings in this ex-

periment showed similar patterns in the frequency of grasps used, therefore the

main categories of the taxonomy are unchanged, with grasp types in each cate-

gory being updated to reflect findings in this experiment. The Main VR grasps

present the five most common grasp types used in this experiment: Large Di-

ameter [P1], Small Diameter [P2], Medium Wrap [P3], Power Sphere [P6] and

Precision Disk [PC10]. Thumb-Finger Variations category shows the same grasps
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identified in Chapter 6 with the Stick [I5] grasp being moved from Main VR

Grasps in this category due to being less frequently used: Thumb 2-Finger [PC4],

Stick [I5], Thumb 3-Finger [PC5], Thumb 4-Finger [PC6], Thumb-Index Fin-

ger [PC1] and Tip Pinch [PC11]. In this experiment, subjects used more Sphere

Variations grasps, therefore this category was updated to contain the following:

Tripod [PC7], Power Disk [P5], Quadpod [PC8], Precision Sphere [PC9], Infe-

rior Pincer [PC2] and Sphere-4 Finger [P7]. Moreover, the taxonomy presented

in this chapter shows grasping patterns based on object categorisation methods

(Zingg, VOEquilibrium, Parts). Figure 8.12 presents the updated VR Taxonomy

of Grasp Types which shows correlations between object category and grasp type

with percentages and number of instances for each object category.
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8.9.3.1 Analysis - Taxonomy of Grasp Types

Following the user elicitation and labelling methodologies presented in Chapter

4, an updated VR Taxonomy of Grasp Types is proposed to encapsulate differ-

ent object characteristics. The taxonomy was structured following methodologies

for defining taxonomy dimensions in real grasping literature (Feix et al., 2009)

and are consistent with dimensions proposed in the first VR Taxonomy of Grasp

Types presented in Chapter 6. While real grasping research showed that both task

(Feix et al., 2014a) and object characteristics (Feix et al., 2014b) influence grasp-

ing patterns, work presented in this thesis showed that virtual grasping patterns

are primarily influenced by object characteristics, therefore the taxonomy pre-

sented in this chapter presents grasping patterns for virtual objects based on their

shape, stability and complexity. Figure 8.12 presents the final VR Taxonomy of

Grasp Types which encapsulates these three categorisation methods and provides

an overview of the grasp types used in VR, with only 17 grasp types being used

for virtual objects out of the 34 grasp types available in the most complete human

grasp taxonomy to date (Feix et al., 2009).

Since results in this experiment showed no significant statistical differences be-

tween docking tasks, the main VR grasps identified in this chapter are consistent

with the main grasps identified in Chapter 6. The main difference in this updated

taxonomy is that Thumb-2 Finger [PC4] was more frequently used than Stick

[I5], which was therefore moved to the Thumb-Finger Variations category since

the hand posture in Stick [I5] is another variation of positioning the fingertips

around the object. As discussed in Chapter 6, subjects used variations of the same

grasp but using different number of digits to perform precision and intermediate

grasps, which is in alignment to interaction findings in augmented reality where

users did not show awareness of the number of digits used during interactions
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(Piumsomboon et al., 2013). The Large Diameter [P1] remains the most used

grasp type in VR, as opposed to real environments where the Medium Wrap [P3]

is the most common grasp (Feix et al., 2014b).

When analysing how grasp pattern changes between object characteristics cate-

gories, unique patterns are identified for different groups. For Zingg’s categori-

sation method (Zingg, 1935), differences were identified in terms of grasp la-

bels between object shape categories, with patterns being consistent with results

presented in the first VR Taxonomy of Grasp Types in Chapter 6. For VOEqui-

librium method, the most used grasp type for the Stable category is Large Di-

ameter [P1], while the most used grasp type for Unstable is Power Sphere [P6].

This might have been influenced by the shape of Unstable objects, being spher-

ical/cylindrical and therefore influencing users to curve their hand in a position

suitable for holding a round or sphere-shaped object. This is consistent with real

object grasping literature, where Power Sphere [P6] grasps are predominantly

used for spherical objects while Large Diameter [P1] grasps are predominantly

used for cuboid/prismatic objects (Cai, Kitani, & Sato, 2016).

Parts categorisation method also showed significant differences in grasp labels

between object categories; One-Part objects were predominantly grasped using

Large Diameter [P1] and Power Sphere [P6] and Multi-Part objects were predom-

inantly grasped using a Large Diameter [P1] and Small Diamter [P2] showing

more variability in the use of Thumb-finger variations. This is consistent with

assumptions made in Chapter 6 and 7, claiming that higher variability in objects

such as Mug, Clamp, Scissors is due to increased object complexity and the pres-

ence of handles and protruding objects. This is also consistent with real object

grasping where objects with more complex shapes present higher variability in

grasp types (Feix et al., 2014b). This effect might be motivated by Biederman’s

theory (Biederman, 1987) which shows that humans’ visual system naturally de-
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composes structured objects into component parts. Therefore, it can be assumed

that the change in grasp pattern between One-Part and Multiple-Part is due to

users visually decomposing the objects in smaller components and adjusting their

grasp based on the shape and size of that component.

8.9.3.2 Post-test Questionnaire

When asked what properties influenced their approach to grasp the virtual objects,

interaction object characteristics was top rated, followed by target object rotation

and position. Further, when asked to describe their strategy for grasping, some

participants reported: I picked up objects from a specific angle so that I’d be able

to rotate my hand to place them in the correct rotation. To do this I checked where

the objects had to go before picking them up. [P14]; The VR experience felt very

much like the real world and the positions of the targets completely influenced my

decision regarding the way I grasp the object [P27]. The responses to the strategy

of grasping can be found in full in Appendix C.

8.10 Discussion and Conclusions

This chapter analysed grasping patterns for object characteristics such as shape,

stability and complexity on grasping patterns. Additionally, since real grasping

literature showed that both object characteristics and task influence grasping pat-

terns (Feix et al., 2014b, 2014a), this work explored grasp metrics for docking

tasks in VR, which has shown to be the preferred interaction task in VR due to

following a direct mapping to real world tasks (Suhail, Sargunam, Han, & Ragan,

2017). Results showed that grasping patterns did not change for different rota-

tion and translation docking tasks, however, grasp metrics showed to change with

object characteristics.
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When investigating grasping real objects, researchers often used circular and bar

objects (Bullock et al., 2015) or a sample of daily objects (Matheus & Dollar,

2010) and report representative grasp patterns for each object type (Feix et al.,

2014b). However, while real environments show the same level of fidelity for

different scenarios and objects, in VR there can be different platforms, tracking

sensors, rendering processes and visualisations, which provide different levels of

fidelity and realism. Therefore, developing a generalizable model for object cate-

gorisation which can lead to an improved natural grasping interface could support

a greater quality of experience across devices/platforms. To achieve this, the VR

Taxonomy of Grasp Types presented in this chapter provides an overview of grasp

choice for different object categories.

Similar to real object grasping (Feix et al., 2014b, 2014a), virtual objects with

similar characteristics showed to have a specific grasping pattern associated with

them; When analysing grasping patterns for object shape, results showed that

Equant objects are generally grasped using a Power Sphere [P6] and a Large Di-

ameter [P1] being predominantly grasped on dimension C; Prolate objects are

generally grasped using a Medium Wrap [P3] being predominantly grasped on

dimension C and B; Oblate objects are generally grasped using a Large Diam-

eter [P1] showing higher variability in the use of Thumb and Sphere variations

being predominantly grasped on dimension C; Bladed objects showed a unique

pattern, being predominantly grasped on dimension B with a Large Diameter [P1]

and Precision Disk [PC10] which is consistent with real grasping behaviour where

disk-shaped objects are predominantly grasped on B with a Disk variation grasp

([PC10] or [P5]) (Kamakura et al., 1980).

When analysing grasping patterns for object stability, Stable objects were pre-

dominantly grasped using a Large Diameter [P1] on dimension C, while Unstable

objects being grasped using a Power Sphere [P6] on dimension C. This shows that
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users mimicked real grasping behaviour and adapted their grasp to the cylindri-

cal/spherical shape of the virtual object. When analysing object complexity, both

object categories showed a prevalence for Large Diameter [P1] and dimension C,

with Multi-Part objects showing higher variability in grasp types chosen and a

more balanced split between grasps around dimension C and B, which was unsur-

prising since irregular and more complex shapes show higher variability in real

grasping due to multiple graspable parts available (Feix et al., 2014b). However,

when categorising objects into Parts categories a higher variation between users

was observed (as shown in Table 8.1) which might illustrate further complexity

into automatically categorising objects using Parts categorisation method.

Considering the above, the null hypothesis H2: Grasping patterns in VR are not

influenced by rotation and translation docking tasks is rejected and the hypoth-

esis H1: Categorisation based on object characteristics influences grasping

patterns in VR is accepted due to both grasped dimension and grasp labels being

influenced by object categories. These differences were synthesized in an updated

VR Taxonomy of Grasp Types developed iteratively based on existing method-

ologies for collecting and structuring data in a taxonomy, detailed in Chapter 4.

Moreover, this taxonomy provides insights into how categorisation methodologies

are an important tool in supporting the development of automatic object classifica-

tion and could support automated or semi-automated adaptation and improvement

of VR grasping methods.
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The primary aim of this work was to evaluate grasping patterns in VR and develop

the first VR Taxonomy of Grasp Types. This was achieved through reviewing

existing methodologies for analysing grasping patterns in real environments and

existing taxonomies in HCI and using this knowledge to define a methodology

for developing a VR grasp taxonomy that takes into consideration VR constraints

(Chapter 4).

Following this methodology, grasping patterns in VR were compared to real grasp-

ing patterns to understand the fundamental similarities and differences between

the two (Chapter 5). Findings from this work showed that there are similarities

such as users adapting their grasp patterns to object characteristics, as well as dif-

ferences such as users grasping with more power grasps in VR and more precision

grasps in real environments, as well as errors in estimating object size due to the

lack of haptic feedback. To fully understand how users adapt their grasp based

on virtual object characteristics, grasping patterns for object shapes were anal-

ysed and organised in the first VR Taxonomy of Grasp Types (Chapter 6). Apart

from significant differences in grasp metrics between object categories, findings in

this work showed that subjects presented higher variability in grasping for objects

that present multiple graspable locations, such as protruding objects or handles.

Moreover, the lack of haptic feedback showed to influence grasping patterns in

VR, users over and underestimating object size.

Visual cues for thermal haptic feedback were explored to identify changes in

grasping patterns for these conditions, which are particularly important for train-

ing and simulations (Chapter 7). Results in this work showed that thermal visual

cues influenced the grasp metrics under analysis, which might change the origi-
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nal taxonomy when thermal cues are presented on the virtual object. To further

improve the first taxonomy presented, another study was conducted to explore

how grasping metrics change for virtual object categorisation methods in a mixed

docking task (Chapter 8). Findings showed that different object categories for

shape, stability and complexity present different grasping patterns, which were

synthesized in a more complete VR Taxonomy of Grasp Types.

This chapter will discuss recommendations and implications of this work into

the HCI and VR community, as well as highlighting limitations and future work.

This chapter is structured as follows: Section 9.1 presents recommendations for

interaction design based on findings in this thesis, Section 9.2 presents a summary

and Section 9.3 presents limitations and future work.

9.1 Recommendations

To complement the findings discussed across the four user studies in this thesis

(Chapter 5-8), this section presents recommendations and transferable implica-

tions of this work on the VR research community and future VR grasping models.

These are based on nine key observations presented in this section.

Grasp aperture changes with different virtual objects, the main influencing

factor being size, with subjects under and overestimating virtual object size

when grasping in VR. Chapter 5 showed that there is a high variability in GAp

for all virtual objects used in the experiment, with unique patterns being identified

for specific objects. This shows that when choosing a GAp users took object char-

acteristics into consideration and adapted their hand opening accordingly, which

is consistent with real grasping literature (Feix et al., 2014b) and freehand gestures

research where participants increased the size of their gesture when the size of the
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object increased (Pham, Vermeulen, Tang, & MacDonald Vermeulen, 2018).

Yet, when analysing intuitive grasping, Al-Kalbani et al. (Al-Kalbani et al., 2016a)

found that subjects used a common GAp regardless of virtual object size. How-

ever the authors used abstract objects such as spheres and cubes for interaction,

while the work in this thesis provided users with virtual representations of daily

objects. This adaptation of GAp based on virtual objects observed in this thesis

can be attributed to the fact that users are more likely to interact with more ac-

curacy with familiar objects than unfamiliar ones, as familiar objects can enable

users to use the size and shape of familiar objects as a cue for size and distance

estimation (II, Kuparinen, Rapson, & Sandor, 2017; H. Park et al., 2021).

While they adapted their grasp for various object sizes, subjects over and underes-

timated object size in most of grasp instances, creating grasp apertures both larger

and smaller than object dimensions. The finding of creating smaller grasp aper-

tures is in agreement with VR literature where users often underestimate distance

and size in VR (Murgia & Sharkey, 2009; Masnadi, Pfeil, Sera-Josef, & LaViola,

2021), however, the larger grasp apertures might be attributed to behaviour learned

from realistic scenarios (Jacob et al., 2008). In reality, we approach interactions

with caution, waiting for haptic feedback to guide us (e.g. we do not overshoot

when grasping a mug, instead we create a larger aperture and use vision and hap-

tics to adapt it into a secure grasp), however, where haptic feedback is missing in

VR, there is no real indication on where the grasp should end, therefore leading

to larger grasps when visual feedback is not entirely reliable due to occlusion.

To understand if there is a pattern in over and underestimating object size, Chap-

ter 6 presented an analysis into GAp for various object shapes. Findings showed

that there was no clear pattern based on object shape, however it proposed the

question of whether this variability is linked to the location of the grasp (e.g ob-
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jects that have handles would more likely be grasped larger and smaller due to

users grasping on different locations). However, in Chapter 7 where grasp lo-

cation was explored, the same effect was observed: users grasp virtual objects

larger and smaller than object dimensions regardless of the location of the grasp.

Yet, it has been observed that smaller objects are grasped larger than object di-

mensions, which was found in all experiments presented in this thesis. However,

future work should explore if this applies to all small objects and understand at

what object sizes subjects start to also grasp objects smaller.

Findings in this work indicate that interaction designers should be aware of the

potential discrepancies in virtual size estimation during grasping. These discrep-

ancies using GAp present a fundamental problem for grasping interaction, and

can potentially be attributed to the size distortion that is caused by the virtual ob-

ject perception. Grasping approaches that check for collisions between the hand

and the virtual object (Höll, Oberweger, Arth, & Lepetit, 2018; Furmanek et al.,

2021) should consider triggering interaction inside and outside the bounds of the

virtual object, to mitigate estimation errors when haptic feedback is missing.

Users commonly replicated realistic grasp approaches rather than biasing

specific less natural grasps of the virtual object. Findings in user experiments

presented in this thesis showed that users generally tried to mimic real grasping

behaviour as opposed to performing gestures such as pinch, which are commonly

used in current virtual environments to detect intended grasp intentions (Moehring

& Froehlich, 2011). One popular example of such gestural interface is the Mi-

crosoft Hololens (Avila & Bailey, 2016; Yim et al., 2016). However, in this work,

users adapted their grasps based on object characteristics such as shape, stability,

object complexity, as well as grasping the objects on various locations, and by

wrapping their hand around the object, with the most common grasp type being
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Large Diameter (where the fingertips are far from the thumb, positioned to hold

a large cylindrical shape). This is consistent with freehand gesture work, where

researchers found that users often performed gestures that are representative of

real interactions (Pham et al., 2018), which could be attributed to the ideas of

Reality-Based Interaction (RBI) (Jacob et al., 2008) where realistic virtual envi-

ronments influence users to behave similarly to real life interactions: for example,

in the work of Pham et al. (Pham et al., 2018) authors observed that since in real-

ity it does not make sense to reach through or under a physical object on a table,

subjects in their elicitation study avoided these types of interactions with virtual

objects. This can also be linked to GAp findings where subjects grasped smaller

objects larger in all grasp instances, which might be due to users avoiding abstract

gestures (such as pinch where GAp would be near 0) and instead wrapping their

hand around the object.

While RBI theory shows that new interaction styles draw strength by building on

users’ pre-existing knowledge of the every-day, non-digital world (Jacob et al.,

2008), the extent to which users will replicate real-life knowledge in VR is influ-

enced by the nature of referents used for interaction. For example, (Piumsomboon

et al., 2013) showed a prevalence for abstract and distance gestures in an elic-

itation study where some of the referents used were not objects from daily life

such as menus and icons. It is important therefore to note that findings in this

thesis might not be applicable for interactions with abstract objects, which do not

have any learned patterns from real environments (for example, in virtual environ-

ments where interactions might be required with non-solid or non-rigid objects i.e

gaseous objects, fluid objects).

Moreover, these findings can also be attributed to the methodology used in the

elicitation studies, where users were asked to grasp the virtual objects in the most

intuitive way, therefore it can be assumed that in a completely free grasping VR

276



Birmingham City University CEBE

scenario, users might perform different interactions with virtual objects. How-

ever, the consistency across all studies and tasks in this thesis, illustrates that the

patterns uncovered may be more generalisable. Taking these into consideration,

interaction designers should use these findings for virtual environments where

grasping interaction is needed to achieve high immersion and presence levels and

reality is closely replicated, such as for training (Nayer et al., 2020) and simula-

tions (Barkokebas, Ritter, Sirbu, Li, & Al-Hussein, 2019).

Virtual object characteristics (shape, stability and complexity) appear as the

primary influencing factor for grasping patterns in VR. Chapter 5 showed

that users adapted their grasp approach based on virtual object shape and size,

showing similarities to real grasping approach, which is consistent with RBI the-

ory (Jacob et al., 2008) where subjects tend to mimic behaviours from real life

in realistic VR environments. Chapter 6 then explored how object shape influ-

ences this approach and found different patterns for different object shapes during

simple translate tasks. To evaluate if docking tasks influence grasping patterns,

Chapter 8 explored grasp metrics during a translate and rotate task, and found

that task did not influence grasping in VR, with results being similar to the first

iteration of the grasp taxonomy presented in Chapter 6. This is contrary to real

grasping literature where task is one of the primary influencing factor in grasp

metrics (Napier, 1956; Feix et al., 2014a).

Chapter 8 also explored additional object categorisation methods to further eval-

uate the influence of virtual object characteristics on grasping metrics in VR. Re-

sults showed that users chose different patterns for different categories of objects,

revealing significant differences in grasping approach for all object categories ex-

plored in this study. Following the work in Chapter 7 which revealed that users

grasp differently based on the location of the grasp, Chapter 8 also explored
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grasped dimension and how this changes between different object categories.

These results were synthesized and presented in Figure 9.1, which could serve

as a framework of grasping interaction for 3D interaction designers. Using this

knowledge, researchers could quickly identify the most intuitive grasp category

and type for objects that fall in one of the categories explored in this work and

therefore develop hand poses that fulfil the requirements of these grasps for natural

and intuitive virtual object manipulation in VR.

Additionally, this knowledge can also guide the design and construction of virtual

environments and objects. For example, in environments that have only Equant

objects, the three main grasps shown in Figure 9.1 should be expected for inter-

action, or for virtual environments where multiple types of objects are presented,

systems that adapt them to fit in one category and therefore be grasped with a

limited number of grasps might be implemented to provide a more simplistic in-

teraction.

Moreover, grasp dimension can be used for calculating the optimal point of con-

tact between the fingers and the virtual object. Collision detection algorithms have

shown to be complex and computationally expensive, with current physics engines

still being limited in supporting collisions for concave mesh colliders (Höll et al.,

2018). However, using the knowledge in this thesis, interaction designers could

focus on developing abstract mesh colliders that cover only the graspable dimen-

sion of the virtual object (e.g. dimension C for equant objects).

Object categorisation methods can inform interaction design decisions when

creating intuitive grasping interactions in VR. The methods proposed for cat-

egorisation in this thesis focus on attributes that are relevant to grasping, and

therefore could be used by designers creating VR environments that require di-
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(a) Zingg’s object categories

(b) VOEquilibrium and Parts object categories

Figure 9.1: Grasp patterns categorisations and most found trends.
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rect interaction with objects to categorise the objects required in the environment

based on these attributes. These objects should then be linked to the correspond-

ing grasp types of each shape category presented in the experiments of this thesis,

rather than a generalised grasp model which might lack naturalness and be com-

putationally complex (Tian et al., 2019).

It is known that a high degree of hand pose recognition is achievable, but com-

putationally expensive (Piumsomboon et al., 2013), therefore, computer systems

aiming to achieve seamless and natural interactions in VR could benefit from cate-

gorising objects and focusing on the most prevalent grasp poses for each category

presented in the first VR Taxonomy of Grasp Types detailed in this thesis. Apart

from grasp poses, the categorisation methods could also be used for mesh and col-

lider design and development. When developing real-time grasping interactions in

VR, the data structure of the colliders should occupy as little memory as possible

(Ericson, 2004), which makes the process of developing a generalisable collision

detection algorithm that is computationally unexpensive quite challenging. Con-

sidering findings in this work, researchers could categorise virtual objects based

on their attributes and develop appropriate colliders for each category, to meet the

requirements of the expected grasp pose and location.

Since machine learning algorithms have proven to be useful for object classifica-

tion (Farid & Sammut, 2013; Sahbi, Audibert, & Keriven, 2011), these categori-

sation methods could be furthered into a machine learning algorithm to automate

this correlation of grasp types to object attributes, to allow natural and intuitive

interactions in VR.

The most common grasps identified for virtual grasping are power grasps.

Chapter 5 showed that real objects are predominantly grasped using precision

grasps while the same objects represented in 3D in VR are predominantly grasped
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with power grasps. This prevalence for power grasps was maintained in all the

elicitation studies presented in this thesis, showing that regardless of virtual object

characteristics, subjects are more likely to use power grasps in VR. This is in

agreement with freehand grasping literature in immersive environments where

users generally grasp virtual objects with a power grasp (Al-Kalbani et al., 2016a).

The lack of sensory feedback in VR might have influenced this result, as there is

no need for applying any force or precision to perform a stable grasp if the object

has no perceived weight or texture (Cooper et al., 2018). Moreover, when there

is no haptic feedback at the end of the grasp, users do not need to focus on the

fingertips to feel when the grasp is stable and instead they can perform a more

relaxed hand pose where the fingertips are more relaxed.

Power grasps are linked to stability and security, being distinguished by large

areas of contact between the hand and the object (M. R. Cutkosky, 1989) while

precision grasps present grasps where the object is commonly held between the

fingertips to allow an increased level of manipulation. While the work presented

in this thesis provides much more detail on hand poses for grasping interactions

in VR, 3D interaction designers could use this insight when a generalised grasp

model is required. For example, in environments where achieving natural grasping

interactions is not cost or computationally effective, such as for consumer and

entertainment VR (Hock, Benedikter, Gugenheimer, & Rukzio, 2017), designers

should consider user preference for power grasps and enable hand poses where

the palm comes in contact with the virtual objects and the fingers wrap around it

as in a claw (which would be a variation of a Large Diameter, the most used grasp

type in this work) as opposed to focusing on interactions between fingertips and

object bounds.
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Only five grasps account for the majority of grasp data in VR. Chapter 6

showed that only six grasps account for more than 80% of the data when per-

forming simple translate tasks in VR. Five of these grasps were found again as

the main grasp types which accounted for more than 65% of the grasp data when

performing docking tasks in VR. These grasps are Large Diameter, Small Diam-

eter, Medium Wrap, Power Sphere and Precision Disk (see Figure 9.2) and were

the most common grasp types across all VR user experiments presented in this

thesis. When analysing studies involving grasping objects in real life, a total of 13

different grasp types accounted for ⇡ 80% of the data (Feix et al., 2014b), with

a total of 34 grasp types being reported in the most complete grasp taxonomy for

real objects (Feix et al., 2009), suggesting that grasp choice in VR varies less than

in real environments.

It has been shown that having a generalised grasp model can hinder usability and

accessibility, researchers showing that when interacting with virtual objects, even

when instructed to perform a specific grasp, user’s grasp approach varies con-

siderably (Al-Kalbani et al., 2016a). This was evident in the work presented in

this thesis as users adapted their grasp based on influencing factors such as ob-

ject characteristics and thermal cues and therefore suggests that interaction de-

signers should consider allowing more than one grasp for intuitive environments.

While this can be computationally expensive, computer systems aiming to achieve

seamless and natural interactions in VR could benefit from these results by only

focusing on the five grasps when designing grasping interactions in VR.

Results indicate that users did not show an awareness of the number of fin-

gers used when grasping in VR. While results in this work showed less vari-

ability in the number of grasp types used for virtual objects, it can be observed

that variants of a single hand pose were often used across multiple objects and
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(a) Large Diameter (b) Small Diameter (c) Medium Wrap

(d) Power Sphere (e) Precision Disk

Figure 9.2: The 5 most common grasp types used for intuitive interaction in VR.

participants, especially when looking at the number of fingers used to perform

a precision grasp. This is consistent with elicitation studies for touch gestures

(Wobbrock et al., 2009) and augmented reality (Piumsomboon et al., 2013) where

participants did not show an awareness of the number of fingers used while in-

teracting with virtual content. This contrasts with grasping and manipulating real

objects, where the number of digits involved is influenced by the size of the ob-

ject (Bullock et al., 2015), increasing with size and mass (Cesari & Newell, 1999,

2000).

This finding had an influence on defining the dimensions of the taxonomy, with

the second most important category of grasps in VR being Thumb-Finger Varia-

tions. This is an important contribution for 3D grasp interaction design, especially

for VR environments where natural and intuitive interaction highly influences the
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outcomes of the VR experience such as training and simulations. In these envi-

ronments, for interactions where precision grasps are required, designers could

focus on triggering interaction by only focusing on the thumb and index finger. If

these two fingers are engaged in the grasp (where engagement should also con-

sider grasp dimension and aperture for calculating the grasp point), then whether

or not the other fingertips engage in the interaction should be irrelevant from a

grasp trigger point of view. These assumptions should however be tested against

a benchmark grasp model to understand the usability issues that might arise.

Visual cues for thermal representation influence users to grasp objects differ-

ently in VR. Chapter 7 showed differences in grasp metrics when visual cues

for temperature were displayed together with a virtual mug. Subjects showed to

grasp the virtual mug smaller when thermal cues for hot were displayed, as com-

pared to empty and cold conditions. This finding was linked to users grasping

the handle more often with visual cues for hot than with other conditions, which

explained the smaller grasp aperture. This change in the grasp location also in-

fluenced the grasp types used for each condition, users grasping the handle with

more precision grasps and the body and top of the mug with more power grasps.

While differences were observed between thermal conditions for all grasp metrics,

in fact, thermal cues only influenced the grasped location, users mimicking real

grasping behaviour and therefore predominantly grasping the handle of the mug

to avoid getting burnt (Jacob et al., 2008). Then, the grasped location influenced

grasp aperture and grasp types, users adjusting their grasp to the size and shape

of the grasped object (handle, top or body of the object), which is consistent with

findings from Chapter 6 and 8 where it has been shown that object characteristics

influence grasp metrics in VR. This finding is important for designing interac-

tions in VR training or simulations, especially as they are increasingly used for
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health and safety applications such as training for hazardous situations (Shaw et

al., 2019), especially for environments where the user needs to manipulate ther-

mally variable objects (Bharath & Patil, 2018; Price, Kuttolamadom, & Obeidat,

2019). Interaction designers in these environments could trigger interactions on

different object locations, taking into consideration that users might avoid ther-

mally dangerous objects in realistic VR scenarios.

This thesis presented the first VR Taxonomy of Grasp Types which con-

tributes to achieving natural and intuitive VR interactions. Following cur-

rent methods for analysing grasp metrics and developing taxonomies in HCI, this

work proposed a method for developing grasp taxonomies for VR by conducting

elicitation studies where users are asked to grasp virtual objects in an intuitive

way, under different conditions. Then, the grasps collected are labelled using

grasp metrics from state-of-the-art grasp taxonomies for real objects. This work

explored how subjects intuitively grasp virtual objects based on object characteris-

tics, translate and docking tasks and visual thermal cues, however, this methodol-

ogy could be further used to build on the existing virtual grasping knowledge and

understand how users intuitively grasp objects under various conditions, relevant

for the VR system in question.

This work first proposed a grasp taxonomy based on object shape (Zingg, 1935)

and for a simple translate task (Chapter 6), which was furthered in a more com-

plete grasp taxonomy based on object shape, stability and complexity and for

translation and rotation tasks (Chapter 8), presenting the first VR Taxonomy of

Grasp Types. This taxonomy aims at taking a step forward in filling a research

gap, as no previous work explored how users intuitively grasp virtual objects, to

inform design decisions when developing intuitive grasp models in VR. This tax-

onomy might benefit researchers in providing insights into the main hand poses
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and object locations which should trigger grasping interaction in VR, therefore

providing a guideline for understanding virtual grasping patterns in more detail.

Moreover, this taxonomy can be used as a framework for comparative analysis

of freehand grasping-based interaction techniques, providing researchers with the

main categories of grasps that should be further explored in VR: the five main VR

grasps, generally used for power, relaxed hand poses and thumb-finger variations

used for precise, fine manipulations in VR.

9.2 Summary

This thesis presented the first analysis of grasping patterns in VR, with results be-

ing synthesized in the first VR Taxonomy of Grasp Types. The first main contribu-

tion of this thesis is providing a method for collecting grasp data in VR, classifying

the grasps collected based on current grasp metrics used for analysing grasping

patterns in reality and synthesizing the results in a taxonomy. This method was

used across four user experiments to explore changes in patterns based on vari-

ous parameters and can be further used for developing taxonomies for different

VR configurations, other interaction tools such as wearable devices or future im-

proved devices to reveal how the grasp patterns proposed in this thesis change

with different configurations.

The findings presented in this thesis showed that only five grasps account for the

majority of data in VR, suggesting that interaction designers aiming to achieve

intuitive interaction modes at lower computational costs (such as for consumer-

available applications) could focus on the main five grasps proposed in this the-

sis. The full VR taxonomy of grasp types can be considered for improved grasp

models in systems where intuitive and natural interactions are mandatory, such

as in professional training and simulations. Together with the VR taxonomy, the
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categorisation methods could be used to identify the most intuitive grasp types

for virtual objects of particular characteristics, or design the virtual environment

to have objects that fit within one category of objects and therefore simplify the

grasps needed for intuitive interactions. The categorisation methods could also

be furthered to understand how other object properties can be categorised and

connected to grasp patterns for existing virtual environments, future VR configu-

rations or other forms of interactions with virtual objects outside grasping.

9.3 Review of Aim and Objectives

The primary aim of this work was to evaluate grasping patterns in VR and develop

the first VR Taxonomy of Grasp Types and was achieved through the following

objectives:

1. Review and determine current trends in 3D hand interaction and real

grasping research. This was achieved in Chapter 2 and 3 where existing

methods for 3D hand interaction and methods for analysing real grasping

patterns as well as existing real grasp taxonomies were reviewed.

2. Define a methodology for collecting grasping patterns in VR suitable

for determining grasping trends and taxonomies. This was achieved

in Chapter 4 by reviewing current trends in HCI taxonomy development

and methods for analysing grasping metrics in real environments. These

methods were adapted to consider VR constraints and a methodology for

collecting and analysing grasping patterns in VR was defined.

3. Explore and quantify the differences and similarities between grasping

real objects and grasping virtual objects. This was achieved in Chapter

5 where grasping patterns for real objects were compared against grasping
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patterns for virtual objects, reporting on similarities and differences in grasp

metrics.

4. Measure the impact of object characteristics and tasks on grasping met-

rics in VR. This was achieved in Chapters 6 and 8 where grasp metrics were

analysed and reported for various object characteristics (shape, stability and

complexity) as well as translate and docking tasks.

5. Evaluate differences in grasping approach based on visual cues for avatar

and thermal feedback representation. This was achieved in Chapter 7 by

exploring how grasping patterns change for different visual cues for thermal

feedback (hot, cold and empty mug conditions) as well as different 3D hand

representations.

6. Synthesize grasp instances in the first VR Taxonomy of Grasp Types.

This was achieved in Chapter 6 where the first VR Taxonomy of Grasp

Types was proposed and furthered in Chapter 8 where the taxonomy was

re-iterated in a more complete version that covers more virtual object char-

acteristics.

7. Define and synthesize grasp patterns and potential applications of the

taxonomy for virtual environment object grasping work. This was achieved

in Chapters 5, 6,7 and 8 where grasping patterns were discussed for each

user study presented in this thesis, as well as Chapter 9 which provides an

overview of potential applications of the taxonomy for HCI work.
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9.4 Limitations and Future Work

9.4.1 Protocol

This work explored grasping interactions while participants were seated, how-

ever future work should consider how these patterns change for standing or more

free walking natural interactions. Moreover, throughout the study, participants

were not specifically instructed that grasping type, location and aperture were un-

der study and were therefore free to interact with the virtual objects as they felt

suitable. However, they could have experienced the Good Subject Effect. No-

tably, this is found when participants can respond to an experiment in ways that

they believe confirm the hypothesis of the study (Nichols & Maner, 2008). This

might have also influenced users to grasp virtual objects in a more realistic way,

although this effect has been previously explored for virtual interaction and is

supported by the reality-based interaction theory (Jacob et al., 2008). Although

the methodology used in this thesis tried to mitigate this effect, it cannot be ruled

out completely. Therefore, future work should consider conducting an elicitation

study where users are allowed to interact freely in the virtual environment, with-

out being asked to grasp objects in an intuitive way. The results could then be

compared against the taxonomy presented in this thesis to further assess current

results.

9.4.2 Referents

The taxonomies presented in this thesis were created using grasp information col-

lected from 16 different objects as referents, chosen from the Yale-Carnegie Mel-

lon University-Berkeley Object and Model Set (Calli et al., 2015). While these

objects covered various aspects of the manipulation problem such as variety of
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shapes, sizes and textures, adding new object instances that can be categorised

using the proposed methods, and linked to the grasps presented in this thesis will

strengthen the body of work around VR human grasping and its applicability to

various domains. Tasks were also used as referents in this work, however the only

tasks explored were simple translate tasks and mixed docking tasks (translation

and rotation). Exploring more complex tasks such as using specific tools (writing,

using a pair of scissors) would provide a clearer overview on whether tasks in

general influence grasping patterns in VR, as in real grasping literature (Napier,

1956; Feix et al., 2014a).

9.4.3 Visual cues

To understand how visual cues that substitute haptic feedback influence grasp-

ing patterns in VR, this work explored visual cues for thermal representations.

However, this work only explored thermal visual cues on one virtual object, a

mug and the applicability of these findings on other virtual objects is unknown.

Future work should therefore look into how visual thermal cues influence grasp-

ing patterns for other virtual objects. Moreover, exploring visual cues for other

types of haptic feedback such as texture and weight would provide more insights

into how current training and simulation systems should improve their interaction

paradigms to provide natural and intuitive grasping in VR.

9.4.4 Grasps

The work presented in this thesis analysed grasp metrics currently used for analysing

grasping in real environments such as grasp type, location and dimension (Feix

et al., 2014b, 2014a) and immersive environments such as grasp aperture (Al-

Kalbani et al., 2016a). While these metrics provided insights for how users grasp

virtual objects, future work might consider exploring other grasp metrics such as
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grasp displacement (Al-Kalbani et al., 2016a), which measures the position accu-

racy of the user’s hands against the virtual object and might be used for informing

collider design decisions together with the metrics presented in this thesis.

This work focused on analysing grasp metrics at the grasping point (load phase),

however future work might consider analysing grasps during the transition phase

for designing robust continual grasping interactions. Moreover, work presented

in this thesis focused on one-hand interactions only, however, to provide a more

complete overview of grasping patterns in VR, future work should consider look-

ing at bimanual grasping, particularly if exploring interaction with larger objects

(Piumsomboon et al., 2013).

9.4.5 Taxonomy

The taxonomy presented in this thesis was developed based on current grasp-

ing analysis methods, providing an overview of grasp types for virtual object

characteristics. Future work should consider using this taxonomy as a basis and

analysing grasping patterns in VR for other influencing factors such as other cat-

egorisation methods or different tasks. The application of these results for im-

proved grasping experience against a benchmark grasp model could also be con-

sidered in future work, to determine the usability improvements for VR interac-

tion. Finally, considering advances in XR technology, it would be interesting to

investigate the transferability of this work into XR to understand the influencing

factors between virtual and real object interaction in other immersive environ-

ments.
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9.4.6 COVID-19

This work took place throughout the period of the COVID-19 pandemic. All

data collected was prior to the pandemic or following COVID-19 safe regula-

tions. While further evaluations could be taken to synthesize these results into

a more usable system, unfortunately restrictions due to wearable devices for VR

constrained these which should be explored in future work.
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A | Ethics - Consent Form

A.1 General Information

Thank you for taking the time to complete this test. This study aims at analysing

and understanding the act of grasping virtual objects. The study is a part of the

PhD of a student, Andreea Dalia Blaga, located at the DMT Lab in Birmingham

City University. Information regarding the position of the palm and the fingers, the

interaction and the time to complete each task will be stored for further analysis.

All data is anonymous.If you have any questions or require any further information

regarding the test, please do not hesitate to contact me. Please fill in your details

below. Once you have completed the next section, please move on to reading an

overview of the test you are about to undertake. Please read and sign the consent

form.

A.2 Details

Please fill in the blanks. An ID will be assigned to you. ID= First three letters of

your surname + age + first three letters of your name. ID: ......... Gender: .........

Occupation: .........

Please answer the questions below:

• Have you been trained on this test before? (Yes/No)

• Are you familiar with computer games? (Novice, Intermediate, Advanced)

• Which of the below best describes your level of experience with virtual

environments? (Novice, Intermediate, Advanced)
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• Which of the below best describes your level of experience with gesture

recognition systems? (Novice, Intermediate, Advanced)

A.3 Test Brief

You will be immersed into a virtual environment comprising a set of virtual ob-

jects. For each object you will be asked to grasp the object in the way you feel

most intuitive, inform the test coordinator that you are ready to grasp, and move

the object to the position of the target. The study will take [variation of minutes

for each separate experiment] minutes.
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B | Chapter 7 - Survey responses

Responses to the open-ended question (Do you think temperature representations

influenced your interaction with the mug? Why?) presented in visual cues user

experiment are:

• Because the one with steam and winter background made me change the

way I grasp the mug in a sense of it created a cosy environment, so my hand

wanted to be closer to the mug

• Yes- as it was a robotic hand I felt I could grab the mug with hot content

from the top because I knew I won’t get burnt

• Yes, natural reactions to avoid being burnt

• Yes, natural reactions to avoid being burnt

• yes. I was afraid not being burnt

• I was afraid of being burnt

• Yes, I was more careful when grabbing the hot mug and the the cold one

when it had a warning and the subsequent ones with ice.

• Yes, I was more careful when I was grabbing the hot or cold mug.

• Yes. In real life I would have grasped the handle of the mug if it contained

hot/cold fluids, and this is what I felt like doing here as well.

• Yes. I felt the need to grasp the handle of the mug when this contained

hot/cold fluids, just like i would have done in real life.

• Yes. I used the handle for the warm mug and the main body of the mug for

the iced water.
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• Yes. The temperature representation influenced how to grasp the mug, as

they do in the real world.

• No, I’m too used to the concept of VR being only visual to be afraid of

hurting my fingers.

• No, I’m too used to VR applications being only visual to be afraid of hurting

my hand.

• Yes I was slower with hot mugs

• Yes, I was more careful with hot mugs.

• More Cautious with the hot drinks than cold

• The Hotter ones seemed like they could burn me

• Yes. It affected the way I grabbed the mug. For example, with the "Hot"

mug i was more careful in the way I grabbed it.

• Yes. It affected the way I grabbed the mug. Especially the Hot mug.

• Hot temperature influenced, in conjunction with the mug material so I did

not burn my virtual hand yes, did not want to spill the hot coffee

• Because you feel like you don’t want to grab a mug that is hot so you use

the handle for your grip instead of the body of the mug

• You are less likely to grab something if you think it is going to burn you

• It did mildly due to being inside. I wasn’t overly influenced by the sur-

roundings

• There was influence once again, but not overly due to being an in inside

environment.
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• Yes, because when it was hot I was more careful in the way I was picking

up the mug and when it was cold/empty I just picked it up quickly

• A little, as this time it was a robotics hand, therefore I felt a little less careful

with how i was holding the mug with hot contents

• No, because I would always pick up a mug in the same way

• No, because I would always pick up a mug in the same way

• Yes ,because it looked like I was holding something hot or cold

• No

• No

• No

• No, I did not felt immersed to be influenced by that.

• I was cautious of the mug when steam was coming out of it as it indicates

that it is hot

• Yes because it made me cautious about the temperature

• Yes, i tried to grab the mug in the right way

• Yes, because i tried to pick the mug in the right way and when it was full of

coffee or water

• The different temperature representations affected the way I held the mug

because I felt a need to be careful with the ’hotter’ mugs in a way that I

didn’t feel with the empty or cold mugs

• The hot mugs made me not want to burn myself but the colder ones assured

me it was alright to hold the mug in any way i wanted to
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• I was trying to be more "careful" when grasping the handle if there was

steam.

• When there was hot content in the mug I was keeping the mug closer to the

table.

• Yes because if there was steam then it would indicate it was hot and wouldnt

want to burn myself

• Yes because it helped decide how i would hold the cup - so i wouldnt get

burned or cold hands

• If i see that the mug is hot i am more likely to pick it up from the handle

• Yes it help you decide where to grab the mug, if it is hot

• Yes

• Yes cause of the steam

• More caution with hot items, than cold or empty mugs

• More caution with mugs that had liquid

• Not really. Because I was aware that it is in virtual world

• No

• because i could see the steam

• the label

• based on the temperature the the location of the environment was changed

and it made easier for me to assume the interaction

• Yes, based on the outside environment, I was influence by the interaction
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• Yes, because it told me the warning sign that is it hot and the steam coming

from it.

• Yes, felt like i would burn myself if i touched the Hot Mug

• No. I would pick them all up the same way.

• Yes as the hand looked more realistic

• Yes the temperature influenced my decision. i believe that it did that as it a

normal reaction, to have when interacting with hot and cold objects in real

life.

• The temperature did not affect my decision. As the robotic hand does not

require too, much thinking about how to grasp the mug.

• yes, help me decide how to grasp it

• yes, on the way I grasp the mug

• because I was careful not to get burnt

• I did not want to get burnt

• yes, because the hot one might hurt me

• no, because i know it’s not real

• yes. because it makes you pause and think rather than instinct

• Yes. Because it indicates the temperature

• Not too much.

• Not too much.

• No

• No
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• Due to it feeling real, it influenced my interaction because i knew if it was

hot or cold.

• Yeah due to me knowing the temperature.

• Yes, hot contents made me more wary of burning my hand

• Sort of. Due to having a robotic hand, the temperature of the contents of the

mug didn’t really matter to me as I couldn’t burn my hand.

• Only hot temperature influenced my grasp because instinctively I didn’t

want to spill the content on me.

• When it was hot I was careful not to spill the coffee on me.

• I knew to be slightly more careful in the way in which i held the hot mugs

• Yes as I knew to hold the mugs with content by the handle rather than byteh

cup itself

• It didnt as I was aware it wasnt reality.

• Yes as I got more scared and was more cautions to prevent injury.

• I’d normally grab a hot/cold object by the handle.

• No, the hand this time was robotic"

• yes becuase i didnt want to be burnt

• yes because i could see a human hand so i paid more attention to to the

temperature

• No because i knew the temperature wouldnt affect me physically

• no because the temperature of the mug wouldn’t affect me. also, holding

the mug from the
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• handle meant that i would’t be affected by the temperatures

• No, as i knew the temperatures were not real so didn’t hesitate to pick the

mug up.

• No, as i knew the temperature wasn’t real.

• The hotter/colder visualization of the the mug made me interact differently,

by holding the handle so my virtual hand don’t get burnt/cold.

• Yes as I was grabbing the mug differently based on temperature.

• No, even if I was drinking IRL from a mug, I would still use the handle.

• No, I grabbed by the handle for everything.

• Yes, when it seemed hot or cold I grabbed it by the handle

• No as it was a robot hand and wouldn’t be affected by temprature
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Responses to the open-ended question (Can you describe your strategy for grasp-

ing and placing the objects? ) presented in visual cues user experiment are:

• I picked up objects from a specific angle so that I’d be able to rotate my

hand to place them in the correct rotation. To do this I checked where the

objects had to go before picking them up.

• I tried to first finish with the tool panel no matter where it was.

• I would tend to look at the target of some items first before grasping as

depending on the position of the item on the table and the position of the

item on the shelf I would decide to pick it up or not. It was dependent on if

the interaction needed was more, so If i have to reposition the item on the

table I would tend not to grasp these objects first.

• I usually selected objects that required to be further to me

• I was attracted to completing the area with the most missing objects first,

and then looking at the closest objects to me that can go there.

• Grasping had a very high sensitivity and object was grasped even with the

slightest twitch of my fingers rather than fully holding it

• The VR experience felt very much like the real world and completely in-

fluenced my decision regarding the way i grasp the object. I also took into

account surrounding objects when placing an item into their position (i.e.

the shelf when placing the item, the table when picking up an item)

• Generally I selected the object first and then looked for the target location.

Where location or rotation were different that my intended grasp, I then
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adjusted grasp position and location on the object.

• Start with the shelf and move from top left to bottom right. grasping objects

from the top for fine positioning.

• focus on target object and then grasp firmly

• I would go for the easiest option first, then look at where it would need

grasping.

• To begin with I just tried to grasp as I would normally in the real world.

When placing I would get the object roughly into the correct area (some-

times correct on the first attempt) and then adjust to fit.

• I did not think about strategy I was just grabbing the objects to keep them

in place

• Closer object first in the left handside of the table

• Deal with the nearest objects first

• I would first move the object to the target area roughly. and once in position

I would then aim to rotate the object to match the target area and then once

the objects rotation was correct, make fine adjustments to match the position

more accurately

• I started with the shelf, grasped the objects in the order they had to be placed

on the shelf, from left to right, from upper shelves to lower shelves. Con-

tinued in the same manner with the tool panel, and then the basket.

• first aim to what is in front of me, 2nd what is bigger, 3rd what object’s

rotation matched the target’s one

• look at the object first then pick it after
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• the objects which were closer to me were first preferred and then it went in

random order

• Picked object in front of me at random, localised the target and then moved

object to target.

• I chose the object that were closer to me. If I found targeted object in the

table I would choose that.

• Nearer objects and target objects

• I would first look for the target and then grasp the object so that I can rotate

and place it in the target position/rotation.
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