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Abstract 

This report gives a comprehensive review of the state of the art in Direct Field Acoustic Noise (DFAN) 

testing based on published literature and product data. This is supplemented by background theory 

and selected best practice from other related disciplines. The report also aims to perform ‘horizon 

scanning’, and several suggestions are made for possible areas of future research and development. 

DFAN is found to be a maturing technology that is a suitable choice for high intensity acoustic testing 

of space-launch payloads. It does, however, bring its own set of unique challenges that require 

addressing. These are grouped into seven areas for future development in the concluding chapter. 

The most pressing needs, in our opinion, are for improved strategies for control of low frequency 

modes and methods for experimental assessment of diffuse fields. Both exploit practices that have 

been proven in room acoustics applications. These research questions could be explored through a 

mixture of simulation and experimentation and findings here would inform industrial best practice. 
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Glossary 

Acronym Definition 

ARS  Acoustic Research Systems (company) 

BEM  Boundary Element Method - a numerical simulation algorithm 

COTS Commercial Off The Shelf 

DFAN Direct Field Acoustic Noise 

DFAT Direct Field Acoustic Testing - MSI-DFAT patented acronym meaning the same as 
"DFAN". Used in many NASA documents 

DFAX Direct Field Acoustic eXcitation - an acronym meaning the same as "DFAN" used in 
some early Siemens papers 

FEM Finite Element Method - a numerical simulation algorithm 

FFT Fast Fourier Transform. An algorithm that implements the discrete Fourier 
transform 

HIAT High Intensity Acoustic Testing 

IP Intellectual Property 

MSI-DFAT™ DFAT subsidiary of Maryland Sound International 

MEFL Maximum Expected Flight Level - an SPL profile 

PDE Partial Differential Equation - a mathematical description of a physics problem 

PML Perfectly Matched Layer - a means of truncating a FEM mesh without incurring 
reflections 

PSD Power Spectral Density. Standard units is W/Hz, but Pa2/Hz is often used for sound 

PWT Propagating Wave Tube 

RATF Reverberant Acoustic Test Facility 

SAJ Spacecraft Adapter Jettison fairings - part of the Orion European Service Module 

SAW Solar Array Wing - part of the Orion European Service Module 

SEA Statistical Energy Analysis - a numerical simulation algorithm 

SPL Sound Pressure Level. Measured in dB relative to a 20µPa RMS reference pressure. 

UPA Unconstrained Projection Algorithm - an SDM adjustment algorithm by Siemens 
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1  Introduction 
Since the early years of the space race, a need to consider launch acoustics has been recognised [1]. 

The launch environment, which typically lasts only a few minutes, is the most severe dynamic 

environment that a spacecraft will endure during its normal life. High Intensity Acoustic Testing 

(HIAT) aims to recreate in a controlled way in the laboratory the intense acoustic field the payload 

will be subjected to at launch, to verify a design can withstand this and so should complete its 

journey to orbit without damage [2]. HIAT has become a mandatory part of the pre-flight testing 

process and is stipulated in launcher manuals for all payloads. 

The most established way of implementing HIAT is using a Reverberant Acoustic Test Facility (RATF). 

Like their counterparts in Building Acoustics, this is a chamber with very low absorption that aims to 

subject the test article to a diffuse sound-field, a chaotic field in which acoustic waves arrive from 

every direction with equal energy. It is used to ensure that any possible pattern of excitation which 

the test article might be especially sensitive to is included in the exciting sound field, i.e., it always 

includes the worst case. HIAT for aerospace applications adds to this a requirement for Sound 

Pressure Levels (SPLs) that are enormously higher, usually requiring gas-powered electro-pneumatic 

noise sources mounted on giant horns. Sometimes, a pure nitrogen atmosphere is also used to 

minimise air absorption [3]. This, combined with the large size of the chambers, is a significant 

infrastructure investment. 

An alternative approach is to use electro-dynamic loudspeakers to generate the sound field. This 

approach has a history almost as long as RATF, having been first suggested in 1966, and uses large 

arrays of adapted high-power concert sound loudspeakers. This approach is called Direct Field 

Acoustic Noise (DFAN) Testing*, since the intention is that the direct sound field from the 

loudspeakers dominates over the reverberant sound from the enclosing room. This is achieved 

through proximity of the loudspeakers and use of a more typical room, which will have much higher 

absorption compared to a RATF, as illustrated in Figure 1. Note that the direct field SPL decays with 

distance from the source, whereas the reverberant SPL is invariant of position. 

 
*  DFAN Testing is also referred to in the literature and industry handbooks as DFAT (Direct Field 

Acoustic Testing). However, since Maryland Sound International (MSI) have trademarked the 
acronym ‘DFAT’, we will use the non-trademarked term ‘DFAN’ in this report. 
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The two challenges facing DFAN are: i) maximum achievable SPL and ii) diffusivity of the rendered 

sound field. Historically these have both been problematic, but in the last decade there has been 

substantial technical development that have largely overcome both limitations. A RATF remains the 

only option for the very highest SPLs specified [4], but DFAN is now able to routinely achieve the test 

spectra required for the majority of commercial launchers. 

Proponents of DFAN typically emphasise its portability. A significant advantage is that the test 

system may be brought to the test article rather than vice versa, avoiding the cost and risks 

associated with transporting the test article [5]. However, it has other advantages too, such as the 

avoidance of the infrastructure cost associated with constructing and maintaining a RATF. Looking to 

the future, DFAN offers tighter control capabilities than a RATF regarding the spectral and spatial 

fine detail of the produced sound field, so could potentially render alternative test specifications 

that are more representative of actual flight conditions. 

The purpose of this report is to review the standards and the state of the art in DFAN via the 

published literature, focussing on its hardware, control, and simulation. The following four chapters 

respectively address test specifications and theory, electroacoustic hardware, control, and 

simulation. They also review any gaps in capabilities and identify avenues for future research. Finally, 

chapter 6 summarises the main findings and avenues for future research. 

Figure 1: Relative influence of direct and reverberant fields on test article, adapted from Dyke (2007) 

a) Room with low reverberance, typical of DFAN b) Room with high reverberance, typical of RATF 
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2 DFAN Test Specifications and Theory 
Reverberation acoustic testing of flight hardware is well established, so the development and 

validation of DFAN has focussed almost exclusively on replicating reverberant test conditions. The de 

facto authority on DFAN testing is NASA-HDBK-7010, but it is notable that it is only a handbook and 

contains ‘guidance’ rather than specifications. Instead, specifications on the test protocol are 

deferred to NASA-STD-7001b. This was originally written for RATF testing but was updated in 2017 

and now contains references to DFAN (or DFAT™) testing too. 

It is also notable that NASA-HDBK-7010 and NASA-STD-7001b contain relatively little technical 

background material. NASA-HDBK-7005 and ECSS-E-HB-32-26A give more definitions, though the 

text is clearly not intended as a primer. Indeed NASA-HDBK-7010 states “It is expected that the user 

of this NASA Technical Handbook will have a mid to high-level of understanding of acoustic testing 

techniques in the aerospace industry with commensurate education”. This approach is reasonable 

but means that much of the core knowledge is embedded in existing test houses and is not readily 

available anywhere in a condensed form to support people entering the field. Hence in this chapter, 

we will also summarise relevant essential background information and discuss the key concepts. 

Section 2.1 reviews the core system components and requirements as covered in the handbooks and 

standards. Section 2.2 is concerned with frequency specifications, notably the differences between 

third-octave bands, which is how the test sound pressure levels are specified, and Power Spectral 

Density (PSD) computed via Fast Fourier Transform (FFT), which is how control of DFAN systems is 

typically performed. Section 2.3 concerns diffuse fields, including what they are and why they are 

specified as test conditions. It also covers ways of quantifying how diffuse a sound field is: spatial 

correlation, signal coherence, and isotropy metrics. Section 0 concerns modal sound fields, covering 

what they are, how they transition into a non-modal sound field (including diffuse), and how they 

may be controlled by loudspeaker arrays. Finally, Section 2.5 draws this together with a brief review 

of the key conclusions, then identifies areas for future development and research. This is 

supplemented by further technical detail in appendices A1, A2 and A3. 

2.1 System Components & Requirements 

The fundamental objective of HIAT is to subject the test article to a specified Sound Pressure Level 

(SPL) profile for a specified duration. The pressure profile is termed the Maximum Expected Flight 

Level (MEFL). This varies according to the launcher and NASA-STD-7001b requires it to be specified 

in third-octave bands or finer. These levels are increased by 3 dB for qualification / protoflight 

testing. The test duration is 1 minute, but for DFAN it is common to break this down into two 30 
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second tests. This is necessary to allow avoid overheating of loudspeaker voice coils and amplifiers. 

Acceptable tolerances are given in section 4.1 of NASA-STD-7001b. 

The equipment necessary to undertake a DFAN/DFAT test is summarised in sections 5 and 6 of 

NASA-HDBK-7010. Section 5 covers Sound Generation Equipment and section 6 covers 

Instrumentation, Data Processing, and Control Systems. Instrumentation and Data Processing are 

well established and follow RATF conventions, but DFAN sees special features and innovations in 

both Sound Generation Equipment and Control Systems. These will be reviewed in sections 3 and 4 

of this report. 

2.1.1 Instrumentation 

The Instrumentation section in NASA-HDBK-7010 is entirely focussed on microphones. These include 

‘Control’ microphones, which feed the control system, and ‘Monitor’ microphones that are used to 

check that the test specifications are also being met elsewhere in the test volume.  Requirements on 

the placing of these microphones is given in both NASA-HDBK-7010 and NASA-STD-7001b. This 

emphasis is understandable since the purpose of NASA-HDBK-7010 is to guide users on how to run 

DFAN/DFAT tests that can meet the same SPL specifications as a RATF, which remains the preferred 

test methodology according to NASA-STD-7001b. 

Another highly relevant Instrumentation type is accelerometers. These are not mentioned within 

section 6 of NASA-HDBK-7010, though references to “acceleration/strain responses” appear in some 

later sections. The acoustic pressure field may be the cause, but the effect is vibration of the test 

article. As pointed out in NASA Lesson 787 [6], it is the vibration of the test article caused by the 

acoustic pressure field that is the primary mode of failure. Hence it is a payload’s response to 

vibration, in this case acoustically induced, that ultimately dictates whether it qualifies for flight. 

NASA-HDBK-7005 gives substantially more detail on vibrational response and analysis. 

Accordingly, accelerometer data is often presented in the literature (e.g. by Maahs [7]) as the best 

indicator of whether DFAN exposes the test article in the same manner as a RATF would. NASA-

HDBK-7005 requires logging of data from accelerometers and/or strain gauges alongside 

microphone and functional performance data. Accelerometers are also the best way to demonstrate 

coupling between modes in the acoustic field (see section 0 herein) and structural modes in the test 

article. This was demonstrated by Kolaini et al. in 2012 [8], a paper whose findings feature heavily in 

certain sections of NASA-HDBK-7010. NASA-STD-7001b requires that “acoustic standing waves and 

structural modal coupling in reverberant field or DFAT testing be assessed and steps taken to 

minimize the impact of such coupling on the health of the test specimen”, and section 8 of NASA-
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HDBK-7010 states that low-level acceleration/strain responses should be examined as part of this. 

Accelerometers can also be used for structural response limiting, as was done in the 2016 test of the 

Orion module reported in NASA-TM-219564. Here the purpose was to protect the Solar Array Wing 

(SAW), which was identified as coupling especially well to the acoustic field. NASA-HDBK-7010 does 

not however advocate any type of response limiting in DFAN “until a more thorough development 

effort of this technique can be carried out”. Limiting based on SPL at control microphones is 

emphasised as especially bad practice. 

2.1.2 Contamination Control 

All DFAN hardware must meet requirements on contamination control, a non-trivial requirement for 

equipment that is at other times used in the concert sound industry [7]. Use of proprietary 

DFAN/DFAT loudspeakers, as now offered by MSI-DFAT and ARS, may go some way to allaying these 

concerns, since this hardware will never be ‘gigged’; these systems are described in section 3.5. Even 

in clean spaces there has been concern over the high SPL acoustic field dislodging particles from the 

building fabric [9], though in that case very little contamination was found. A final option is ‘bagging’ 

the test article. This has the additional benefit of allowing DFAN tests in non-clean spaces. Bo et al. 

[10] reported tests of bagging a solar wing and concluded that the effects on structural response 

were negligible. But NASA-HDBK-7010 reports that sound field attenuation can be significant over 

1000 Hz and presents attenuation curves for polyester films of various thicknesses. 

2.2 Frequency Content of the Acoustic Test Environment 

The test stimuli in both RATF and DFAN are random noise signals that have been shaped in their 

frequency content. This section considers aspects of that shaping, including specifications that are 

realised by a DFAN control system and differences in approaches between service providers. 

2.2.1 Maximum Expected Flight Levels 

The acoustic environment experienced by a payload in flight has SPL that varies with frequency. 

Thus, it follows that the MEFL SPL specifications used for acoustic testing also vary with frequency, 

not least because these are based on flight data. How such specifications are developed is 

considered for vibration data in chapter 6 of NASA-HDBK-7005. This includes ‘enveloping’ of 

measured or predicted data, and addition of safety factors. Much of this is done using Power 

Spectral Density (PSD) data, but NASA-STD-7001b requires that the MEFL for acoustic tests be stated 

in third-octave bands, or narrower. These are defined in BS EN / IEC 61260-1:2014. No minimum 

bandwidth is given, but in practice tests are usually specified in third-octave bands. 
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2.2.2 Differences between Third-Octave Band and PSD Data 

PSD and fractional-octave-bands* both analyse the frequency content in a signal but achieve this in 

very different ways, producing data with differing characteristics. NASA-HDBK-7010 acknowledges 

this stating “It is recommended that users of the DFAT method become familiar and comfortable 

with the relationships between narrow-band and nth octave-band specifications” but does not 

summarise what these relationships are. They will therefore be presented here, with this section 

giving an overview of the key points and further technical detail being available in Appendix A1. The 

detail of both methods is summarised well by Bies et al. [11] (chapter 12). 

Figure 2a shows a filter bank structure 

that determines fractional-octave-band 

SPLs from a pressure signal 𝑝(𝑡), as 

captured by a microphone. 𝑝(𝑡) is fed 

to several parallel branches that each 

contain a bandpass filter. The signals 

that emerge only contain frequencies in 

the band of interest. The SPL of these 

can be found by time-averaging and 

conversion to dB.  

A pressure signal 𝑝(𝑡) that satisfies an 

MEFL profile can be anything that 

achieves the correct set of fractional-

octave-band SPLs (𝐿𝑝,1, 𝐿𝑝,2, 𝐿𝑝,3, etc.) at the outputs of this network. The MEFL profile does not 

prescribe what the signal should be or even exactly what frequency content it should have. It just 

lists a set of criteria it must meet – the SPL in each of a finite set of bandwidths. Fractional-octave-

bands are therefore a reductive way of specifying spectral content. They do not contain enough 

information to uniquely specify a test signal. They are a set of criteria that it must meet. 

Measurements of PSD are achieved in a different way, as depicted in Figure 2b. This process cuts the 

signal 𝑝(𝑡) up into ‘blocks’, which are then converted to a spectrum 𝑃(𝑓) using a Fast Fourier 

 

* Fractional-octave-bands (or nth octave-bands) is the umbrella category that includes third-octave 

bands and full octave bands, as well as narrower filter banks such as sixth or twelfth octave bands. 

What these have in common is that their bandwidths are a fraction of an octave, hence “fractional”. 

Figure 2: Frequency analysis structures. 
a) A filter bank to compute fractional-octave-band SPLs.  

b) Estimating a power-spectrum 𝑆𝑝𝑝(𝑓) using an FFT  

 

a) 

b) 
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Transform (FFT) algorithm. The FFT is a reversible process that does not loose data; a block of 𝑝(𝑡) 

can be exactly reconstructed from its 𝑃(𝑓). But the processes that follows this, computing 

𝑃(𝑓)∗𝑃(𝑓) to estimate power and then averaging over signal blocks, both lose data, hence the 

overall process of computing PSD is also reductive. This is deliberate. The objective is to estimate the 

time-averaged power statistics of 𝑝(𝑡), not the exact power present in any particular block.  

PSD and fractional-octave-band SPLs are appropriate for characterising flight environments. This is 

because flight environments are stochastic in nature and differ for every second of every flight. One 

can therefore only ever aim to replicate the time-averaged statistics of such a field [12], and PSD and 

fractional-octave-band SPLs measure this. Third-octave band SPLs have the advantage of being 

convenient. They have enough frequency resolution to capture most test profiles to a satisfactory 

degree, while also being coarse enough that this can be specified in a modest sized table. PSD, on 

the other hand, has the advantage of being based on FFT techniques, which enables other useful 

measurements such as coherence, and is central to the control algorithms used in DFAN (section 4).  

It is worthy of note that the mathematically idealised form of PSD has infinite frequency resolution, 

but PSD computed by FFT will not. It will instead have a finite frequency resolution that is controlled 

by the block length; a longer block length gives finer frequency resolution whereas, conversely, a 

shorter block length gives coarser frequency resolution. PSD data is often referred to as FFT lines or 

bins, and each of these has a bandwidth, just as fractional-octave-band filters do. Notably: 

• FFT lines have regularly spaced centre frequencies and have constant bandwidth. 

• Fractional-octave-band filters have exponentially spaced centre frequencies and bandwidth 

that is a fraction of the centre frequency. At lower frequencies, the bands are narrower, 

whereas at high frequencies they are wider. 

These aspects are important to consider because DFAN typically controls the SPL using PSD with FFT 

lines that are much narrower than the third-octave bands with which the MEFL specification is given. 

It is, therefore, necessary to extrapolate the target SPL profile in-between the prescribed band SPLs. 

This makes conversion between third-octave band specifications and a target power spectrum for 

use with an FFT non-trivial. Various MSI-DFAT and Spectral Dynamics papers mention that the Jaguar 

controller has a methodology for this conversion built-in, but do not detail what it is. Alvarez et al. 

[13] cite the ECSS-E-HB-32-26A handbook in this regard. This is considered in more detail in 

Appendix A1. 
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Figure 3 shows an example of this from the Spectral Dynamics controller, as reported by Underwood 

[14]. The top plot shows SPL in third-octave bands (target MEFL in green, measured data in black). 

The bottom plot shows Power Spectral Density (PSD), which is used for control purposes. It can be 

seen that the overall profiles are related but that the detail is quite different. Notably, the third- 

octave target and measurements are plotted with a stepped profile whereas the PSD target is 

piecewise-linear. The PSD measurement has a data point density that appears to increase from the 

left to the right of the graph. But this appearance is visual artefact due to the logarithmic frequency 

scale. The PSD data has a constant resolution (3.125 Hz), whereas the third-octave filters have a 

bandwidth that increases with centre frequency, which appears uniform-width on a log scale. 

A key point is that the PSD target has not tried to mimic the stepped profile in the third-octave plot. 

This is because the MEFL target spectrum is not intended to be stepped; this plotting style is just a 

convenience to illustrate the band-edges. Instead, the MEFL specification should be interpolated 

smoothly because aerodynamic noise (ignoring tones) from stationary stochastic sources such as 

turbulence has a smooth power spectrum (when sufficiently time averaged).  

Figure 3: Plots of the same noise targets and measurements shown as: SPL in third-octave bands (top) and 
Power Spectral Density in 3.125 Hz FFT lines (bottom). Reproduced with permission from Underwood (2019) 
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The difference in analysis bandwidth discussed above is the most important difference between how 

PSD and fractional-octave-band filter banks analyse the frequency content of a signal, but it is not 

the only one. Other differences include details of how the time averaging operates and how, and to 

what degree, spectral leakage occurs between the analysis bands. These factors are not discussed 

here but are detailed in Appendix A1. 

2.2.3 Tonal Content 

Section 2.2.2 noted that third-octave-bands are a satisfactory, if fairly coarse, means of capturing a 

flight environment / specifying the MEFL. But this only holds for a spectrum that is smooth, as is the 

case for noise generated by a turbulent boundary layer [NASA-HDBK-7005]. But a flight sound field 

can also include tonal components, and these are not well-represented by third-octave bands. PSD 

data can capture tones better, if the analysis length is long enough, but is not perfect for this either.  

NASA-HDBK-7005 reports that tones can arise in flight from resonances or aerodynamic instabilities, 

e.g. around fairing vents. They also have the potential to significantly affect structural response if the 

SPL is high enough and if the frequency exactly matches a structural resonance.  However, the 

inclusion of the word “exactly” here means the intensity of structural vibration that results is very 

dependent on the exact driving frequency. Add in the fact that the frequency of the tone may 

change during the flight (due, e.g., to air speed or atmospheric pressure changes with altitude), and 

the validity of testing with any particular tonal frequency becomes questionable. Testing with 

broadband noise is far simpler than testing with tones. For these reasons, 6.2.1 of NASA-HDBK-7005 

instead gives a process that adds the energy of any tones present into the third-octave MEFL SPLs. 

2.2.4 Discussion 

To recap, these differences have been highlighted because the MEFL is given as third-octave band 

SPLs whereas control for DFAN is usually via PSD/FFT. At the very least this requires a conversion 

method between these two ways of specifying target spectra to be standardised.  

But the adoption of FFT-based control is not universal. Notably, m+p International instead offer a 

control algorithm based on fractional-octave-band levels. This is a substantially different approach. 

In addition to the differences in spectral resolution discussed above, the different structures of these 

analysers (shown in Figure 2) give them different temporal responses. This can affect control system 

response time and is discussed in more detail in Appendix A1.2. 

In terms of NASA guidance, NASA-HDBK-7010 explicitly states that “narrowband and constant 

bandwidth, closed-loop, digital controllers are preferred”, meaning it recommends FFT-based 
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control, though it should be borne in mind that this document is heavily influenced by MSI-DFAT’s 

procedures. A more fundamental reason to choose FFT-based control is that offers the ability to 

consider coherence between microphones and drives within the control algorithm. This should offer 

better performance at frequencies below a several hundred Hz where the modal density is still low 

enough that individual modes (discussed in section 0) are discernible and can cause problems. 

These, by their nature, have high spatial coherence in most locations. But at higher frequencies, 

where the sound field is reverberant instead of modal, the benefits are less clear and FFT-based 

schemes, with their uniform control bandwidth, incur a substantial calculation overhead. So it might 

be that different control strategies are more appropriate in different frequency ranges. But running 

multiple control algorithms in parallel is not necessarily a good idea, however, since it would 

complicate the setup and introduce issues around how multiple control systems might interact. 

Hence, full-bandwidth FFT-based PSD control remains the de facto approach at time of writing. 

2.3 Diffuse Sound Fields 

This section discusses what a diffuse sound field is and why it is used (section 2.3.1). It then goes on 

to consider ways of quantifying how diffuse a sound field is. Spatial correlation and signal coherence 

are discussed in section 2.3.3 and wavenumber-based metrics in section 2.3.3.2. More detail on the 

latter is given in the accompanying appendix A2. 

2.3.1 What is a Diffuse Sound Field? 

NASA-STD-7001b requires that reverberation chambers used for acoustic testing are large enough to 

maintain a diffuse sound field above 50 Hz. In other words, the test specimen should be subjected to 

a diffuse sound field. Here “field” is referring to the variation of acoustic pressure (or intensity) 

versus position, so it is the spatial distribution and properties of the sound impinging on the test 

article that are being specified. 

A diffuse sound field is a stochastic ideal, i.e., a target specification. The definition is that “in a 

diffuse sound field there is equal probability of energy flow in all directions” [15]. This has also been 

called “sound field isotropy” [16]. The opposite of this would be a highly directional wavefield as, for 

example, is created in a Propagating Wave Tube. For modelling purposes, this definition is usually 

replaced by the random wave model, which leads more readily to a mathematical definition. This is 

that “a diffuse sound field comprises an infinite number of plane propagating waves with random 

phase relations arriving from uniformly distributed directions” [15]. This definition is the basis of the 

mathematical properties discussed in appendix A2 and can be used to render a quasi-diffuse field in 
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mathematical models and computer simulations [17,18]. It also leads to the property that a diffuse 

field is homogeneous, i.e., has the same statistical properties regardless of position. 

Reverberation chambers are able to create diffuse sound fields because the sound field in a room at 

high frequencies is chaotic [19]. Many reflections in different directions, (or equivalently, many 

modes) all overlap and interfere, meaning that small changes in source or boundary properties can 

produce substantial changes in the pressure field. These overlapping reflections mean that a receiver 

in the chamber will receive the sum of many copies of the excitation signal that was output by the 

source, all delayed by different amounts. If the source produces noise, then each of these reflections 

can be treated as if it originated from a different noise source. This is because sufficiently delayed 

copies of a noise signal are decorrelated. Hence, the overlapping of these reflections satisfies the 

‘random wave model’ definition of a diffuse field [20]. 

For this approach to work, reverberation chambers must have very low absorption. Absorption 

attenuates high order reflections but retaining these is desirable because they make the sound field 

more diffuse. The notion that modal density (explained in section 0) must be high is one reason why 

chambers must be physically large. The other reason is the rationale above, that reflections must be 

“sufficiently delayed” from one another, which implies a certain reflection path length and therefore 

room size. This is also one reason why test articles should not be located close to walls. What 

constitutes “sufficiently delayed” is inversely related to frequency, hence large reverberation 

chambers can remain diffuse to lower frequencies than smaller reverberation chambers. 

2.3.2 Flight versus Test Conditions 

At this point it is worth mentioning that the sound field a payload is exposed to inside a fairing is 

unlikely to be fully diffuse [12]. The air volume inside the fairing is not large enough and it will 

usually be lined with acoustic absorbent to reduce overall acoustic excitation, hence it does not 

meet the two criteria above (large volume and low absorption). Notably, the size of the payload 

affects the internal pressure field (NASA-TM-106688, 1994), leading to the definition of the ‘fill-

factor’ correction included in NASA-STD-7001B. The fairing is however subject to incoherent 

excitation over its entire exterior surface due to boundary layer turbulence, which will create a 

distributed decorrelated acoustic velocity source on the interior. This will increase the extent to 

which the acoustic field is quasi diffuse, making it closer to the sound field in a RATF, though payload 

size was still shown to have a significant effect in tests replicating this [NASA-TM-106688]. 

The exterior acoustic field has other complexities. NASA-HDBK-7005 gives more detail on this. 

Externally, the acoustic field from the rocket motors at lift-off grazes the spacecraft in a forward 
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direction. This is the environment that a Propagating Wave Tube (PWT) aims to replicate. 

Aerodynamically induced pressure fields, which become dominant later, are ‘convected’ in an aft 

direction, meaning they are affected by the flow velocity over the surface of the spacecraft.  

So why is a diffuse field used for acoustic testing, if it is not an accurate model of conditions during 

launch? One reason is that the details of the external field are unlikely to be important for a payload 

inside a fairing. To reach the interior cavity, the acoustic energy must pass through the fairing, and 

its structural modes will change its spatial properties. There it is added to noise induced by 

structure-borne sound from the rocket motors and subjected to some reverberation, making it more 

diffuse. All these processes mask any spatial structure present in the external sound field from the 

interior, hence NASA-HDBK-7005 concludes that “for payloads enclosed in a fairing or payload bay, 

acoustic reverberation rooms provide a more accurate simulation [than a PWT]”. 

There are several practical reasons for choosing a diffuse field produced by a RATF. For example, a 

chamber with low absorption adds a ‘room gain’ to the SPL achievable direct from an acoustic 

source, making it easier to reach the MEFL SPL target [11]. This is one of the reasons why RATF can 

reach higher SPLs than DFAN can. But the main benefit of a diffuse field is that it can be considered a 

‘worst case’ excitation. Coupling from acoustic fields into structures is dependent on direction as 

well as frequency [21]. Since a diffuse field contains every propagation direction, it is guaranteed to 

always include whatever direction a test article is most sensitive to. It is also better at exciting all 

resonances of a structure than a non-diffuse field [22]. That is the reason they are also used in 

building acoustics for testing transmission of sound through building elements (walls). Henricks 

(1973) showed this experimentally [12], concluding that “a reverberant acoustic field is more 

efficient in inducing equipment vibration than the fluctuating pressure fields which exist at lift-off”. 

For qualification / flight acceptance testing this can be seen as a desirable extra safety margin, so 

long as over-testing is avoided. If a payload can survive the increased vibration excited by a diffuse 

field, then it stands a good chance of surviving flight conditions too. RATF testing is the established 

technology and NASA-STD-7001b states that it remains the preference, hence the goal of DFAN is to 

achieve the same specification but with a portable electroacoustic system. 

2.3.3 Measures of the Diffusivity of a Sound Field 

Section 2.3.1 described how a diffuse field is a theoretical ideal, but also how a RATF may only 

achieve this approximately or subject to certain caveats (e.g. above a certain frequency, or for a 

payload below a certain size away from the chamber walls). Section 2.3.2 then described how flight 
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conditions can at best only be considered “quasi” diffuse. Hence, it would be useful to have metrics 

that measure how diffuse a sound field is: its diffusivity. These will be considered here. 

2.3.3.1 Spatial Correlation and Signal Coherence 

Spatial correlation is a measure of how similar a field, in our case an acoustic pressure field, is at two 

positions separated by some distance. Cook et al. [23] were the first to study this for a diffuse field in 

1955. They showed that when the two points are close together then the field is, of course, very 

similar, but that in a diffuse field this drops off rapidly to zero similarity as the points become 

separated. The rate of this drop-off is dictated by wavelength. Detail is given in appendix A2.1. 

Coherence 𝛾𝑥𝑦 is a measure of the relationship between two signals 𝑥(𝑡) and 𝑦(𝑡). It is a function of 

frequency and is computed by the FFT-based structure shown in Figure 4. This is a multichannel 

version of the structure used to compute PSD in Figure 2b. Indeed, 𝑆𝑥𝑥 and 𝑆𝑦𝑦 are the Auto PSD of 

signals 𝑥(𝑡) and 𝑦(𝑡), while 𝑆𝑥𝑦 is the Cross PSD between them. Cross PSD is another measure of the 

similarity of signals that is closely related to their correlation. The two Auto PSD in the denominator 

have a normalising effect such that 𝛾𝑥𝑦 is bounded between zero and one. 

• 𝛾𝑥𝑦 = 0 means that 𝑥(𝑡) and 𝑦(𝑡) are completely incoherent at this frequency. The relationship 

between their amplitude and phase is random and will be different every time it is observed. 

• 𝛾𝑥𝑦 = 1 means that 𝑥(𝑡) and 𝑦(𝑡) are completely coherent at this frequency. They are ‘phase-

locked’ and are always related by the same amplitude and phase offset. 

Note that coherence squared is often plotted. This has the same bounds. 

 

In much of the literature, coherence between spatially separate microphones is used as a proxy 

measure for sound field diffusivity. This is appropriate and consistent with the ‘random wave model’. 

Different microphone positions will capture different time histories on each of the propagation 

plane waves that comprise the diffuse field, and since these are uncorrelated noise, those signals will 

Figure 4: Structure for FFT-based analysis of two signals 𝑥(𝑡) and 𝑦(𝑡),  
showing how the coherence 𝛾𝑥𝑦

2 (𝑓) between them is measured. 
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be incoherent. However, its relationship to spatial correlation means that there is a theoretical lower 

bound on coherence (see appendix A2.1) that is dictated by microphone separation and frequency 

[20,24]. This was not extensively discussed in the DFAN literature until recently but should be borne 

in mind when analysing plots of coherence that extend to very low frequencies. Alex Carrella of MSI-

DFAT has recently proposed a ‘Diffusivity Coefficient’ that is (partially) aimed at achieving this [25]. 

Some of the first measured coherence data presented in the DFAN literature is in ref [26]. This 

compares data from measurements in a RATF with three variants of DFAN: one with Single Input 

Single Output (SISO) control and two with different configurations of Multiple Input Multiple Output 

(MIMO) control (these control schemes are defined and discussed in section 4). This data clearly 

shows the difference between the three DFAN schemes, but also shows that the RATF is not fully 

diffuse below 100 Hz. At higher frequencies, the RATF coherence settles close to zero, indicating that 

the sound field is diffuse. The trend for DFAN is that low frequency coherence is more uniform, and 

possibly closer to the theoretical limit, but it does not converge to zero as frequency increases, 

indicating that the field is not perfectly diffuse. Data showing similar trends was captured for a 

Siemens / dv2 system in 2016 by Fabries et al. [13]. Underwood emphasises that low coherence 

values naturally have more variance than coherent values close to unity [22]. 

2.3.3.2 Sound Field Isotropy Metrics 

The metrics in the preceding section consider the spatial nature of a diffuse field. But the other 

property of a diffuse field that can be investigated is its isotropy, the property that there should be 

“equal probability of energy flow in all directions” [15]. Measuring this requires a microphone array 

so that beamforming can be performed, and energy flowing in different directions separated. The 

techniques in the literature achieve this using a multi-dimensional spatial Fourier transform, so 

requires pressure measurements in many locations, often with high measurement density. The 

analysis is performed for each frequency separately, so requires FFT-based analysis. 
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Within the DFAN literature, it is only Gardner and co-workers at ESI who have used sound field 

isotropy metrics. A recent example is given in ref [27], figures from which are reproduced in Figure 5. 

Figure 5a shows a plot of data extracted from a simulation of a reverberation room. Figure 5b shows 

a wavenumber spectrum from a simulation of a DFAN test, extracted from measurements taken in a 

horizontal plane. Figure 5c, shows the same processing applied in a vertical plane. 

We will not attempt to fully explain these plots here. Detail on how to interpret them is given in 

appendix A2.2. Here it suffices to say that the filled circle in Figure 5a is how a diffuse field should 

appear. That the circle appears hollow in Figure 5b and squashed in Figure 5c indicates that the 

sound field that the simulated DFAN system is producing is not fully diffuse. Instead, is it diffuse in a 

horizontal plane only and lacks sufficient energy in elevated (upwards and downwards) directions. 

This result is understandable given the arrangement of loudspeakers but is also concerning because 

it shows that the DFAN system is not fully replicating a RATF. It suggests that changes need to be 

made to the design of the DFAN system to make it radiate more energy in non-horizontal directions. 

The result in Figure 5 shows that sound field isotropy metrics can be very revealing of system 

shortcomings. These techniques have not, however, been applied to analyse real systems through 

measurement. This is, in our opinion, a knowledge gap that requires addressing.  

Concerns over the vertical content of DFAN sound field have been raised before. Notably, Maahs 

investigated three different overhead loudspeaker configurations for this reason [26], but evaluation 

was done by considering structural response. A planar microphone array was used in these tests, 

and is also reported by Kolaini, Doty and Chang [8] and recommended in NASA-HDBK-7010, but data 

from this is not postprocessed to study the isotropy of the sound field, only to look for modal 

effects. This may be because the microphone array was insufficiently large and/or comprised an 

Figure 5: Wavenumber power spectra post-processed from simulations,  
reproduced with permission from Gardner et al. (2021).  

a) Reverberation chamber; b) DFAT in the horizontal plane, c) DFAN in the vertical plane 

 

a) b) c) 
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insufficient number of sensors. Various commercial devices with a high sensor density are however 

now available (e.g. https://www.sorama.eu/cam1k), so this appears an innovation gap that could be 

readily addressed. Rotating a highly directional microphone on a gimbal is another possibility that 

might be more cost-effective and could be investigated. 

2.3.4 Producing Diffuse Fields from Loudspeakers 

A review was also conducted of other applications where arrays of loudspeakers have been used to 

render diffuse fields, as is done in DFAN. There has been a small amount of research published on 

this within room acoustics, focusing on measuring either absorption by materials [28,29] or 

transmission loss through building elements [30,31]. These seek only to replicate the diffuse field 

that would be achieved in a reverberation room. Other work has focussed on the structural response 

of aircraft panels e.g. [32–34]. These are more ambitious in that they seek to replicate the excitation 

caused by turbulent boundary layers, sometime with flow. To achieve this, the loudspeaker array 

must be in the extreme nearfield of the panel, allowing it to render pressure distributions that 

include evanescent components. 

The root of both these groups of work is a 2004 paper by Elliott et al. [35] that presents theory for 

synthesis of spatially correlated random pressure fields. This work provides a theoretical framework 

that is well beyond the more trial and error approach with which DFAN has been developed. The 

Siemens DFAN team are evidently aware of this work as they cited it in a recent paper [36], but it 

does not appear to have informed their approach to DFAN. 

A notable way in which the above work differs from DFAN is that all loudspeakers are fed with a 

different drive signal. The ‘random wave model’ of a diffuse field (summation of an infinity of plane 

waves from different directions, all of which are decorrelated) suggest that this is indeed what 

should be done, at high frequencies at least. DFAN setups in contrast, tend to use a small number of 

drive signals (typically 4-8) and ‘matrix’ them to each feed multiple speakers. Hardware constraints 

arising from the use of concert sound loudspeakers (shared amplifier channels, complexity of 

cabling) are likely the reason for this, as well as the capabilities of controllers. But feeding each 

loudspeaker a different signal is feasible with modern integrated amplifiers and digital signal 

distribution such as Dante, so the potential benefits may be worthy of investigation. 

  

https://www.sorama.eu/cam1k
https://www.audinate.com/meet-dante
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2.4 Modal Sound Fields 

This section concerns modal sound fields. Section 2.4.1 describes what they are and how they can be 

modelled, then section 2.4.2 considers the transition from modal sound fields to ones that are non-

modal, including diffuse fields. Section 2.4.3 considers coupling between acoustic modes and 

mechanical modes of structures. Finally, section 2.4.4 summarises some modal control techniques 

that could be transferred from room acoustics. Appendix A3 gives supplementary information. 

2.4.1 What is a Modal Sound Field and How Can It Be Modelled? 

In the low-frequency range, an enclosed sound field is dominated by standing waves at certain 

characteristic frequencies [11]. In a cuboid room these can be understood as repeating paths (orbits) 

reflecting around a room. When an integer multiple of path length exactly fits the length of this 

orbit, it constructively interferes with itself causing a peak in SPL. Modes in acoustic cavities are 

therefore a form of three-dimensional standing wave. In the same way that one-dimensional modes 

have nodal points, e.g., points on a vibrating string where displacement vanishes, acoustic cavity 

modes have nodal planes where pressure vanishes. These can be seen in the example mode 

pressure plots for a cylinder shown in Appendix A3.1.2. This means that modes are also associated 

with maximum variation in SPL, which is the most problematic aspect from a control perspective – 

reducing the excitation at a modal frequency will not solve the problem because the mode has 

different SPL in different places. This means that undertesting or over exposure of the test article 

can potentially occur without it showing up on the control or monitor mics. This has led developers 

of DFAN to use modelling to help inform their microphone locations [37]. Similar concerns have led 

researchers in room acoustics to use the standard deviation of SPL as an optimisation metric [38]. 

Modes can occur in any shape space. Analytical models exist for geometries in which the Helmholtz 

equation has simple solutions, notably cuboids, spheres, and cylinders. For other arbitrary shaped 

geometries, they can be computed numerically using the Finite Element Method (FEM). It is this 

latter geometry, the cylinder, that is of most interest in DFAN, since the loudspeaker array is often 

constructed so it encloses the test article in a cylindrical cavity. The analytical model of modes in a 

cylindrical cavity is presented in Appendix A3.1. This was also considered by Kolaini et al. in 2012 [8], 

which also showed that modes can affect structural response.  

NASA-HDBK-7010 advises use of this simple analytical model in section 8.2.1. Later in section 8 it 

discusses how similar analysis can be performed by numerical simulation and shows good 

agreement to measurement and the effect of a volume simulator on the modal frequencies. It also 

suggests raising the test article off the floor, to minimize the pressure doubling at that rigid 
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Figure 6: Illustrations of room modes showing: a) how total sound pressure level versus frequency 
is the sum of responses from individual modes, b) mode -3dB bandwidth. 

a) b) 

boundary. NASA-STD-7001b gives less detail but mandates in section 4.4.1.13a that “empty 

chamber/DFAT volume fundamental acoustic modes below a few hundred Hz” are identified. 

One simplification of modal behaviour that exists in most acoustic textbooks, and also NASA-HDBK-

7010, is the notion that modes only exist at their resonant frequency (sometimes called their 

‘natural’ frequency or ‘eigenfrequency’). Instead, the modal summation equation, e.g. eq. 3.12 of ref 

[39], shows that all modes contribute to the pressure response at all frequencies. The extent to 

which they do so is however constrained by: i) the proximity of their frequency to the excitation 

frequency, and ii) their damping. As might be expected, modes respond most strongly when excited 

close to their natural frequency. Figure 6a shows how this leads to a ‘peaky’ frequency response in a 

space due to a summation of the modal responses. Mathematically speaking, all modes are excited 

at all frequencies, but they respond mainly near their natural frequency. To what extent modes are 

excited also depends on the distribution of source power compared to the mode shape [38,39]. 

Damping limits both the peak value of this response and spreads the peak so it responds over a 

wider frequency range. It can occur due to the presence of absorbent materials, coupling to 

structures with mechanical absorption, or by energy loss through gaps in the boundaries. Modes 

therefore have a ‘Q-factor’, equivalent to that used to describe analogue or digital filters, that 

characterises how ‘peaked’ their response is. This is defined as being the mode centre frequency 

divided by its -3dB bandwidth, as depicted in Figure 6b. 

Modes with high Q-factors are problematic for two reasons. The first is the high peak SPLs that they 

produce. The second is that the range of SPL (max – min) will also peak when one mode dominates 

over all others, meaning the SPL field will be very nonuniform. Damped low-Q modes do not cause 

these problems – their peak SPLs are lower and they overlap, which reduces the range of the SPL. 

Hence it is high Q-factor modes that need to be identified and treated.  
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Damping, and therefore Q-factor, is not straightforward to fully include in analytical models of 

modes, but can be included approximately [39]. Perhaps more usefully, it can be found from the 

eigenfrequencies computed by FEM. FEM computes eigenfrequencies that are complex when 

damping is present, and the imaginary part of the eigenfrequency quantifies the rate of decay. This 

is related to modal damping, so the Q-factor can be found by 𝑄𝑚 = |𝑓𝑚| [2 × imag(𝑓𝑚)]⁄ , where 𝑓𝑚 

is an eigenfrequency [40]. Thus, an eigenfrequency study conducted with FEM is beneficial because 

it quantifies which modes are trapped and so have high Q-factors and produce high and non-uniform 

SPLs, and which modes are damped or escape and therefore have lower SPL levels and variation.  

Consideration of which modes are high-Q and cause problems is important because even below 100 

Hz there are many modes in a DFAN cavity, only some of which are troublesome and require 

exclusion. The others are essential to convey acoustic energy to the test article. Ref. [41] reports a 

numerical pilot study where this was analysed and compared to the 2012 results by Kolaini et al. [8]. 

2.4.2 The Transition from Modal to Non-Modal Sound Fields 

At low frequencies, modes are sparse in frequency as depicted in Figure 6a so individual modes can 

be readily identified, especially if they are strongly excited and have high Q-factor. In this frequency 

range, individual modes can cause big problems. But as frequency increases, the modal density, 

being the number of modes per Hz, also increases. Above some frequency, modes become so dense 

that they become indistinguishable, and people instead describe sound fields in terms of reflections 

(temporal-spatial structure) and diffuse fields. 

The frequency at which this transition takes place depends on the size of the room. It also depends 

on the absorption or losses present because modal bandwidth, and therefore overlap, is a function 

of damping. The transition frequency between these two regimes is commonly cited to be the 

Schroeder Frequency, which depends on both of these factors. This is, however, based on diffuse 

field theory. This means it might be appropriate for a RATF, but it is not appropriate for DFAN, which 

has higher losses due to energy escaping upwards and between loudspeaker stacks, and which is not 

designed to support a reverberant field. For example, simulations of sound in a fairing [42] showed a 

transition to a diffuse regime that roughly agreed with the Schroeder Frequency for a case with low 

absorption, but did not for a case with higher absorption. However, the same overriding principles 

still hold for DFAN: i) bigger cavities have lower modal frequencies and the transition to a diffuse 

field occurs at a lower frequency; ii) smaller cavities have higher modal frequencies and transition to 

a diffuse field at a higher frequency; iii) losses increase modal overlap and reduce modal artefacts. 
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2.4.3 Modes and Excitation of Structures 

It was discussed in section 2.4.1 how isolated poorly-damped modes can lead to high SPLs at their 

natural frequencies that may not be seen by the control or monitor microphones. The risk is that 

parts of the test article may be exposed to higher vibrations than intended, while other parts might 

even be undertested. Structural modes may be overexcited or completely skipped [22]. 

The DFAN literature also records how modes affect structural excitation. Kolaini, Doty and Chang [8] 

wrote "The structural responses induced by direct field testing often differ significantly from those 

induced by diffuse field testing, usually at specific frequencies or a range of frequencies", and "It has 

been demonstrated that structure and acoustic mode coupling can result in an un-anticipated over-

test for some low mass to area structures like antennas, solar arrays". NASA-STD-7001b heeds this 

finding and requires in section 4.4.1.13b that users “identify structural modes of the test article at 

low frequencies that may be susceptible to the acoustic standing pressure excitation”. Van Dyke [43] 

noted a version of this that applies to higher frequencies too, that "Structural response, sound 

transmission and scattering are also dependent upon angle of incidence and spatial correlation”.  

This phenomenon is not unique to DFAN – it can occur in any acoustic/structure interaction. Kolaini, 

Doty and Chang [44] and Larkin [45] showed that acoustic modes of a RATF can couple to structural 

modes of a test article too, but this is limited to lower frequencies. This is because of the higher 

modal density that occurs in a larger space, reducing the relative effect of any one well-coupled 

mode. It is the smaller acoustic cavity volume in DFAN that reduces the modal density and gives 

individual modes more influence, thereby making cases of over or under excitation more likely. 

Acoustic coupling between structures and enclosed (or surrounding) volumes of air is well-

documented in the vibro-acoustics literature. The clearest statement of this in modal terms is the 

Modal Interaction Model [21]. This considers how the coupled modes can be explained through 

combinations of the acoustic modes with rigid boundary conditions and the in-vacuo structural 

modes. The full version of this is quite subtle in its detail but the main point is that for structural and 

acoustic modes to couple, they must match in their spatial modal pattern as well as their frequency. 

A structural and an acoustic mode will not necessarily strongly couple just because they have 

matching natural frequencies. This is related to the cross-acceptance function in NASA-HDBK-7005. 

Another implication of the theory is that if acoustic energy is transmitted from one acoustic volume, 

through a structure, which has its own set of modes, and into another acoustic volume, then it will 

usually lose spatial character of the original external sound field. This was already mentioned in 

section 2.3.2 for the example of how noise from an external turbulent boundary is changed when it 
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passes through the structure of a fairing. NASA-HDBK-7005 notes this process too (see e.g. fig. 4.6). 

In a 2019 simulation-based study, Yang wrote that "fairing modes act as filters, so exterior loading 

does not significantly affect cavity correlation" [42]. 

An example directly relevant to DFAN is the RATF and DFAN tests of the Orion European Service 

module that were conducted 2016-17, as reported by McNelis et al. [46]. Of particular interest was 

the structural response of the Solar Array Wing (SAW), a large, lightweight panel that couples well to 

acoustic excitation. This is located behind the Spacecraft Adapter Jettison (SAJ) fairings, which 

protect it during launch and sub-orbital flight. The objective was to meet a SPL target in the Service 

Module outer cavity, behind the SAJ fairings. Notably, the RATF tests were conducted with the SAJ 

fairings in place, whereas they were removed for the DFAN tests because that system could not 

generate the exterior SPLs necessary to achieve the desired SPL in the cavity behind them. 

These tests saw quite different responses from the SAW to the two types of excitation, especially in 

one of the strain gauge results. Modal coupling theory anticipates this. In the RATF case, there was a 

diffuse external field coupled into the structural modes of the SAJ fairing, which were then coupled 

into the acoustic modes of the cavity behind it, and only then from that into the SAW. Notably, the 

cavity behind the SAJ had a fairly small volume so would have had a low acoustic modal density, and 

the SAJ will change the statistical properties of the sound field too. In short, the sound field in the 

cavity is highly unlikely to be diffuse in the majority of the frequency range. In comparison, the DFAN 

test had its external field coupled directly into the SAW because the SAJ fairings were not present. 

In short, this means that it was not a like-for-like comparison. Even if the external acoustic field in 

the DFAN test had exactly replicated the properties of the RATF test, the SAW response would have 

been unlikely to match because of the absence of two modal systems (the SAJ fairings and he 

enclosed air cavity) that the RATF test coupled through. This was an unusual test, and these 

differences were not seen as failings, but it illustrates the importance of considering modal coupling. 

2.4.4 Control of Modal Sound Fields in Room Acoustics 

Presently, state of the art DFAN approaches rely on MIMO control to mitigate the effect of modes. 

Measurements or simulations of frequency responses are then performed, and these are compared 

to analytical eigenfrequencies of the cavity to explain any SPL peaks or variance observed [NASA-

HDBK-7010]. MIMO control has indeed been shown to be capable of accounting and compensating 

for physical aspects of the acoustic response [47], as indicated by the presence of the system 

transfer function matrix 𝐇 in the equations in section A4.4.  
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We are inclined, however, to emphasise the important caveat that controllability and observability 

(defined in section A4.3) place on this claim. Notably, Figure 16 in section A3.2 shows how it is the 

spatial match between DFAN drives and acoustic mode shapes that defines their excitation. With 

DFAN systems typically using far more speakers than control drives, it is the choice of connection 

between these – which MSI call their “Drive Matrix Switch” [5] – that defines this. 

In room acoustics, the approach is often more informed by mode shapes of the reproduction space, 

which for rooms is typically a cuboid. Arguably this is out of necessity since the need to play high-

fidelity music precludes the use of MIMO control. Here it is common practice to identify the modes 

that are lightly damped and address these specifically, either through targeted absorption [48] or 

the spatial layout of loudspeakers [38,49]. The remainder, being better damped, collectively carry 

acoustic energy in a desirable manner without causing extreme frequency or position-dependent 

SPL variations. Experiments at Salford applying using the technique in ref. [49] to a cuboid listening 

room eliminated all modal effects below 75Hz and reduced the range of SPL variation (versus 

frequency and position) from around 25dB to within ±3dB [50], a significant improvement. 

Such approaches could potentially bring benefits to DFAN. It essentially requires the loudspeaker 

drive matrix to be informed by mode shapes. Wave-Domain Adaptive Filtering is a similar idea to this 

– it addresses the control problem by controlling modes individually [51]. Presently, the drive matrix 

strategy is not reported in DFAN papers, so common practice on this cannot be commented upon, 

though anecdotally various photos appear to show cables running purely up loudspeaker columns, 

as is easiest and is standard practice in concert sound. This would cause modes with 𝑙 = 0 (defined 

in section A3.1) to be excited. But this may not be optimal, depending on the Q-factors of those 

modes. Instead, a better strategy would likely be to identify high-Q modes and design drive matrix 

patterns that prioritises control of them [41]. 

2.5 Review and Suggested Areas for Future Development 

2.5.1 Strengths and weaknesses of current standards 

It has been seen that NASA-HDBK-7010 draws primarily on the findings of the tests reported in 2012 

by Kolaini, Doty and Chang [8], and Maahs [7,26]. It contains a wealth of practical and historical 

information, though omits some key details such as how third-octave band SPLs should be converted 

to PSD. It is also only a handbook, so is written as guidance, but the acoustic testing standard NASA-

STD-7001b has been updated since its issue to now include some DFAN specific information in its 

specification of what constitutes an acceptable acoustic test. 
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2.5.1.1 Assessment and control of low frequency modes 

It has been discussed how a challenging density of modes exist in a DFAN cavity. In much of the 

frequency range of primary interest, the modal density is fairly low and isolated modes can cause 

problems. It has also been discussed how only some modes are troublesome because of their high 

Q-factor; this is an aspect that is missing from the current guidance and warrants consideration. 

Narrowband control is necessary for this frequency range and use of FFTs have the advantage that 

phase and coherence data can be computed and utilised in the control loop. An idea that could be 

transferred from room acoustics is the tailoring of drive patterns to select which modes to excite (or 

not) through their spatial match. An outline of this approach is presented in ref. [41]. A simple 

version could be achieved via the loudspeaker connection ‘matrix’. More sophisticated strategies 

might involve driving all loudspeakers with different signals. This would be tedious to implement 

with conventional cabling but would be more feasible with modern digital audio distribution systems 

such as Dante, especially if one were using loudspeakers with integrated amplifiers. 

Metrics that quantify the extent of modal effects are also beneficial, either to compare systems or 

for optimisation purposes. Coherence is already used for this, but practitioners need to be aware 

that high coherence between close microphones at the very lowest frequencies is not necessarily a 

failing of their systems, but an intrinsic property of a diffuse field (see section A2.1). This has been 

reported more widely in recent papers [13,47], but would benefit from standardisation. Alex Carrella 

of MSI-DFAT has recently proposed a ‘Diffusivity Coefficient’ that aims to achieve this and average 

over microphone positions [25]. Another useful metric might be standard deviation of SPL or |Pa|2, 

as has been used as an optimisation metric in the room acoustics literature [38,50]. Arguably this 

data is already available in the multi-mic SPL plots commonly presented in the DFAN literature, but a 

metric quantifying the overall deviation from the target may expedite comparisons between 

systems. A metric based on SPL is the obvious choice, since SPL is usually presented, but SPL (being 

logarithmic) would emphasise notches and undertesting, hence |Pa|2 may be a more robust choice. 

2.5.2 Assessment of Diffuse Fields 

Quantification of the diffuseness of the field is an area where significant improvements could be 

made. Presently, coherence between control and monitor microphones is used to quantify this. This 

is useful and straightforward to measure with existing hardware, but we feel it is measuring a 

secondary effect. The isotropy analysis techniques based on wavenumber, as performed in a plane 

by Gardner and co-workers [17,27] for DFAN simulations and volumetrically by Nolan and co-

workers [16,52] for Room Acoustics, have the ability to display the isotropy of the sound field 

directly. We feel this is more direct measurement of diffusivity. 

https://www.audinate.com/meet-dante
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The volumetric technique of Nolan is probably impractical for DFAN – it involves taking many 

measurements with a robot so is slow – but microphone arrays now exist that can measure the 

planar version in one acquisition. A highly directional microphone on a gimbal may also be effective 

for measuring this data. The approach by Gardner and co-workers therefore appears worthy of 

research as a measurement technique for real DFAN systems. Notably, their simulations showed 

issues with vertical diffusivity of DFAN tests, which requires investigation.  

In practice there is a place for both metrics – coherence and isotropy. One could also extend Nolan 

et al’s analysis to include coherence between different propagation directions (see section A2.2). 

2.5.3 Improved Rendering of Diffuse Fields 

Showing that a DFAN sound field is diffuse is the aim of most papers in the DFAN literature. 

However, the most revealing analysis techniques (mentioned in the previous section 2.5.2) have not 

yet been applied to measurement, and deficiencies have been observed in the field when they have 

been applied to simulations [27], as discussed in section 2.3.3.2 and reproduced in Figure 5. These 

warrant further investigation to see if they a) manifest in real systems, and b) can be mitigated for. 

Another question is whether diffusivity could be improved in DFAN tests. Historically, DFAN systems 

have used a small number (typically 4-8) of independent noise sources as drive channels, but diffuse 

field theory and innovations in other sectors [28–35] suggests that this is insufficient. Sound coming 

from different directions should be independent in a diffuse field, and this suggests that every 

loudspeaker should be fed a different noise signal at high frequencies. Nolan et al. demonstrated the 

effectiveness of this approach [53]. It is not, however, compatible with a conventional DFAN signal 

flow topology, notably the use of shared external amplifiers and cabling. But it would be feasible 

with modern integrated amplifiers and digital signal distribution, so is worthy of investigation.  

Another option would be to increase the diffusivity of the acoustic field in the DFAN cavity by passive 

means, that is, with sound diffusing devices. These are common in room acoustic reverberation 

chambers and can be installed on the boundary or hung in the volume (volumetric diffusers). Either 

application measurably improves the sound field isotropy in the space [52]. Trapping of acoustic 

energy in the DFAN cavity causes issues with modes but also aids the achievable SPLs. This trapped 

energy could be redistributed it to make it more diffuse. Boundary diffusers are impractical for 

DFAN, unless built into custom loudspeaker designs somehow, but small sub-wavelength volumetric 

diffusers [48,54] suspended in the cavity may be practical. 
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2.5.4 Sensors 

To date, DFAN control has always been performed based on SPL measurements with microphones. 

This is the accepted practice in room acoustics too and makes sense in the context that the MEFL is 

specified as an SPL profile, and because mechanical excitation of the test article is the fundamental 

effect of interest, which is pressure driven. However, there has recently been increased interest in 

measurement of, and active control using, acoustic energy density [55,56]. In a diffuse field, it is the 

energy that is expected to be uniform, whereas local pressure and/or particle velocity are highly 

variable and chaotic. Measuring acoustic energy density has therefore been suggested as an 

alternative. Microphones can only measure the potential energy, which depends on pressure. What 

is missing is the kinetic energy, which depends on particle velocity. This compensates to a large 

extent (though not entirely) for dips in SPL, meaning that acoustic energy density is more uniform. 

Jacobsen and Molares studied this variation in a reverberation room in 2010 [55], comparing it to 

diffuse field theory and concluding that “At high modal overlap, […] it is statistically three times 

more efficient to measure kinetic or total energy density than to measure potential energy density. 

At lower modal overlap, […] the statistical advantage of measuring kinetic or total energy density is 

reduced […] because the different components of the particle velocity are no longer statistically 

independent”. In other words, the benefits mainly appear at high frequencies. DFAN control systems 

could therefore be updated to use acoustic energy density as a target in place of pressure, the goal 

being to achieve the same SPL control with fewer sensors, or better control with the same number 

of sensors. In his thesis [57], Jacobsen gives a statement for coherence of spaced acoustic energy 

density sensors, so this could be used to inform control algorithm design. Measuring particle velocity 

does show other benefits at low frequency however, where it can be used (with pressure) to 

separate power flow into and out of a space [58]. This approach has successfully been applied to 

allow loudspeaker measurements to be conducted in non-anechoic rooms [59]. So, there may be 

advantages for low frequency control too. Both are avenues for potential research. 

Particle velocity is proportional to pressure gradient, so can be estimated by a set of spaced 

microphones [60]. But whereas directional intensity probes are quite common, full 3D vector probes, 

as are required to measure particle velocity magnitude and direction, are cumbersome and require 

many microphones. Recently, advances in transducer technology have allowed small spherical arrays 

with tetrahedral microphone arrangements [61,62], the latter reference reporting the development 

of the G.R.A.S. 60LK sensor for the ‘SoundBrush’™ product by Siemens. This states a max SPL of 150 

dB, so is just about usable in a DFAN system. The other compact sensors, which has driven much of 

the recent interest in this area, are the Microflown range of velocity and intensity probes. Theirs is a 

proprietary technology akin to a miniature hot-wire anemometer realised as a MEMS device. It is 

https://www.grasacoustics.com/catalog/product/723-60lk
https://community.sw.siemens.com/s/article/simcenter-soundbrush-everything-you-need-to-know
https://www.microflown.com/products/standard-probes
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marketed as the only technology that can sense acoustic particle velocity directly. Notably, their 

‘Ultimate Sound Probe’ is a 3D vector probe, meaning it can measure acoustic energy density. It 

however states a maximum working level of only 130 dB SPL, so may be too fragile for use in DFAN. 

2.5.5 Sound Field Specifications 

Section 2.3.2 discussed how there are good reasons for specifying that sound fields used for acoustic 

testing be diffuse (best for finding weak points in the test article), but also that this is not 

representative of flight conditions. Historically there has doubtless been a fair amount of 

pragmatism here too. RATF were the only available technology at the dawn of spaceflight, and 

diffuse sound fields are what RATFs produce. Now, they are the proven technology and DFAN is the 

newcomer that needs to demonstrate its equivalence.  Hence that is what the DFAN literature has 

sought to do, not without reason seeing as NASA-STD-7001b still states a preference for RATF tests. 

But DFAN offers the opportunity to do much more than this. It can render other sound fields too, 

and this might mean that more flight-like test specifications can be developed and used [5]. For 

example, MSI-DFAT recently published results where the phase of the control system target was 

manipulated to create (what they claim was) a directional sound field [22]. Notably, the sound field 

inside a fairing is not diffuse at low frequencies. NASA-HDBK-7005 confirms this for other spaces 

stating that “the accuracy of [RATF] simulation deteriorates at the low frequencies where the 

pressure field is heavily influenced by the acoustic modes inside the reverberation room versus the 

fairing or payload bay”. NASA-TM-106688 investigated this, leading to the fill effect correction that is 

standardised in NASA-STD-7001b, but it is clear from that report that this is an approximation and 

Yang [42] was also critical of this study. When analysing data from the liftoff of the Cassini spacecraft 

in 2000, Gardner [63] noted that "the phase relationships suggest significant energy propagating in 

the vertical direction”, and notes that for his simulations "limiting the directionality of the […] 

sources provides some of the character of the measured coherence". 

This is an area where DFAN could make a novel contribution since it allows far more control at low 

frequencies than a RATF can. The maths of linear acoustics suggests that a DFAN system should be 

able to render almost any sound field at low frequencies if all loudspeakers are driven appropriately 

and independently; this is the basis of Wave Field Synthesis [51]. This viewpoint shows the potential 

for modal control with DFAN. But using it to render modal properties of a different sized space is 

likely unfeasible due to reasons of complexity, non-linearity, and efficiency. 

What could however be readily done is to construct bespoke DFAN systems with a cavity that 

matched the size of the target payload fairing. This would give it the same modal shapes and 

https://www.microflown.com/products/standard-probes/usp-regular
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frequencies as the fairing, so could constitute a more appropriate test without introducing 

unnecessary complexity. Such an approach would not satisfy current standards (distance from test 

article to microphones and loudspeakers, etc.) but it has an intuitive quality that can be readily 

understood as a shortcoming of RATF and may appeal to launch providers and/or payload suppliers. 

There also is precedent for using loudspeaker arrays in the extreme nearfield for aeroacoustic 

testing too [32–34]. Challenges would include: i) ensuring that the design of loudspeakers, namely 

the layout of low and high frequency transducers, does not cause local over or under excitation, and 

ii) monitoring SPL in the thin cavity this creates. A study to validate this approach would require the 

same test article to be tested in a RATF inside the target fairing, as was done in NASA-TM-106688. 
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3 DFAN Sound Generation Equipment 
The physically largest, and typically the most expensive, component of a DFAN system is the sound 

generation equipment: the loudspeakers, amplifiers, associated hardware, and signal distribution. 

This chapter reviews the evolution of these systems and makes suggestions for future development 

Section 3.1 covers the use of concert sound loudspeakers for DFAN, section 3.2 considers overhead 

loudspeakers, section 3.3 considers subwoofers and section 3.4 considers other practical concerns. 

Section 3.5 then goes on to review the new proprietary loudspeakers that have been developed for 

DFAN, and section 3.6 makes suggestions for areas of future research and development. 

3.1 Use of Concert Sound Loudspeakers for DFAN 

Understandably, given the investment that this equipment represents, the history of DFAN has been 

dominated by concert sound companies, who already have extensive inventories of equipment for 

that purpose, reutilising it for HIAT purposes. Equipment used for DFAN therefore reflects the trends 

in concert sound of the time. Early papers mostly use “VA4” cabinets, which are either an EAW 

KF750 or a clone thereof, with Van Dyke [43] showing six cabinets spaced out and Larkin [64] 

showing 48 in a cylindrical arrangement.  The ‘open’ test configuration of Van Dyke eliminates the 

possibility of modes in an enclosed cylindrical cavity, but it is not able to reach the same SPL levels; 

Van Dyke achieved 132 dB whereas Larkin’s larger enclosed system achieved 144 dB, a quadrupling 

in acoustic energy density. Early European tests in 2011 experimented with a “Noisy Sphere” [65], 

here using Alpha series loudspeakers by Nexo. This is closer to the ideal of a diffuse field – sound 

from many directions varied in elevation as well as azimuth – but it is clear from the images therein 

that the rigging is impractical. Hence the ground-stacked cylinder of loudspeakers became the norm.  

By the 2009-2011 tests at ATS & JPL [7,8,26], the VA4 loudspeakers had been replaced with line 

array loudspeakers, again following trends in concert sound. This is a significant change in terms of 

the sound field produced. The EAW KF750 and Nexo Alpha are ‘point and shoot’ loudspeakers, which 

aim to produce a spherical wave. Notably, they are both also co-entrant horn designs, where 

multiple transducers covering different frequency ranges all radiate through a single large aperture. 

Line arrays in contrast aim to radiate a cylindrical wave (or quasi-cylindrical when the array is curved, 

which is the norm in concert sound applications) and usually have the lower frequency transducers 

directly radiating (no horns). This gives lower radiation efficiency but simplifies cabinet design and 

saves weight. MSI used a “4889”, which appears to be a JBL Vertec 4889 or a clone thereof, in their 

2012 tests cited above, whereas Siemens, Thales Alenia Space and dv2 used Adamson E15 cabinets 

in their 2016 tests [13].  

https://jblpro.com/en/products/vt4889
https://www.adamsonsystems.com/product/e-series/e15
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These cabinets are fairly similar. They are both symmetrical 3-way designs, with their pairs of 15” 

direct radiating bass drivers furthest apart; this is done to maximise horizontal pattern control at low 

frequencies. In the middle they both have mid-high section, where there are some differences. The 

VT4889 uses four 8” midrange loudspeakers in a ‘clam shell’ design with three 3” compression 

drivers exiting through the slot in the middle. The midrange loudspeakers have a perforated plate in 

front to aid pattern control. There are notes in the literature of these loudspeakers having been 

‘modified’ to increase their maximum SPL. Based on fig. 34 of Maahs (2012) [26], it appears that this 

modification may be the removal of this plate, presumably giving higher SPL at the expense of 

reduced pattern control (which in DFAN is actually desirable). The E15 uses two 7” midrange drivers 

and two 4” compression drivers that are arranged in coaxial pairs. These are attached to waveguides 

that cause the high-frequencies to emerge from a central slot, with the mid-frequencies emerging 

from apertures on both sides, equivalent to what the JBL design achieves but with a different driver 

layout. 

As mentioned above, line arrays aim to produce a quasi-cylindrical wavefront. They are designed to 

radiate widely in the horizontal direction but have strong pattern control (narrow directivity) in the 

vertical direction. This means that the sound field produced is strongly coherent in the vertical 

direction and radiation concentrated is directional in a horizontal plane. This is a desirable property 

in concert sound, where the aim is to project a coherent wavefront into the far-field, but in DFAN it 

is not. In DFAN the aim is to radiate a diffuse field, where sound arrives with equal energy from all 

angles. For this to hold anywhere in the test volume, theory states that the loudspeakers should all 

radiate different noise signals widely in angle. Line array loudspeakers do this horizontally but not 

vertically. The radiation they produce is instead consistent with Gardner et al. simulations [27] 

(reproduced in Figure 5), suggesting that the problem seen there likely holds for real systems too. 

How this vertical pattern control is achieved varies over frequency. At low frequencies it occurs due 

to all the woofers being fed the same signal. These sum according to Huygens’ principle giving a 

dominant radiation lobe perpendicular to the array. But at high frequencies there is relatively little 

interaction and pattern control is achieved through special waveguides. These convert the spherical 

wave that is naturally generated by a compression driver into a cylindrical wave that leaves the slot. 

Adding columns of these speakers will affect the horizontal pattern but vertical control is unaltered. 

This is important in terms of how the diffusivity of DFAN could be improved. As mentioned in section 

2.5.5, a DFAN loudspeaker array could operate as a Wave Field Synthesis array at low frequencies. 

This would give much greater control of the sound field, e.g. allowing modes to be precisely 

controlled, but requires all loudspeakers to be fed with a different and appropriate signal. That is not 
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how DFAN systems are currently configured, but it would be relatively easy to do, especially if one 

were using loudspeakers with integrated amplifiers fed by a multi-channel digital audio backbone 

such as Dante. But at high frequencies the situation is different. The design of the horns means they 

will always ‘beam’ in horizontal plane, even if loudspeakers are fed different signals. NASA-HDBK-

7005 notes this issue, stating that “close to the speakers, the spatial coverage is non-uniform, 

particularly at the higher frequencies where the speakers are very directional”. This means that if 

one wishes to improve vertical diffusivity at high frequencies then a different horn design should be 

used. This issue is not, however, a fundamental limitation of diffuse field rendering by loudspeakers. 

It is a limitation imposed by concert sound loudspeakers that are designed for a different purpose. 

3.2 Overhead Loudspeakers 

The vertical character of the rendered sound field has however been considered experimentally in 

terms of the vibration excitation it causes to the top-surface on the test article. This was reported in 

the most detail by Maahs in 2012 [26], and several images from this paper are reproduced in NASA-

HDBK-7010. This study is especially informative since it compared three configurations of DFAN, 

showing the key development steps leading to the procedures that are recommended in NASA-

HDBK-7010. In these tests, three variants of overhead excitation were studied:  

• The first configuration (“DFAT 1”) had the main arrays extending 20” above the height of the top 

of the test article and no overhead loudspeaker. The accelerometer response from the top panel 

of the test article showed under excitation compared to a test in a RATF. 

• A second configuration (“DFAT2 SISO / DFAT 3 MIMO w/Offset”) had similar height but added an 

overhead loudspeaker (as well as experimenting with the control algorithm). The overhead 

loudspeaker was seen to cause too much structural excitation compared to the RATF.  

• The third configuration (“DFAT 4”) extended the main loudspeaker stack to be 80” above the top 

of the test article and tilted six of the nine top cabinets down by 20 degrees. This was accepted 

as the final configuration and has been seen in various other tests since. 

However, reviewing photographs of recent tests shows that both practices are in declining use. 

Having loudspeakers hung above expensive test articles is likely to cause anxiety amongst 

customers, which may explain the infrequent use of this strategy. Regarding the tilting of boxes, 

images of MSI’s rigging hardware suggest that this approach may have been discouraged by the fact 

that it will likely make the loudspeaker columns more difficult to lift. Hence the accepted industrial 

practice seems to be that overhead loudspeakers are not required so long as the main array extends 

https://www.audinate.com/meet-dante
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sufficiently above the height of the test article. Our view is that measurements of sound field 

isotropy would be required to confirm or deny that stance. 

3.3 Subwoofers 

All the systems discussed in section 3.1 had separate subwoofers. Concert sound systems are built 

this way because subwoofers are usually ‘ground stacked’ and mid-hi cabinets are usually ‘flown’. 

Van Dyke used six EAW SB1000 subwoofers and three proprietary bass horns. Larkin used an array of 

20 “SP-1000” cabinets, which appear to be an SB1000 clone, flown about the test article. The “Noisy 

Sphere” included separate bass and sub-bass cabinets distributed through the array. This was 

probably advantageous from a sound field perspective but leads to complicated cabling and rigging. 

Separate subwoofers continue to be used in the ground-stacked vertical line array systems that 

appeared from 2010. The 2016 test by Siemens, Thales Alenia Space and dv2 used E219 Adamson  

cabinets for frequencies below 90 Hz [13]. These are a ported direct radiating design with two 19” 

drivers. The literature shown that MSI-DFAT have used a variety of subwoofers over the years.  

The subwoofers are stacked in separate columns interspersed between the line array stacks. This is 

necessary because of how concert sound rigging is designed – it is often not compatible between 

subwoofers and mid-hi boxes. ARS suggest in their promotional material for their Neutron System 

[66]  that this introduces design complexity and sound field inhomogeneity. This first of these claims 

is self-evident but the latter requires further research to confirm or deny it. On the other hand, using 

separate subwoofers introduces an element of modularity, allowing the loudspeaker configuration 

to be tailored to the required MEFL frequency profile. 

3.4 Other Practical Considerations 

3.4.1 Rigging 

As already mentioned, practical aspects such as rigging play a large part in dictating what 

approaches are feasible and widely adopted. Tests usually take place in high bays that have a crane, 

but this cannot lift the entire array, so vertical stacks are the most practical solution. Concert line 

arrays have integrated hardware that is designed for hanging or stacking, though the array heights 

used in larger DFAT tests must be close to the upper limit of this and will almost certainly exceed 

manufacturers’ recommendations for ground stacking. It can be seen in photographs that MSI-DFAT 

have engineered additional outrigger supports and ties between columns to mitigate this, but the 

loudspeaker columns retain an extremely tall aspect ratio. A particular issue is how readily the ring 

can be open and closed. This is always necessary because NASA-HDBK-7010 advises that pre-tests 

https://www.adamsonsystems.com/product/e-series/e219
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are conducted without the test article present (ideally with a volume simulator present instead). It is 

therefore always necessary to open the ring to move in the test article after this. Having not been 

involved first-hand in a DFAN rig we cannot comment authoritatively on this, but it is self-evident 

that it would be extremely difficult unless a crane was available. 

3.4.2 Thermal management 

Thermal management, i.e. over-heating, has been a major cause of component failure since the very 

beginning of DFAN [64]. Voice coils inside loudspeakers get hot when high currents pass through 

them, which can cause them to melt or fail structurally; heating makes the wire want to expand and 

this force can cause the glue holding it to the cylindrical former to fail, so the voice coil disintegrates. 

Most concert sound loudspeakers incorporate some degree of thermal management. Mid and high 

frequency drivers tend to have passive cooling, e.g. with vanes, whereas low frequency drivers tend 

to use the motion of the cone to circulate air and provide forced cooling. However, both these 

systems simply vent heat into the air inside the cabinet, causing that to heat up too. In concert 

sound, the air moving through low frequency ports is considered sufficient to dissipate this. But in 

DFAN the power levels are much more intense, meaning this is insufficient. This is why DFAN tests 

have, until recently, had to run multiple shorter 30 second blocks instead of one 60 second block, as 

is done in RATF tests (NASA-STD-7001b). The fact that the drivers are inside a cabinet, which being 

wooden is quite thermally insulating, is why the cool down periods are so long. NASA-HDBK-7010 

recommends several hours. An exception to this is the new ARS Neutron loudspeaker, which 

includes externally facing heat sinks at a key product feature [67]. 

Overheating can also affect amplifiers. Modern networked amplifiers allow this to be monitored, as 

mentioned in NASA-HDBK-7010 section 5.2. Many amplifiers can also monitor loudspeaker 

impedance, which can be used to detect transducer failures, but this isn’t mentioned. This remote 

monitoring is also implemented for ‘active’ loudspeakers, where the amplifier is located in the 

cabinet. This has the potential to allow transducer temperature to be monitored too using 

thermocouples, but we are not aware of any products that implement this. Such a feature is 

probably not required for concert sound but would be a useful addition for DFAN. 

3.4.3 Contamination 

A final practical issue is contamination. This is unlikely to be an issue for a dedicated DFAN system 

kept in a clean facility but requires consideration for rented loudspeakers used for concert sound 

applications at other times. These will be exposed to the elements and various dirty environments, 

so can easily become contaminated. This is a key disadvantage of rented loudspeaker systems (the 
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key advantage being that a large pool of equipment is available for short term use). The exterior of 

cabinets can be cleaned but contamination can also be stored internally where it is not practical to 

clean, only to be released by flow through the ports when the loudspeakers are operational. 

Contamination was considered and measured in the 2011 tests at John Hopkins University Applied 

Physics Laboratory (APL) [7] and in 2015 at SSL [9]. For the APL tests, Maahs reports the cleaning 

procedure and the contamination results. He notes that “peak particle count occurred near or just 

after the maximum sound generation” and then returned to normal levels. This could be to do with 

the release of in-cabinet contamination, as discussed above, but he attributes it primarily to 

dislodging of dirt elsewhere in the space. He suggests that this can be exploited as a ‘self-cleaning’ 

process, prior to arrival of the test article. Through this process, the facility met the 100k cleanliness 

requirement. Maahs was also concerned with damage to the fabric of the building, as some 

precautions were taken e.g. placing additional fasteners in overhead lights. This seems to have been 

the main concern in the SSL tests too [9] e.g. the ceiling panels were “ruggedized”.  Particle count 

was monitored and again got better through the day, dropping from 45K / ft3 0.5μ cumulative to 5K 

/ ft3 0.5μ cumulative over the course of four tests. Tape strips detected only white chips of paint 

(this was a new facility) and the only damage to the fabric of the building was one protruding drywall 

nail. Again, they concluded that the space was an acceptable environment for hardware testing 

under M6.5 (100K) conditions. In summary, it seems that contamination can be managed but 

requires some cleaning overhead. 

3.5 Proprietary DFAN Loudspeakers 

Two new proprietary DFAN loudspeaker systems have recently been announced, aimed at increasing 

maximum achievable SPL and test duration. These able to relax the sonic fidelity requirements of 

concert sound applications to prioritise maximum raw power output. Both manufacturers emphasise 

that these systems have been designed to maximise the power density over the radiating face of the 

loudspeaker, since this is what will dictate the maximum injectable power when enclosing a payload. 

3.5.1 MSI-DFAT’s ‘MP’ Series 

MSI-DFAT have developed a new range of loudspeaker designed by Matt Polk, titled the ‘MP’ series. 

Non-confidential specification sheets on the MP-150 Mid-HF Transducer System and MP-21 LF 

Transducer System were made available to us for review by an MSI-DFAT employee in April 2022. 

The MP-150 has a format resemblant of a conventional line array loudspeaker (1.2m wide by 0.4m 

high by 0.76m deep) but is fully horn loaded for maximum radiation efficiency. MSI-DFAT state that 
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it was developed specifically to achieve DFAT levels greater than 150 dB, At time of writing, there is 

no literature reporting in detail on this capability, but “levels exceeding 150 dB OASPL” is listed as a 

‘product highlight’ on their website https://msi-dfat.com/. The MP-150 has a stated operating 

frequency range of 100Hz to 20kHz and its acoustic power output is stated as a power density: 

>180W/m2 between 100Hz and 400Hz, or >100W/m2 over the wider bandwidth from 100Hz to 2kHz. 

The stacks maintain a very tall and shallow aspect ratio, but the system includes a bespoke base with 

outriggers to ensure front-to-back stability. This system is stated to be safety rated for all seismic 

zones and extendable to 40-foot stacked units (12.1.m), which equates to a stack of 30 devices. 

The MP-21 is the accompanying low-frequency transducer. This is almost the same width (1.2m) but 

is taller (0.61m) and deeper (1.37m). It is also horn loaded and achieves acoustic output >100W/m2 

over its operating bandwidth of 20Hz to 300Hz. These devices are also intended to be stacked, but 

limits on this are not given on the spec. sheet. 

This system continues the tried and tested approach of separate subwoofers and mid-hi cabinets 

inherited from concert sound. This leads to some complexity in system design, and possibly could 

compromise sound field uniformity since no mid-hi speaker can radiate from a position where there 

is a subwoofer stack. Such concerns would only apply at higher frequencies, however, and have been 

shown experimentally to not apply below 300Hz [22]. MSI-DFAT also emphasise the benefits of this 

modularity in allowing systems to be tailored to MEFL profiles. They refer this as their “Modular Test 

Spectrum Matching program”. It is notable that there is a significant 200Hz overlap in the operating 

bandwidths of the MP-21 and MP-150, allowing for flexibility in the choice of crossover frequency. 

In addition to increasing the maximum achievable OASPL (as stated above), recent results show that 

lower levels that were achievable with older technology loudspeaker systems, can now be achieved 

with fewer cabinets when combined with their latest control algorithms [47]. For example, 

Underwood (2021) compares results using 8 newer technology speaker stacks to a test using 15 

older technology speaker stacks. Both achieve 145.6dB OASPL, despite a substantial reduction in 

system size with the newer loudspeaker technology. 

3.5.2 Acoustic Research Systems’ Neutron 104 

Acoustic Research Systems (ARS) recently released a new system call the Neutron 104, information 

on which is available at their website https://www.acousticrs.com/.  This device is designed to cover 

the full testing bandwidth (20Hz to 20kHz), so separate subwoofers and mid/hi loudspeakers are not 

required. It is unique in having a narrow and deep form factor (1.1m high by 1.2m wide by 2.3m 

deep), ARS having concluded that it is power density at the radiating face that is most important 

https://msi-dfat.com/
https://www.acousticrs.com/
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[68]. At its core is a giant non-folded bass horn and, notably, it features heat sinks that dissipate heat 

from transducers to the surrounding air. The devices include integral rigging hardware and are 

approved to stack up to 10 units high (11m). They also have plates on the sides where outriggers can 

be attached. Each box is rated for >144dB output at 1m and a 12 box system was able to achieve 

150.5dB OASPL in a small format test [68]. 

ARS claim that their arrays will be more ‘open’ than standard line arrays and therefore avoid issues 

of cavity modes [68]. This claim is justifiable for the small-scale tests they have run so far, but it 

remains to be seen if the required SPLs can be achieved in larger scale tests without fitting more 

units into the circle, which would reintroduce the cylindrical cavity effect. Only when larger tests 

have been conducted will this be known for sure. 

3.6 Summary and Suggested Areas for Future Development 

Experience with DFAN has recently led to some exciting new proprietary products that claim to 

outperform COTS concert sound loudspeakers. Both are impressive, but several other areas for 

potential development have been also identified. One is that thermal monitoring could be added to 

loudspeaker transducers, so that failures can be avoided as systems are running louder and longer. 

Another, continuing from theory in section 0, is that driving cabinets all with different signals has 

potential for greater low frequency control and increased high frequency diffusivity. This would be 

more feasible for loudspeaker cabinets that already have networked amplifiers built in. The 

consequences for sound field isotropy of the narrow vertical directivity commonly designed into the 

high-frequency horns of line-array loudspeakers also requires investigation. One could also take this 

idea further with bespoke DFAN loudspeakers by making the front of them sound diffusing, as 

suggested in section 2.3. One can imagine a system with many high frequency transducers with wide 

dispersion mounted in small separate enclosures, which are designed to be sound scattering, in front 

of a low frequency array. This would appear quite unlike current systems, and may not prove 

practical, but it would likely promote a diffuse high frequency field in the enclosed cavity. 

Finally, it is worth mentioning the M-Force moving magnet linear motor. This is a unique and 

extremely powerful sub-bass transducer, the potential of which was highlighted in several MSI 

papers e.g. [5]. It is unclear how much progress MSI-DFAT made with integrating this device into 

their systems, but other manufacturers have packaged it for concert sounds application. For 

example, Funktion One have integrated this device into their F132 subwoofer, our only known use of 

a M-force driver in a horn-loaded cabinet. This is an exceptionally powerful subwoofer, a single unit 

being capable of 134 dB SPL, so could likely be useful in DFAN applications. 

https://www.powersoft.com/en/products/transducers/m-system/m-force
https://www.funktion-one.com/
https://www.funktion-one.com/products/f132/
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4 Control of DFAN Tests 
The purpose of the controller is to adjust the drive signals sent to the acoustic sources so that the 

MEFL specification is achieved at the control microphones. In a RATF, diffusivity of the sound field is 

ensured by the design of the chamber, so control just means adjusting the frequency content of the 

signal sent to the electropneumatic horns. This has its own complications due to the non-linear 

response of electropneumatic modulators [4], but no target on diffuseness is required.  

But in DFAN, the controller must also consider spatial coherence and aim to render a diffuse sound 

field. It does this by setting the level of coherence between multiple different drive signals to 

optimise the diffusivity while keeping efficiency at a reasonable level. Sending all loudspeakers the 

same drive signal generally results in the highest peak SPLs, so maximises efficiency, but it also gives 

the greatest SPL variation and the least diffusivity [18]. Sending each loudspeaker an independent 

noise signal will maximise diffusivity, and usually leads to a more even distribution of SPL, but peak 

SPL, and therefore system efficiency, will reduce [65]. With typical MEFL specifications requiring 

DFAN loudspeaker systems to operate right at the upper limit of their power output envelope, any 

reduction in the efficiency of the conversion of electronic power to acoustic SPL is a big problem. 

Controllers are therefore tasked with achieving the optimal balance between these two criteria: 

diffuseness and efficiency. A recent study on this is reported in ref. [22]. 

It is worth mentioning that the control being considered here is very different to the Active Control 

of Sound [69] that is, for example, used in noise cancelling headphones. There, the objective is 

usually to cancel out an unwanted sound field by cancelling out its pressure field. This requires the 

controller to react almost instantaneously to an incoming signal, continually adapting its output to 

the external pressure field that the objective is to eliminate. This is extremely challenging. 

In DFAN, the aim is to automate the process of gradually adjusting the drive signal to achieve the 

MEFL. This is still closed-loop control (discussed further in appendix A4.2) but would perhaps best be 

called Adaptive Equalisation because the objective is to equalise the output of a signal generator to 

adapting circumstances. Compared to active noise control, the adaption loop update is very slow. 

The equalisation can’t be done in one step because the loudspeakers behave non-linearly due to the 

intense power levels being passed through them. This means that adjustments at one frequency will 

affect output at other frequencies too. This non-linearity is not so severe as it is for 

electropneumatic modulators, but it is significant enough that closed loop control is required to 

achieve the target MEFL SPLs. It can also compensate for time-variance e.g. gradually reducing 

loudspeaker efficiency over time due to power compression [70]. 
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Strategies for achieving this control are reviewed in this chapter. Section 4.1 covers the history of 

DFAN control and picks out key developments and sections 4.2 to 4.4 compare the control strategies 

offered by DFAN service providers. Finally, section 4.5 suggested areas for future development. This 

is supported Appendix A4, which gives a brief high-level primer on MIMO control system theory. 

4.1 Early Days of DFAN Control 

In the earliest DFAN tests control was by hand, using the same third-octave graphic equalisers that 

are used to tune the response of concert sound systems [64]. The first innovation was to automate 

this process with closed-loop control. A Norsonic model 731 Spectrum Shaper was used to shape the 

drive signal and a model 830 Real-Time Analyser used to analyse the average of several control 

microphone signals. This was therefore a Single Input Single Output (SISO) control system. 

The next major development was the switch from SISO to Multiple Input Multiple Output (MIMO) 

control. Here there are multiple drive signals and the signals from each of the control microphones 

are analysed separately to update them. The technology was transferred from multi-shaker vibration 

control [71] through a partnership between MSI and Spectral Dynamics. In vibration testing 

applications, MIMO control is necessary because multiple shakers may be required to excite a test 

article where its dynamics mean that their effects are not decoupled from one another. DFAN tests 

can be viewed in a similar way; all the drives affect all the control microphones because they all 

occupy the same acoustic volume. And in both uses the objective is to provide stochastic excitation. 

MIMO has become the de-facto control method for DFAN with all suppliers using some variant of it. 

4.2 Development of MIMO Control by MSI and Spectral Dynamics 

The proving ground for this new technology appears to have been the series of tests at JPL and John 

Hopkins University Applied Physics Laboratory (APL) between 2001 and 2009 [7,8,26]. This series of 

tests was extremely comprehensive, including five DFAT tests (four mock-up, one with flight 

hardware), with varying developments in control strategy plus a RATF test as a benchmark. All of 

these, including the SISO case, used narrowband control via FFT, which was already progress from 

the third octave methods of a decade earlier; the benefits are discussed in sections 2.2.2 and 2.2.4. 

The “DFAT 1” and “DFAT 2” tests were the same test repeated 2 years apart. Both used SISO control. 

DFAT 1 saw mic to mic field variations of 15 dB, 10 dB higher than in the RATF. The “DFAT3 MIMO 

w/Offset” test applied MIMO control to the same test configuration. This gave a tightening of the 

spread of SPL results for both control and monitor microphones, but the monitor microphones show 

an upward bias of around 3 dB at higher frequencies. This was subsequently corrected for by a 
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modification to the control algorithm for the “DFAT4” test, which brought the control mic SPLs back 

into line. The detail of what exactly this correction was eludes us, however; it is cited to a 2012 ATS 

paper by Larkin and Hayes that we have been unable to obtain. The final test with the flight 

hardware “DFAT 5” used the same configuration. Ref [26] is also notable because it is the first paper 

that presents coherence data between microphones as a proxy for sound field diffusivity. DFAT 2 

(SISO) is highly coherent, DFAT 3 (MIMO with offset) has lower coherence than even the 

reverberation room, and DFAT 4 (MIMO), being the final test configuration, is in-between. Maahs 

recommended that coherence data be included in the data capture for all future DFAN tests [26]. 

MIMO brings extra choices into the test design, notably the number of drives and the mapping by 

which these are routed to the loudspeakers; MSI call this their “Drive Matrix Switch” [5]. One also 

needs to choose the number of control mics, though in the 2011 tests reported by Maahs, ‘square’ 

MIMO control was used, meaning the number of control mics has to equal the number of drives 

[71]. Later this changed to ‘rectangular’ MIMO, which uses more control mics than drives, exploiting 

advances in the Spectral Dynamics Jaguar controller. Larkin [72] also points out that the location of 

control mics is important to ensure modal control. Notably their involvement in a closed loop control 

algorithm makes this more critical. Equalising the response at one position can have the opposite 

effect at other parts of the space. This effect is known in the room acoustics literature too [73]. 

Spectral Dynamics and MSI-DFAT have also filed two patents together [74,75]. The first of these 

covers the introduction of MIMO control, as has been published elsewhere. There second introduces 

a technique to diagonalise the Spectral Density Matrices (SDMs) at high frequencies, allowing MIMO 

control to be utilised for the full test spectra. Previously, it states, it was only possible to use it for 

frequencies below 2 kHz. Both of these approaches appear to be superseded by the introduction of 

rectangular MIMO control in 2019 [14]. This paper brings in several new concepts, such as the 

Realisabilty of target SDMs. However, despite a long discussion of the merits of the new approach, 

the paper does not give any technical details. Instead, it states that details have been withheld 

because a patent is pending on the approach. Hence, we can make no comment on the details of 

this. What is however evident is the depth of theory behind the new technique and the clear 

improvements in SPL control it leads to. Recent results also demonstrate increased OASPL [47], 

albeit when combined with the latest loudspeaker technology, and the ability to render direction 

fields [22]. Comparison of measured coherence to the theoretical lower limit (section A2.1) is 

another emerging trend, and the most recent results [22] claim to be able to beat the sinc2(𝑘𝑟) 

diffuse field limit. This is presumably possible due to nearfield (evanescent) effects that aren’t 

accounted for in the theoretical diffuse field model [15]. 
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4.3 Developments by Siemens and their Partners 

Siemens performed similar tests with their “Noisy Sphere” in 2011 [65]. This compared SISO and 8x8 

square MIMO control, though this control strategy likely differs from what they developed later 

[70,76] (the presentation here is simplified so details are not clear). Rectangular 8x6 MIMO was also 

mentioned but no results are apparent. Coherence between control microphones is again used as a 

metric of sound field diffusivity, using a result from a RATF as a benchmark. SISO control achieved an 

average OASPL of 141.4 dB but showed very high coherence for all frequencies, meaning the sound 

field was not diffuse. Accelerometer data also showed that this approach was unsatisfactory. 

Running eight decoupled SISO drives in parallel reduced the maximum achievable to 138.8 dB OASPL 

(about 3 dB down) but gave outstanding coherence that was lower even than the reverberation 

room. Square 8x8 MIMO control gave very similar coherence, but with a further max OASPL 

reduction down to 135.4 dB (another 3 dB down). The authors suggested that power was being used 

to correct sound-field asymmetry. It was also shown that the target coherence set in the controller 

manifested in the sound field. 

An updated test was conducted in 2016 using the Adamson line array loudspeakers described in 

section 3.1. This used 12x6 rectangular MIMO control and a matrix switch, allowing “control of each 

column or part of column with a dedicated drive”. Aside from some issues with an excessively long 

averaging time in the control loop the test appeared successful. The DFAN system showed better 

low frequency SPL uniformity than a comparison RATF measurement, but these trends switch at 

higher frequencies. Equivalent trends to the APL tests are seen in the coherence data, with DFAN 

having more uniform and often lower values at low frequency but becoming higher and more 

irregular at high frequencies. The authors attributed this high frequency variation to the control 

system, but our judgement is that there could be other factors at play. Notably, the controller 

appears to be performing as intended until there is a sudden jump in drive coherence at 300 Hz [13]. 

It might be coincidence, but this tallies with when the 15” woofers in the E15 cross-over to the 

midrange waveguide. This waveguide is likely designed to radiate a coherent wavefront, as is 

required for concert sound applications. This in turn means the loudspeaker is unable to radiate 

diffusely in the vertical direction, regardless of the drive pattern, for reasons of line array waveguide 

directivity discussed in chapter 3. If correct, this interpretation supports our hypothesis in section 3 

about the negative effect of these waveguides on diffusivity. 

Siemens appear more open in their IP than Spectral Dynamics are, or at least their papers contain a 

level of detail that is more typical of academic literature. The two 2016 papers by Alverez Blanco et 

al. [70,76] described details of their MIMO DFAN control algorithm, including a small scale 
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commissioning test. These echo many of the same objectives that Underwood states, notably how 

best to set the target SDM to ensure it is realisable and power efficient. Alverez Blanco et al. call 

their approach to this the Unconstrained Projection Algorithm (UPA). Doubtless it will be different to 

how Spectral Dynamics achieve this – not least because the Spectral Dynamics approach is patent 

pending – but its objectives appear very similar. This is also a rectangular MIMO control system, 

which uses extra control mics to help the controller target realisable sound field behaviour.  

The Siemens team’s most recent papers [36,77] focused on combining their control algorithm with 

an optimisation algorithm that chooses the best control microphone locations for a test. Our opinion 

is that there is probably merit in this approach, most notably to avoid control microphone locations 

that are predicted to be troublesome. At higher frequencies, however, it seems unlikely to us that 

the optimised positions would deliver a reliable improvement on typical positions. This is because 

the chaotic nature of a diffuse field means pressure distributions are extremely sensitive to tiny 

changes in geometry, so uncertainty in those would lead to simulation results with high uncertainty. 

4.4 Developments by m+p 

The control approach by m+p is very different to the two considered above. Notably, those use 

narrowband FFT analysis whereas the m+p approach is based on fractional-octave-band filtering. A 

discussion of the differences between these was already given in section 2.2.4. FFT analysis means 

that Spectral Dynamics and Siemens can consider the narrowband coherence between control 

microphones and drive channels in their algorithm using SDMs (see appendix A4.4 for a description). 

The m+p approach does not appear to consider these relationships, implying that the system 

operates more like a collection of SISO systems running in parallel. No doubt there is more subtlety 

to it than this, both to ensure control system stability and because it has been proven in the most 

powerful RATF in the world [78], but this detail is withheld IP and was not available for review. 

The m+p control system is proven for RATFs. It also seems appropriate for DFAN at high frequencies 

in our opinion. Notably, the hypothesis above suggests it might operate equivalently to a MIMO 

system where all the control microphones and drives are uncoupled, diagonalizing the control 

system matrices so all drives operate independently. This is essentially what the 2015 patent by 

Larkin, Goldstein and Underwood [74] proposes too, there for reasons of computational cost.  

What is currently unknown is whether the m+p approach can mitigate modal problems at low 

frequencies. The FFT-based MIMO schemes address this by considering the narrowband coherence 

between microphones and use partially correlated drives avoid excitation of correlated phenomena, 

i.e., modes. But the m+p scheme does not operate in this way, so successes with FFT-based schemes 
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cannot be assumed to apply to it. Tests to date by ARS [68] have deliberately avoided array 

geometries that would support high-Q modes, so the capacity within the controller to control these 

cannot be confirmed or denied based on this data. 

4.5 Suggested Areas for Future Development  

Spectral Dynamics, Siemens and m+p have been working at the current edge of control for decades, 

so it is difficult / not appropriate for us to suggest improvements to their algorithms, many crucial 

details of which are withheld IP anyway. Our suggestions here therefore pertain to other our 

suggestion (in section 2.5.3) that utilizing a great number of incoherent drive signals – essentially 

one for every loudspeaker – would give the optimally diffuse field at high frequencies. This would 

likely be beyond the capabilities of the full MIMO control systems of Spectral Dynamics and Siemens 

for computational cost reasons. The 2015 patent by Larkin, Goldstein and Underwood [74] makes 

particular note of how the computational cost of these algorithms rises quickly with the number of 

drive channels. High drive counts are possible with a simpler algorithm, such as the diagonalized one 

they suggest there or the m+p approach, and this is appropriate in this high-frequency diffuse 

regime. But the literature suggests that full MIMO control remains essential at low frequencies, 

hence there would be a need to transition from one control algorithm to the other.  

Our other suggestion (in section 2.5.1.1) is that DFAN drives could be informed by problematic mode 

shapes, a form of ‘wave domain’ control of modal fields. However, while expected to improve 

overall performance, this would not demand any changes to control algorithms. It aims instead to 

improve their control over the sound field, such that they can meet their target coherences better. 
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5 Simulation of DFAN Tests 
Numerical simulation is a cornerstone of modern engineering. It is rare that any product is 

manufactured without having first been simulated to optimise the design and ensure that it is fit for 

purpose. This is especially true in aerospace, which has always pushed materials to their limits. 

Indeed, the development of the Finite Element Method (FEM) is closely intertwined with aerospace 

applications. Numerical simulation is also used in acoustic design to optimise how products or spaces 

sound. Simulation of DFAN is a confluence of these and involves how a sound excites a structure. 

As discussed throughout this report, the main concern when designing DFAN tests is to ensure the 

MEFL specification can be hit whilst also ensuring that the sound field is sufficiently diffuse and free 

of high SPL modes (which are detrimental to sound field uniformity and can cause over and/or under 

excitation of the test article). Numerical Simulation is a tool that can inform this, and section 8.3 of 

NASA HDBK-7010 advises that DFAN test setups are simulated as part of the pre-test optimisation 

process. Beyond this primary purpose, an added benefit of numerical simulation to the operator is 

the production of preliminary results that will enhance client confidence in the test. Another benefit 

is that, once a computer model has been validated at the measured positions, it can also be used to 

extrapolate data to other locations, such as additional microphone locations or pressure on the 

surface of the test article [37]. This provides additional data to complement what is measured and 

allows visualisations. This tight integration of simulation and measurement is currently increasing in 

popularity. It is one aspect of the ‘Digital Twin’ paradigm. 

This chapter will review this topic. Section 5.1 sets out how numerical models require the problem 

they solve to be defined, then section 5.2 reviews the candidate simulation algorithms. Section 5.3 

reviews best practices, then 5.4 draws conclusions and recommends avenues for future research. 

5.1 Defining the problem to be solved 

Mathematical models of sound propagation have already been discussed, notably the analytical 

models of diffuse sound fields in section 2.3 and of modal sound fields in section 0. The simulation 

algorithms described in the following section are also mathematical solvers at their heart, but they 

apply numerical approaches to offer greater flexibility, e.g., allowing more realistic geometry and/or 

boundary conditions. But the problem to be solved must still, therefore, be defined mathematically. 

Modern commercial software packages, complete with their slick GUIs, tend to hide much of the 

mathematics on which the underlying numerical algorithm is based. But the user still needs to be 

aware of this so that they understand the limitations of the algorithm. In addition, to be a skilled 
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user also needs application-specific knowledge of what details it is essential to capture in scenarios 

of interest, and where corners can be cut to shorten computation times. Considerable effort is 

required to correctly define the geometry and material properties, and to make appropriate choices 

on what physics will be simulated. Here the user is defining the problem to be solved. 

From a mathematical perspective, physics problems are Partial Differential Equations (PDEs). When 

selecting what physics to model, a user is selecting a PDE to be solved. When setting the geometry, 

the user is defining the physical domain in which this PDE applies, as well as the boundary that 

encloses it. To specify the problem to be solved, it is also necessary to define the material data the 

PDE depends on (which could vary spatially), the boundary conditions, and any other interior 

conditions, manual couplings or special features that might be relevant. Common boundary 

conditions in acoustics include sound hard (an interface with a rigid material), normal velocity (an 

interface with a vibrating structure), and specific acoustic impedance (a compliant material, for 

which boundary pressure and inward particle velocity follow a specified relationship).  

Simulation algorithms in different types of engineering might study different types of solution, such 

as steady-state deflection or a response that evolves over time (e.g. large-scale plastic deformation). 

But in vibroacoustics, the concern is almost exclusively with dynamic responses that are time-

harmonic. Such frequency domain studies come in two variants. A Frequency Response study 

considers the response of the system to a specified time-harmonic driving term (the excitation). An 

example would be the pressure distribution in a room when it is driven by the sinusoidal motion of a 

loudspeaker cone at the frequency specified on a connected tone generator. The other variant is an 

Eigenfrequency study. This finds the natural modes and frequencies of oscillation of a system, e.g., 

the harmonic frequencies and wavelengths on a guitar string, or the mode frequencies and shapes in 

a room or DFAN cavity. A frequency response result can also be built by summing eigenfrequency 

study responses for a given driving term [39]. 

Numerical models can also be linear or non-linear. Vibroacoustics is usually concerned with small 

scale perturbations of quantities around some mean value, meaning the models used are linear. 

Even in DFAN, with its high SPLs, the models used are all linear. Acoustic pressure amplitudes in HIAT 

tests are around one thousand times larger than they are for everyday sounds, but they are still only 

around 1% of atmospheric pressure. Weakly non-linear effects will occur at these amplitudes, but 

they would normally manifest as additional forms of damping, making the real behaviour less 

extreme than its linearly modelled counterpart. Hence for DFAN pre-testing simulations, omitting 

non-linearity from simulation gives an additional safety margin, so is arguably desirable.  
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5.2 Review of Candidate Simulation Algorithms 

In this section a brief review of candidate simulation algorithms is given, focusing on their suitability 

for simulation of DFAN. Appendix B.2 of NASA-STD-7001b contains a similar review, and chapter 16 

of ECSS-E-HB-32-26A gives a primer on FEM, so the reader is also directed to those resources. 

5.2.1 Analytical Models 

Analytical models are mentioned here for completeness because they are an alternative to the 

numerical methods that follow. Examples have already been seen, notably the cylindrical cavity 

modes model of Kolaini et al. [8]. Analytical models often require a computer to evaluate them and 

plot results, so they are in that sense numerical. However, they differ from the other methods in this 

section because they use mathematical solutions of the PDE that are valid over the entire simulation 

domain. This limits them to simple geometries and boundary conditions.  

Within the DFAN literature, the main example of an analytical model is the aforementioned 

cylindrical cavity modes of Kolaini et al. [8]. A critique of the realism of its assumptions is included 

appendix A3.1. An analytical model was also presented by Rouse et al. [18], but this is mainly 

concerned with examining the properties of the random wave model (described in section 2.3.1) and 

the response it induces in a simple beam.  

As mentioned in end of section 5.1, a frequency response result, such as the SPL versus frequency at 

a microphone due to a prescribed excitation, can be computed from a sum of eigenfrequency study 

results [39], such as the modal model of Kolaini et al. [8]. This means their method could be 

extended to compute the frequency response in the DFAN cavity for the full frequency range of 

interest. Moreover, this would likely be computationally cheaper than a numerical algorithm such as 

FEM. However, it would not be accurate because its simplified boundary conditions mean it does not 

calculate modal frequencies or damping correctly. Hence this extension would be of little benefit. 

5.2.2 Finite Element Method (FEM) 

The Finite Element Method (FEM), also called FEA (Finite Element Analysis) or just FE, is probably the 

most widely used numerical method in engineering. It can be applied across a wide variety of Physics 

including (but not limited to): structural deformation (stress & strain), fluid pressure & flow, 

temperature & heat transfer, vibration & sound propagation, and electromagnetic fields. This 

applicability to a wide variety of problems has no doubt been a factor in its widespread adoption, 

and stems from the fact that FEM has a very well-developed mathematical foundation. From a 

mathematical perspective, FEM is an algorithm for solving PDEs. PDEs, as already stated, are how 
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physics problems are stated mathematically, hence find application in engineering. To say that FEM 

is a PDE solver is quite abstract from an engineering perspective, but it is important because it leads 

to algorithms that solve for multiple physics. Moreover, the common mathematical foundation has 

brought sufficient commonality to the modelling of different physics that solution of Multiphysics 

problems is now possible. These are FEM models with multiple components involving different 

physics all coupled together in one numerical solver. A revealing example from acoustics is a model 

of a loudspeaker, which could include an electromagnetic model of the motor section, coupled with 

a structural model of the cone, coupled with an acoustical model of the air domain. But despite the 

attraction of general-purpose Multiphysics packages, bespoke codes that are tailored to specific 

applications still see widespread use. Often it is said that their specialism allows them to be faster. 

NASTRAN, which is focussed on structural simulation, is an obvious example from aerospace. 

Finally, it is worth mentioning that FEM has also been extended to simulate various challenging and 

highly non-linear phenomena, e.g., large scale deformations and collisions, and crack propagation, 

but these are beyond the scope of this review. As already discussed in section 5.1, linear models are 

usually used in vibroacoustics and this includes DFAN, despite the high SPLs involved. 

The fundamental idea behind FEM is to find the solution of a complicated problem by replacing it 

with lots of simpler problems coupled together. The region to be modelled – called the domain – is 

divided up into many small interconnected sub-regions called elements that together are called a 

mesh. In each of these, a relatively simple approximation is introduced for how the simulated 

quantities vary versus position, e.g., linearly or quadratic. This leads to a system of matrix equations 

that is solved numerically by the computer. This description also epitomises the difference between 

numerical models and analytical models. Analytical models try to find a mathematical solution that is 

valid over the entire domain, but these only exist for a small set of idealised geometries. The power 

of FEM is that the mesh of elements can be customised to almost any geometry. 

When using FEM, much of the effort and user expertise is focused on correctly setting up the 

problem to be solved (see section 5.1). But fine tuning of meshes is another area that also requires 

special care in many applications. The usual trend is that finer meshes with more smaller elements, 

give better accuracy than coarse meshes with fewer larger elements. But computation time and 

memory requirements also scale with the number of elements (or more precisely, the number of 

nodes that connect them), so avoiding an over-abundance of elements is important too. Rules of 

thumb such a ‘6 elements per wavelength’ are widely stated (e.g. NASA-STD-7001b), but only hold 

for open areas of domains away from geometry features. In areas that are geometrically detailed, 

where gradients in solutions may be steeper and evanescent effects may be significant, it is often 
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necessary to make the mesh finer than this. Refining the mesh in only the most important areas can 

therefore lead to large gains in the trade-off between accuracy versus computational cost. 

A Convergence Analysis is an accepted way of quantifying when a mesh is fine enough. This involves 

repeatedly refining a mesh and examining the rate at which the computed solution converges 

towards a final value. From this, it can be estimated at what point a is mesh is ‘good enough’ and 

roughly what accuracy margin has been achieved in the final configurations. It can also flag up issues 

that make the solutions of models inaccurate and prevent convergence. 

Improving accuracy by making the elements smaller is called h-refinement. The alternative is p-

refinement, which involves increasing the order of the elements (or more precisely, the order of the 

polynomials used to interpolate the solution on the elements) to improve accuracy. Siemens have 

developed a technique called Adaptive Order FEM that performs automatic p-refinement in regions 

where it is needed [79]. This aims to remove the need for the user to give such careful consideration 

to element sizes, by automatically raising the interpolation order wherever this is required. 

None of these approaches can, however, escape the general trend that higher frequencies require 

the computer to solve for more degrees of freedom. In simple terms, this is because the wavelength 

gets shorter as frequency increases, meaning that elements must be smaller to maintain the same 

accuracy (if element order is kept constant). Hence, more of them will be required to fill the 

simulation domain. Because this happens in all dimensions, the trend for increasing computational 

cost scales with frequency to the power of the number of dimensions, so 𝑓3 in 3D. The same trend 

applies for p-refinement too, though in that case the mesh is unchanged. Here the need for more 

degrees of freedom arises from the need to increase interpolation order as wavelength decreases. 

This trend constrains numerical algorithms such as FEM to smaller problems and/or lower 

frequencies. Indeed, in the DFAN literature, FEM and BEM simulations have been limited to 1 kHz 

and below [27,37,80]. An effective way to mitigate this trend is to exploit extruded or axial 

symmetry to allow the representation of a 3D problem by a 2D problem [81]. But this is not helpful 

for DFAN simulation because it does not allow accurate modelling of the test article or loudspeaker 

configuration, the optimisation of which is the entire purpose of the simulation. 

5.2.3 Boundary Element Method (BEM) 

For acoustics applications, the Boundary Element Method (BEM) has similar capabilities to FEM. It is 

also a PDE solver, so can solve problems specified as per section 5.1. Like FEM it does this accurately 
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and properly includes wave effects such as diffraction and interference. But it also has some 

differences in how it does this, which gives it certain advantages and disadvantages relative to FEM. 

Like FEM, BEM uses a mesh of elements that can be refined to focus effort on, and improve accuracy 

in, regions that are challenging to model and/or of particular interest. The main difference is that in 

BEM only the boundary of the simulation domain is meshed with elements. Figure 7 illustrates this. 

This means the dimensionality of the elements is one order less in BEM, because it partitions the 

boundary rather than the domain. In the 2D domain illustrated in Figure 7, the FEM elements are 

triangles (2D area elements) whereas the BEM elements are 1D line segments. In a full 3D model of 

DFAN, FEM needs 3D elements filling the air volume whereas BEM only has 2D surface elements 

covering the boundary. In DFAN this would be the surfaces of the loudspeakers and test article.  

This leads to the first advantage of BEM. Because only the boundary is meshed, which has reduced 

dimensionality, the number of elements, and therefore the number of unknowns to be solved for, is 

drastically less than for FEM. This means the solution has lower memory requirements that scale 

better with frequency. Meshing is also more straightforward, being only of surfaces, not volumes. 

Mathematically, BEM can be thought of as halfway between FEM and an analytical solution. This is 

because it uses solutions of the PDE for an unbounded domain as building blocks. In acoustics, these 

building blocks are distributions of monopole and dipole sources on the boundary. The BEM 

algorithm uses a weighted sum of these solutions to numerically build a solution valid for the 

geometry and boundary conditions that the user has specified. This avoids the need to mesh the 

domain but introduces the constraints that the medium (the air in the domain) must be: 

1. homogeneous in its properties (because that is what the building block solutions assume), 

2. linear (because a sum of these solutions is used).  

Neither of these constraints are a problem when using BEM to simulate DFAN. Tests are conducted 

indoors, meaning the air volume will be homogeneous. And as already mentioned in section 5.1, 

DFAN simulations are typically done with linear models, despite the high SPLs involved. 

Figure 7: Illustrations of meshes for BEM and FEM: a) A BEM boundary mesh; b) a FEM domain mesh. 

a) b) 
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The other advantage of BEM is that it excels in modelling exterior free field problems, that is, 

problems where the geometry being simulated is immersed in an unbounded volume of air. The 

complementary class is interior problems, where the boundary encloses a finite domain (as depicted 

in Figure 7). Exterior simulations mimic acoustic testing in a large air volume (e.g. outdoors) or in 

anechoic conditions (a chamber where there are no reflections). In BEM, this happens automatically. 

Because of the way the solution is constructed, simply omitting an outer boundary in BEM means 

the simulation will be performed as if the air goes on forever.  

But in FEM the air domain is meshed, and limits on memory and processing time mean it cannot be 

of infinite extent. Instead, it needs to be as small as possible, to save memory, and must be 

truncated in a manner that does not cause unrealistic reflections. Perfectly Matched Layers (PMLs) 

are a popular way to do this. They are placed surrounding the acoustic domain and are designed to 

present a gradual impedance transition, slowing a wave down and attenuating it, much like the foam 

wedges in an anechoic chamber. They make solving exterior problems possible with FEM, but still 

introduce complexity, scope for user error, and computational cost, whereas in BEM it all happens 

automatically for free. Siemens have made progress towards mitigating the possibility of user error 

with their Automatic PML technology [82], but this still incurs additional computational cost; the 

absorbing layers still need to be meshed and simulated. Infinite Elements are an alternative to PMLs. 

ACTRAN uses these to truncate its meshes anechoically, allowing it to model exterior problems. 

Figure 8 shows two examples from the literature of free field models of DFAN built using commercial 

software. Figure 8a shows a BEM model in VA-One from ESI*. Here the loudspeaker arrays have 

been abstracted, so only their front surfaces are modelled; the cabinet back volume has been 

removed. Figure 8b shows a FEM model in Simcenter 3D from Siemens. In this, the outer surface is 

where the FEM domain has been truncated, and the gold arrows indicate the presence of an 

automatic PML region beyond this (not shown). Both models simulate the ground plane as being 

rigid. In FEM this is just a boundary condition applied to those elements that touch it. In BEM, a 

symmetry condition is exploited to avoid needing to mesh the infinite ground plane. Both models 

couple their acoustic model to a structural FEM model of the test article. Such Multiphysics coupling 

is possible with a BEM acoustics model too. 

 

* Note that the purple hemisphere at the top, and the blue lines connecting it to all objects, are not 

part of the geometry. They indicate that these objects are part of the same acoustic domain. 
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BEM and FEM problems are both stored as matrix equations inside the computer, which it must then 

solve. A difference here is that BEM produces matrices that are full, while FEM produces matrices 

that are sparse. This has implications for memory usage and computational cost, and offsets the fact 

that BEM uses far fewer elements than FEM. As a result, FEM is usually faster for complicated 

geometries, with a high ratio of boundary surface area to acoustic domain volume, and BEM is 

usually faster for simpler geometries, with less boundary surface area but a large acoustic domain. 

DFAN appears to sit at a point on this scale where both algorithms are likely to have comparable 

computational cost and storage requirements, subject to the level of boundary detail. It is clear that 

the Siemens model in Figure 8b contains a lot more detail than the ESI model in Figure 8a. But more 

detail is not always better, not least because it comes with increased computational cost since this 

detail must be meshed even if it is sub-wavelength in size. The aim is therefore to find the optimal 

level of geometrical detail, which gives accurate results without overcomplexity. 

A final difference is that FEM matrices are independent of frequency, so can be reused across many 

simulation frequencies, whereas BEM matrices are frequency dependent. The first consequence of 

this is that FEM can perform eigenfrequency studies whereas BEM cannot. BEM codes only compute 

the frequency response of the system to a specified excitation, not its individual modes. The second 

is that sweeps that compute results for lots of closely spaced frequencies are often faster with FEM, 

since the matrices and elements of the solution can be reused. But if results at relatively few, fairly 

spread-out frequencies are required, then the methods will be comparable. 

a) b) 

Figure 8: DFAN simulations in a) VA-One using BEM (reproduced with permission from Gardner et al 2021) 
b) Simcenter 3D using FEM (reproduced with permission from de Miguel et al (2021)). 

 



Hargreaves J. A. Literature Review of Direct Field Acoustic Noise (DFAN) Testing 

© University of Salford 2022   Page 58 of 100   

5.2.4 Geometrical Acoustics Methods 

Geometrical acoustics methods is a category that includes algorithms such as ray tracing and image 

source method [83]. Their collective characteristic is that they model sound propagation 

geometrically as if it travels in straight lines. Diffraction is therefore often omitted or only included 

approximately, meaning they only approximately solve the PDE and are not accurate at low 

frequencies. Many codes model the flow of energy versus time, so omit interference effects too. 

Geometrical methods are popular in room acoustics applications. This is mainly because they are 

quick and have modest memory requirements. Notably, these costs are independent of frequency. 

FEM and BEM in contrast, which aim to fully capture wave effects, are prohibitively computationally 

expensive at anything but the lowest frequencies in large spaces such as concert halls, hence 

geometrical acoustics methods are the only viable option. Geometrical methods are an effective way 

of modelling reverberant sound fields, the chaotic nature of which masks approximations in the 

modelling of diffraction and reduces the benefits of FEM and BEM, by making their solutions 

extremely sensitive to uncertainty in their input data (geometry, boundary conditions, etc.). 

Geometrical acoustics methods have not been applied to DFAN simulation, but they could offer 

some value for simulating high frequencies. Notably, an emerging category is what Svensson and 

Savioja [83] call “surface-based”. These are rather like a BEM model of a diffuse field, and they can 

solve for steady state diffuse fields. In addition to the method from the Aalto group [84] that is cited 

in [83], there are also comparable methods published by researchers at the University of 

Nottingham [85] and Duke University [86]. One of the authors of the latter has also published papers 

specifically on DFAN [18] and acoustic conditions during rocket launch [87]. 

5.2.5 Statistical Energy Analysis (SEA) 

Statistical Energy Analysis (SEA) is an algorithm that models energy balance between subsystems. It 

is typically used in complex structures at high frequencies, the modelling of which is beyond the 

capabilities of FEM. The energies in these systems are coupled together through a network of 

coupling loss factors. Explanation of these is given in NASA HDBK-7005 sections 4.6.2 and Fahy and 

Gardonio [21] section 7.8. There is also an overview of SEA in appendix B.2.1 of NASA-STD-7001B. 

SEA is not suitable for DFAN modelling. Firstly, it requires that subsystems have a high-modal 

density, which immediately precludes it from low frequency modelling. Secondly, it models the 

entire acoustic domain as one subsystem, so only looks at total energy balance and gives no 

information on the spatial variation of SPL; it just estimates a single average level. Some users 
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attempt to split up acoustic domains to mitigate this, but this is unphysical and extremely sensitive 

to the coupling loss factors set between them. We do not, therefore, recommended this strategy. 

5.2.6 Other Methods 

A myriad of other numerical simulation algorithms exist in the acoustics literature. The breadth of 

these makes them beyond the scope of this review, which has concentrated on the most established 

methods.  It is worthy of note, however, that these often bear quite strong similarities to methods 

reviewed herein. For example, discontinuous Galerkin, domain decomposition, finite difference and 

finite volume methods, are all quite similar to FEM. Some may have an edge in certain applications, 

but the general trends of behaviour are similar, and the differences are unlikely to be transformative 

in the DFAN simulation application considered herein. The approaches currently being offered by 

suppliers and reported in the DFAN literature are appropriate. 

5.3 DFAN Simulation Best Practice 

NASA HDBK-7010 recommends FEM or BEM. That stance is backed up by the review above. They 

both accurately model interference, diffraction and modal effects, so can give insight into potential 

problems with test setups at low frequencies, which is the frequency range of most concern. Their 

trend of rapidly increasing computational cost with frequency has meant that neither has had results 

published above 1 kHz. This would likely be possible given sufficient computing power, but the 

chaotic nature of diffuse fields at these frequencies means that there might not be much benefit. 

The SPL distribution is expected to be chaotically dependent on the fine details of the geometry and 

boundary conditions set, meaning that uncertainty and approximations in that data will lead to 

significant uncertainty in the computed result. Uncertainty in input data was raised as a fundamental 

issue in the recent round robin on auralisation [88], and this applies in DFAN applications too. NASA-

HDBK-7005 states that “although […] FEM models hold out the promise of great accuracy and 

precision, this promise is often not delivered”, and that the cause of this is that “predictions 

obtained […] are generally quite sensitive to small changes in design and payload geometry” 

BEM has dominated the DFAN literature to date, the earliest paper found being in 2012 [89], which 

is cited from NASA-HDBK-7010. As discussed in section 5.2.3, BEM has some limitations relative to 

FEM, notably its limitation to linear homogeneous problems. But these assumptions are accepted in 

DFAN simulation anyway, so present no disadvantage. The main advantage of BEM, relative to FEM, 

is automatic simulation of free field conditions. The main advantage of FEM, relative to BEM, is the 

ability to compute eigenfrequency solutions. Eigenfrequency studies are a FEM version of the modal 

model of Kolaini et al. [8], but can include more realistic geometry and boundary conditions, and can 
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compute the modal damping / Q-factor, which can identify which modes might be problematic. BEM 

can only compute the frequency response that occurs for a specified excitation, e.g. a pattern of 

loudspeaker drives. Modal behaviour can still be seen in this (see e.g. fig. 14 in NASA-HDBK-7010), 

but the modes will often overlap, whereas an eigenfrequency study computes them separately. 

Eigenfrequency solvers for BEM are, however, emerging in the academic literature [90]. 

An important difference between simulation and measurement is that frequency response 

simulations from BEM and FEM are truly for single frequency excitation. Measured data in contrast 

always includes some degree of spectral smudging, as discussed in section 2.2.2 and then detailed 

further in appendix A1.1. When defining the list of frequencies to simulate, it is important that this is 

fine enough to properly resolve modal peaks that are of concern. Following the FFT resolution of the 

control system (3.125 Hz for Spectral Dynamics) may be insufficient for this. Blelloch et al. [80] 

considered  this and recommended that 1/42nd octave frequency resolution be used for FEM and 

BEM simulation. This is slightly counter intuitive, because the frequency resolution of the simulation 

will decrease as modal density increases, but this is partly the point; resolving individual modes is 

less important once they overlap. Crucially, it means that troublesome low frequency modes are 

very well resolved, while keeping the number of frequencies to be solved for under control. It is also 

consistent with the plotting of results on a log frequency scale, as is commonplace. 

5.3.1 Whether to simulate the room? 

The answer to this question defines whether the capability to perform free field simulations easily is 

an advantage. DFAN tests typically take place in a room, but there is no consensus on whether it 

should be included or if free field simulation is acceptable. Free field simulations are computationally 

cheaper, and require less memory, because the surrounding room does not need to be meshed. 

de Miguel et al. [37] compared simulations from the free field model in Figure 8b to versions that 

included enclosing rooms of four different sizes. They examined how the room changed the SPL in 

the test volume. They concluded that large rooms, which they took as being 1700 m3 and larger, can 

be safely modelled with free field models. Even in a 700 m3 room, differences in SPL greater than 2 

dB only occur below 30 Hz. This suggests that free field models are acceptable. 

Another reason to avoid simulating the enclosing room is that the boundary condition data for it will 

usually be highly uncertain. As mentioned above, uncertainty in input data (geometry and boundary 

conditions, etc.) propagates to the solution that is computed. So, if the structural properties of an 

enclosing room are highly uncertain then there is arguably little benefit in including it. It is better off 

omitted, and a free field model used. This is approximate, but the degree of approximation is known. 
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5.3.2 Whether to simulate the test article? 

Section 2.3.2 discussed how the size of a payload affects the sound field inside a fairing (NASA-TM-

106688) leading to the ‘fill-factor’ correction that is included in NASA-STD-7001B. In DFAN tests, the 

test article also occupies a significant proportion of the cavity inside the loudspeaker array, so its 

presence will again change the properties of the sound field. The result in fig. 14 in NASA-HDBK-7010 

confirms that this is the case at low frequencies, showing that the presence of different sized test 

articles affects the mode frequencies. Hence, low frequency simulations of DFAN systems should 

include the test article, equivalent to how physical pre-tests include a ‘volume simulator’. 

Whether this remains so important at high frequencies is uncertain. Presently, there are no high 

frequency simulation results to review. Theory suggests that it should not be so important though. 

Once the transition to a diffuse field has occurred, the response of modes become heavily 

overlapping. Individual modes will still be changed by the presence of the test article, but these sum 

chaotically in the domain, meaning that the statistics of the total field are unlikely to change 

significantly. This is supported by the fill-factor correction in section B.1.2 of NASA-STD-7001B, which 

is largest at low frequencies and tends to zero at high frequencies. 

The remaining question is whether a structural model of the test article is required, or whether a 

simple boundary condition (most likely rigid) on its outer surface is sufficient for acoustic simulation 

purposes. Motion in the structure draws energy from the acoustic field and dissipates it as heat due 

to internal friction, so the test article acts as an energy sink. But compared to the other mechanisms 

for energy loss from the acoustic field, notably it escaping between the gaps in the loudspeakers and 

out of the top of the cavity, losses due to the test article will not be significant. Hence it will not 

usually affect the SPL in the surrounding volume, so a structural model it not essential to include. 

An exception to this is if it is necessary to predict the SPL at a monitor microphone placed in a cavity 

behind a structure that may flex, e.g., a stowed solar panel. In this case, the Q-factor of the cavity 

modes will depend on the rigidity of the panel that traps them. Highest Q-factor and SPL will usually 

arise for a rigid panel, while a compliant panel will draw energy out of the resonance and damp it. 

So, if the acoustic model is to be accurate in this local vicinity, then a structural model is necessary. 

The reasoning above only considers the acoustic field, however. A structural model may of course be 

included because the aim is to simulate the structural response of a test article, e.g. to monitor 

fatigue and/or predict the response at accelerometers. The earlier comment about the use of 

numerical simulation to extrapolate responses to other positions is pertinent here. One can predict 

vibration levels in the entire structure, and from this optimise the position and limiting levels for the 



Hargreaves J. A. Literature Review of Direct Field Acoustic Noise (DFAN) Testing 

© University of Salford 2022   Page 62 of 100   

accelerometers used in the real test. Or one can extrapolate measured accelerometer data to 

vibration patterns elsewhere. Blelloch et al. [80] compared simulation structural response to 

measurements in 2015. This was computed using a structural FEM coupled with acoustic BEM. The 

FEM model was extremely detailed, but the BEM model only attempted to replicate a diffuse 

incident field. It did not attempt to model the loudspeaker array. Agreement was concluded to be 

good, though it is clear from the results plots that the fine detail does not match, only the general 

profile. This is typical in acoustic simulations with FEM and BEM; accuracy is often limited by 

uncertainty in the input data (geometry, material properties, boundary conditions). Additionally, in 

the simulations of Blelloch et al., the incident field did not attempt to replicate exactly what was 

produce by the loudspeaker array, so one cannot expect the vibration results to match exactly.  

A final point on structural simulations is that it is possible to import structural eigenfrequency results 

from a structural FEM package such as NASTRAN, and couple them into an acoustic FEM or BEM 

frequency response simulation. This has dual benefits. One is reduced computational cost. A second 

is that a client need not share the full FEM model of their payload, which will contain a substantial 

amount of protected IP. Instead, they can just share the geometry of the exterior surface, the mode 

frequencies and shapes on it, and how these relate to measurement points. This significantly 

reduces the amount of information shared about the payload’s internal design. 

5.3.3 How to simulate the loudspeakers? 

It is self-evident from Figure 8 that ESI and Siemens simulate loudspeakers in very different ways. 

Both use velocity boundary conditions – they simulate how the loudspeaker cones move the air. But 

they differ significantly in the level of geometry detail they include, and how they include the effect 

of the acoustic medium pushing back on the loudspeaker driver. 

Siemens include the full cabinet geometry in their model, and separately include the location of all 

the loudspeaker drivers too. ESI, in contrast, abstract the loudspeakers to a thin plane located at 

their front face. Omitting the side and back surfaces of the cabinets is unlikely to cause significant 

deviations, since what is of interest is the extent to which acoustic energy is trapped in the DFAN 

cavity and this is dictated by the inward-facing front surfaces of the loudspeakers and the size of the 

gaps between them. Both models capture this geometric information and the cabinet sides that ESI 

omit are unlikely to cause significant changes to the acoustic power flow through the gaps [91]. 

The other geometrical difference, whether individual loudspeaker cones are differentiated in the 

model or not, may have more effect. The shape of the radiating area affects directivity, that is, the 

relative power being radiated in different directions. ESI are likely to have implemented a correction 
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so that the total volume velocity they inject matches what the individual loudspeaker cones would 

produce. But the large coherent radiating area means the energy will be directed most strongly in a 

direction perpendicular to each panel, compared to the real directivity of multiple smaller 

loudspeakers. Siemens measured a real loudspeaker and validated that the horizontal directivity 

from their model matched the real device [37], including the effect of the two spaced woofers. 

The second difference in approach, between Siemens and ESI, is how they model the interaction of 

the loudspeaker with the air. A velocity boundary condition, as might be ascribed in FEM or BEM, is 

the acoustic analogue of a perfect current source. It will keep on injecting volume velocity regardless 

of the pressure required to do this, so irrespective of how much the medium pushes back. This ‘push 

back’ is called radiation impedance, and it limits cone excursion in real loudspeakers [92]. In a tightly 

coupled acoustic system such as a DFAN cavity is at low frequencies, this push back will depend on 

the movement of the other loudspeakers too, and therefore the drive signals sent to them. 

A related effect is that the speakers themselves will act as absorbers. An inactive loudspeaker acts as 

a membrane absorber [93], removing acoustic energy from the air at certain frequencies and 

dissipating it in its electrical circuit and through internal frictional losses. When a loudspeaker is 

operational, one gets a mixture of these two effects. The ‘push back’ from the air volume limits 

displacement, but in doing this it injects power back into the loudspeaker where it is lost as heat. 

Hence, operational loudspeakers offer some absorption too. 

In accordance with this, ESI use a boundary condition on their panels that combines a velocity 

boundary condition with an impedance boundary condition [17,27]. Detail is not given, but it is likely 

that this impedance dictates a subtracted boundary velocity term that is driven by the pressure 

acting on the panel. Information on how this ‘loudspeaker impedance’ was obtained is not in the 

public domain to the best of our knowledge. 

Siemens use the well-established ‘lumped parameter’ approach to model the loudspeaker dynamics 

[92] and couple it directly to their FEM model. This approach includes both the radiation impedance 

and absorption effects mentioned above and results for an individual loudspeaker were validated 

against measurements [37]. This approach will have marginally higher computational cost than the 

ESI approach, but it benefits from using widely available Thiele-Small data for the drivers. Aspects of 

the Siemens approach that are unclear are: how the radiation from bass reflex ports is modelled, 

how the mid-high waveguide is modelled, and how well the response and directivity of the latter 

matches measurement. To date, their validation has focussed on direct radiation from the woofers.  
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5.3.4 Verification and Validation 

Validation against measurement has historically been a weakness in DFAN simulation, in our opinion. 

Either it has not been done as thoroughly as it could have been, or it has but the data hasn’t been 

published. A key issue is that simulations often include a simulated control system and SPL results 

are usually shown post control system adjustment. This is equivalent to how measurements are 

usually shown, but it is not helpful for the purpose of validating a simulation. In both cases, 

simulation and measurement, the control system will make adjustments to pull the SPL distributions 

toward the target curve. This has the effect of making the simulation and measurement look like 

they agree when they may not. They have both just been adjusted to the same target. 

As mentioned in earlier discussion, the fine detail of simulated results is not expected to match 

measurement because of uncertainties in input data (geometry, material data, boundary conditions, 

etc.). Simulations can be tuned to match measurements, e.g. [94], but this is an intricate and 

iterative process that requires a measurement to match to. ‘Blind’ simulations will not normally 

match measurements well without some tuning. Hence with a DFAN simulation that includes a 

simulated control system, one can end up in a situation where the broader trends have been forced 

to match by the control systems, and no one expects the fine detail to match, meaning discrepancy 

isn’t questioned. The only solution to this is to publish results without the control system active so 

differences can be seen. 

Chapter 16 of ECSS-E-HB-32-26A contains guidance on how numerical models should be verified and 

validated against measurement. It gives several techniques and discusses sources of disagreement 

too. Recent work by the Siemens group [37] has addressed validation more rigorously than has 

previously been published in the DFAN literature. Notably, they have validated components of their 

model in isolation, allowing any disagreements to more easily be understood, and have examined 

transfer functions (including their phase) and performed sensitivity analyses. This is good practice 

and provides far more confidence than jumping straight to a full system simulation does. 

Verification and validation is also an area where turnkey commercial software differs from in-house 

and open-source code. Part of what one is paying for with turnkey is verification and validation. 

Arguably, this is what simulation providers are disseminating through their conference presentations 

and papers.  As discussed at the start of section 5.3, FEM and BEM are accurate for DFAN simulation, 

so different packages should give the same results. Blelloch et al. [80] compared VA-One and 

Siemens Virtual Lab BEM solvers, and found they gave almost identical results, once they had 

compensated for the different way the packages specified some input data (damping coefficients). 
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This holds for third-party and open-source FEM and BEM software too. If set up correctly then it 

should give near identical results to specialised turnkey solutions. But if third-party or open-source 

code were to be chosen, then more work will be required to undertake validation, because the 

assurances specific to DFAN are not provided by the supplier. With open-source code, verification 

will also be important. This is the process of verifying that a numerical algorithm is coded and is 

operating correctly, often involving comparison to an analytical model. Of course, part of the point 

of open source is that one can see ‘under the hood’ and verify the code oneself. But the way open-

source code is typically structured as toolboxes / APIs means the user often must assemble the 

mathematical operators themselves. This is flexible but leaves scope for a model to operate 

incorrectly even though the underlying toolbox / API has been thoroughly verified. Performing in-

house verification and validation is perhaps the scientific gold standard, but many test houses will 

not have the skills or resources for this, hence turnkey solutions are attractive to many. 

5.4 Summary and Suggested Areas for Future Development 

Techniques for simulating DFAN have been reviewed. The established approach is to use FEM or 

BEM, and this is appropriate. There is scope to investigate use of other methods for high frequencies 

however, where the computation cost and memory requirements of FEM and BEM make them 

unattractive, and the chaotic nature of the diffuse field means the detail they calculate is less 

beneficial. Surface-based geometrical acoustics methods [84–86] appear particularly suitable. If this 

frequency range was simulated, then it would be appropriate to include air absorption, which does 

not appear to have been included in simulations to date. 

Whether to simulate the enclosing room, or whether to instead simulate the DFAN setup as if it 

were in free field, is an open question. Recent results [37] suggest the differences are not significant 

if the room is sufficiently large. Reasons to not include the room are: i) that it is numerically cheaper 

to omit it and use free field simulation, and ii) that it avoids the need to specify room boundary 

conditions, which will likely have high uncertainty. 

It is clear that a model of the test article should be included, but the majority of the benefit can likely 

be achieved with a simplified obstacle with the same volume (essentially the simulated version of a 

physical ‘volume simulator’). Notably, inclusion (or not) of a coupled structural model is unlikely to 

make a significant difference to the SPL distribution except for very close to it. The main reason to 

include a coupled structural model is if one needs to predict the structural response. 

In our view, the most practical way to model loudspeaker drivers is the lumped-parameter approach 

adopted by Siemens [37]. This characterises the driver well without being overly complicated and 
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uses widely available Thiele-Small data. Including the driver geometry (albeit a simplified planar 

version) increases geometrical complexity but means that loudspeaker directivity and radiation 

impedance is captured correctly. Best practice for modelling bass ports and mid/high frequency 

horns is, however, currently not clear. A useful extension would be to add thermal loudspeaker 

modelling, so that the thermal limits of the system can be predicted. This could be achieved using a 

non-linear lumped parameter model of the driver’s thermal properties [95]; this uses a mixture of 

measured and deducible parameters. 

Published validation results for DFAN simulation has mostly not been especially meticulous. Users 

should be wary of validation results that include a simulated control system, since this will function 

to make the simulated results look similar to the measured results, even if the acoustic model does 

not match reality well. Improvements have been made in this area recently, however.  

Finally, when choosing between turnkey or third-party or open-source software solutions, the value 

of the validation work undertaken by the software provider, or equivalently the cost of doing this in 

house instead, should be borne into the calculation. 
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6 Conclusions 
The state of the art in Direct Field Acoustic Noise (DFAN) testing has been reviewed through the lens 

of the published literature. This has included test specifications and relevant acoustic theory, sound 

generation equipment and its control systems, and numerical simulation of tests.  

The main finding is that DFAN is a technology that is maturing, and which has gained acceptance as 

an alternative to RATF for high intensity acoustic testing of payloads. The core developments that 

enabled this were undertaken by MSI-DFAT, in collaboration with US manufacturers and test houses, 

around a decade ago, so can now be regarded as mature with hundreds of successful tests having 

been performed by them to date. More recently, two other consortia of service providers have 

entered the marketplace, each making innovations and progressing the state-of-the-art in their own 

right. This added competition makes it an exciting time for DFAN development. 

6.1 Suggested Areas for Future Development 

Nonetheless, DFAN does bring its own set of unique challenges that require addressing. Chapters 2-5 

have each suggested areas for future development and research, that go beyond current practice. In 

the seven sections that follow, these ideas are briefly summarised. The first two of these, control of 

low frequency modes and assessment of diffuse fields, are the most pressing in our opinion. 

6.1.1 Control of low frequency modes 

This is a well-recognised problem about which much has been written and on which much effort has 

been expended. Generally, it is accepted that MIMO control should be able to address this, and we 

agree subject to the following caveat, which is an extension of established techniques in critical 

listening room design. The caveat is that there must either be sufficient drives to spatially control the 

modes (see modal interaction model in appendix section A3.2) or that drives should be routed 

through a matrix that is informed by the cavity mode shapes. The aim is to ensure that problematic 

high-Q modes are not excited. This would require a change to how signal routing is performed and 

would likely be most straightforward with ‘active’ loudspeakers, where there is a separate amplifier 

in each cabinet, and digital signal distribution. An outline of this approach is included in ref. [41]. 

6.1.2 Assessment of diffuse fields 

Quantification of the diffuseness of the field is an area where significant improvements could be 

made. Presently, coherence between control and monitor microphones is used as a proxy for this, 

but this is a secondary quantity. We believe that isotropy analysis techniques based on wavenumber, 

as performed in a plane by Gardner and ESI co-workers for DFAN simulations or volumetrically by 
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Nolan and co-workers for Room Acoustics, should also be applied, including in measurement of real 

DFAN systems. This may show up shortcomings in the rendering of diffuse fields. This technology 

would involve the design and deployment of bespoke microphone arrays. It may also be possible to 

extend Nolan et al’s analysis to include coherence between different propagation directions. 

6.1.3 Improved Rendering of Diffuse Fields 

Diffuse field theory suggests that every loudspeaker should be fed with an independent noise signal 

at high frequencies, but this is not how DFAN is currently configured. Instead, it uses a small number 

of independent drives (typically 4-8). Improved measures of sound field isotropy (previous section) 

would quantify whether current approaches are sufficient, or if further development is required. 

Solutions would require a rethinking of signal routing at high frequencies and/or addition of sound 

diffusing treatments within the DFAN cavity. This has implications for the control system too. 

6.1.4 Sensors 

Acoustic energy density sensors (adapted vector intensity probes) have the potential to enable 

improved control and monitoring without increasing the number of locations. However, some 

devices are too fragile to be utilised for full operational DFAN test levels. 

6.1.5 Sound field specifications 

To date, the focus has been on having DFAN replicate the conditions in RATF, but DFAN has the 

capability to do much more than this and replicate conditions that are more representative of flight. 

The most achievable option would to be to experiment with arrays whose internal diameter matches 

the internal diameter of the target fairing. This would mean that the DFAN test would approximately 

replicate the modes of the fairing. Flight data would be required to assess if this were beneficial. 

6.1.6 Sound Generation Equipment 

Avenues in this area included adding features to support improved modal control (6.1.1), rendering 

of diffuse fields (6.1.3), or thermal monitoring. The effect of the high-frequency waveguides in COTS 

concert sound loudspeakers on vertical diffusivity should be investigated.  

6.1.7 Simulation 

BEM and FEM are proven choices at low frequencies, but other options exist for high frequency 

simulation. Application of surface-based geometrical acoustics methods is an avenue with particular 

potential, and this could inform the design of more realistic sound field specifications too (6.1.5). 
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A1  Conversion Between Third-Octave Band and 
PSD Data 

Conversion between third-octave-band SPLs and PSD is necessary because of two slightly conflicting 

requirements: NASA-STD-7001b requires that the MEFL for acoustic tests be stated in third-octave 

bands, but NASA-HDBK-7010 recommends FFT-based PSD control. Various MSI-DFAT and Spectral 

Dynamics papers mention that the Jaguar controller has a methodology for this conversion built-in, 

but do not detail what it is. 

The first thing to state is that conversion from third-octave-band SPLs to PSD cannot be done 

exactly. This is because they process the signal in such different ways (outlined in section 2.2.2) and 

because both lose information during this processing. One cannot recover enough information about 

the original signal from one measure to know exactly what data the other would give. However, it is 

possible to convert between them approximately, and this section will describe that process. 

Notably they differ in three ways: i) their analysis bandwidths in frequency, ii) their temporal 

response and time averaging, and iii) their ‘spectral leakage’. All three are discussed below. 

Differences ii and iii cannot be readily compensated for, but they are not usually very significant. 

Difference in analysis bandwidth is significant, however, and can be compensated for as follows. 

A1.1 Compensating for Analysis Bandwidth 

Consider a bandpass filter, e.g., as used in filter bank structure in Figure 2a. This collects the spectral 

energy present in the signal over some bandwidth and outputs a signal with a certain power in 

Watts. Since the filter bandwidth is in Hz, and the output power is in Watts, it follows that the 

quantity that is being collected must have units of Watts per Hz. Figure 9 shows a visual analogy. 

The quantity being collected by the filter is Power Spectral Density. It is named as such because it 

concerns the distribution of Power versus frequency (hence Spectral) and because it is a Density; it is 

a function of frequency in Hz, yet Hz also appears in the denominator of its units. In SPL, pressure 

squared is used as a proxy for power (for a plane wave, power is proportional to pressure squared), 

hence the units of acoustic PSD are Pa2/Hz. These units are seen in the lower plot in Figure 3. 

Figure 9: A visual analogy for the collection of 
Power Spectral Density (PSD) by a filter 
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A common approximation is to assume that PSD is constant within the analysis bandwidth. PSD is 

then simply power collected by the filter divided by its bandwidth. This leads to the equations in 

section 9.1.3 of the ECSS-E-HB-32-26A handbook, which Alvarez et al. [13] cite for their conversion 

methodology. This states that for a band with centre frequency 𝑓c and SPL 𝐿𝑝, the PSD 𝑆𝑝𝑝,𝒟 at the 

centre frequency 𝑓c should be set as: 

𝑆𝑝𝑝,𝒟(𝑓c) ≈
1

Δ𝑓
𝑝ref

2 10𝐿𝑝(𝑓c) 10⁄ . 1 

Here, 𝑝ref = 20𝜇Pa is the reference pressure for dB SPL and Δ𝑓 is the bandwidth of the fractional 

octave band. For whole octaves Δ𝑓 = (𝐺1 2⁄ − 𝐺−1 2⁄ )𝑓c = 0.7071𝑓c and for third-octave bands 

Δ𝑓 = (𝐺1 6⁄ − 𝐺−1 6⁄ )𝑓c = 0.2316𝑓c, where 𝐺 = 100.3 ≈ 2 as defined in BS EN / IEC 61260-1:2014. 

Filter bandwidth Δ𝑓 therefore increases with centre frequency 𝑓c. When PSD is plotted on a log-log 

axis, as is done in Figure 3, the 1 Δ𝑓⁄  term in eq. 1 leads to a − log 𝑓c term. This gives the PSD in the 

lower plot of Figure 3 a -3 dB per octave tilt to the right compared to the third-octave-band SPL in 

the upper plot. 

The FFT algorithm outputs the amplitude spectrum 𝑃(𝑓) at a discrete set of frequencies 𝑓𝑛 =

𝑓s × (𝑛 − 1) 𝑁⁄ . Here, 𝑓s is the digital sampling frequency in Hz of the incoming signal data, 𝑁 is the 

length of the FFT analysis block in samples, and 𝑛 is an integer between zero and 𝑁 − 1. The 

bandwidth of an FFT line is  Δ𝑓 = 𝑓s 𝑁⁄ = 1 𝑇⁄ , where 𝑇 is the length of the signal block in seconds. 

Hence FFT lines are spaced uniformly in frequency and have constant bandwidth.  

Since the FFT lines have a bandwidth, it follows that the FFT analyser depicted in Figure 2b doesn’t 

output PSD directly. Instead, it outputs Power Spectrum data 𝑆𝑝𝑝 (i.e. not a density). To calculate 

PSD 𝑆𝑝𝑝,𝒟 from 𝑆𝑝𝑝 the same approach as eq. 1 is used, giving:  

𝑆𝑝𝑝,𝒟(𝑓𝑛) ≈ 𝑆𝑝𝑝(𝑓𝑛) Δ𝑓⁄ . 2 

The reverse of this is used when synthesising, by inverse FFT, a noise signal from a PSD specification. 

The method in eq. 1 gives PSD values at the centre frequencies of the third-octave-bands. How the 

PSD target is interpolated in-between these is a decision left to whoever implements the controller. 

It can be seen in Figure 3 that Spectral Dynamics interpolate linearly between these, which is a 

reasonable approach given that the noise spectrum aims to be smooth. However, if one were to pass 

the resulting PSD through a third-octave-band analysis network, one will find that the interpolation 



Hargreaves J. A. Literature Review of Direct Field Acoustic Noise (DFAN) Testing 

© University of Salford 2022   Page 80 of 100   

affects the SPL in each band, so some fine adjustment is required. This can be coded fairly readily as 

a simple optimisation loop but is another aspect that controller designers must get correct. 

A1.2 Temporal Response and Time Averaging 

The second difference between structures for measuring third-octave bands and power spectral 

density is how they respond versus time. This includes both the time it takes the frequency analysis 

method to respond to incoming data, and whatever time averaging is required. 

A1.2.1 Response Time 

Frequency selectivity always incurs some response time, and the greater the level of frequency 

discrimination the longer the signal needs to be observed. This necessary to distinguish between 

similar frequency components that must be separated. In other words, finer frequency resolution 

requires longer processing time. This is Heisenberg's uncertainty principle applied to signals. 

In the fractional-octave-band filter bank depicted in Figure 2a, the filters continuously output filtered 

versions of the input signal 𝑝(𝑡), but their frequency selectively gives them some finite response 

time [11]. This is often called their ‘rise’ or ‘settling’ time. This will be longer for filters with greater 

filter selectivity, so is longer for smaller octave-fractions and lower frequencies (because bandwidth 

Δ𝑓 is a fraction of centre frequency 𝑓c). For example, the settling time of a third-octave filter at 

several kHz is negligible, but for a 1/24th-octave filter at 20 Hz it is around two seconds. 

The FFT-based analysis in Figure 2b works differently because an FFT algorithm does not output 

filtered signals like a bandpass filter does. Instead, it analyses a block of the signal and finds the 

amplitudes and phases of many frequencies all at once. Unlike bandpass filters, which can be 

implemented in analogue circuitry or digitally, an FFT is only possible with digital signals. This means 

the input signal 𝑝(𝑡) in Figure 2b is sampled at some sampling frequency 𝑓s. Again, there is a trade-

off between observation time and frequency selectivity. Each block of 𝑁 samples of 𝑝(𝑡) is trans-

formed to give the amplitude spectrum 𝑃(𝑓) with frequency resolution Δ𝑓 = 𝑓s 𝑁⁄ = 1 𝑇⁄ , where 𝑇 

is the length of the signal block in seconds. If finer frequency resolution is desired then the analysis 

block length must be increased, so measurements of 𝑃(𝑓) are produced less frequently. 

A1.2.2 Time Averaging 

Both methods, third-octave-band filtering and PSD via FFT, include time averaging. Time averaging is 

appropriate because flight acoustic conditions are stochastic. The detail of the pressure field will be 

different for every second of every flight. But their power statistics are stationary, so when averaged 
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over time they show predictable power spectra [12]. These are the conditions that acoustic tests aim 

to reproduce with their shaped noise signals. The pressure field imposed on the test article will 

therefore vary randomly in any instant, but a successful test will see its time-averaged power spectra 

meet the MEFL SPL specification. How long this time-averaging is performed for can affect that 

result, especially if the averaging period is too short. Section 4.4.1.7 of NASA-STD-7001b remarks on 

“the time duration the sound pressure spectrum should be computed over”, but this is worded in a 

way that is ambiguous in whether it is referring to the averaging duration or test duration. 

Fractional-octave-band analysis has a single time averaging process in each branch. Often this time 

averaging is exponential, as required by BS EN 61672-1:2013 for sound level meters, giving it its own 

rise (or ‘integration’) time. BS EN 61260-1:2014 however requires that time averaging be performed 

linearly over a chosen time interval 𝑇, meaning SPL measurements are updated every 1 𝑇⁄  seconds. 

In an FFT-based scheme, the estimate for PSD is averaged over multiple blocks (indicated by the ⊕ 

symbol in Figure 2b). Again, this may be ‘exponential’ or use a fixed number of blocks (linear). The 

more blocks averaged, the better the accuracy of the final estimate. The total averaging time is 

therefore 𝑀 × 𝑇  for linear averaging assuming no block overlap, where 𝑀 is the number of blocks 

and 𝑇 is dictated by the required frequency resolution Δ𝑓 by 𝑇 = 1 Δ𝑓⁄ . 

Usually, the averaging time is longer for an FFT-based scheme than it is for a fractional-octave band 

scheme. MSI-DFAT and Spectral Dynamics appear to use a standard 3.125 Hz resolution for their 

control system – this is reported in several of their papers. This gives a 320 ms FFT duration, which is 

not very long in itself but can easily multiply up to several seconds total averaging time with a fairly 

modest number of averages 𝑀, which is significant in a test that may only last 30 seconds. For 

example, an early DFAN test by Siemens [13] had a problem where averaging time led to the control 

loop duration only updating every 8 seconds, meaning it didn’t converge within the 30 second test 

duration; this resulted in under-excitation of the test article. More recently, Schick et al (2021) claim 

this can compromise control system response time and suggested it could impact the effectiveness 

of over-testing safety cut-outs [68]. 

A1.2.3 Spectral Leakage 

The third and final difference between third-octave-band filtering and PSD via FFT is to what degree 

‘spectral leakage’ occurs. This means to what extent the measured power or SPL in a particular band 

is affected by frequencies outside that band. The aforementioned frequency selectivity versus 

observation time trade-off means this is inevitable, but it is desirable to minimise it. The design 

tolerances for fractional-octave-band filters are given in BS EN / IEC 61260-1:2014. Inevitably the 
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filters overlap a tiny amount in frequency, but they meet their neighbours at the band-edges at 

roughly -3 dB to ensure the sum over bands is as close as possible to the total power in the signal. In 

an FFT-based scheme, the spectral leakage is defined by the Fourier transform of the ‘Window’ 

function that is applied to the signal block pre-FFT (see Figure 2b). Neither of these should be 

significant for a spectrum that is smooth, as noise from turbulence gives, but they are worthy of 

mention. 
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A2 Supplementary Information on Diffuse Fields 

A2.1 Lower Theoretical Limit on Signal Coherence 

The spatial correlation trend for a diffuse field 

is found by starting with the ‘random wave 

model’, that is, a sum of plane waves from 

different directions with random amplitudes 

and phases. The limit is taken both for the 

number of constituent waves and how long 

they are averaged for, giving their expected 

value. Cook et al. [23] were the first to study 

this in 1955, which included validation against 

reverberation room measurements. They showed that the correlation coefficient for two spaced 

microphones in a diffuse sound field equals sinc(𝑘𝑟), where 𝑟 is the distance in metres between the 

microphones and 𝑘 = 2𝜋𝑓 𝑐0⁄  is the wavenumber in radians per meter (𝑐0 is the speed of sound). 

This was used as a validation check for numerical models by both Gardner et al. [17]  and Rouse [87]. 

Coherence measured by FFT follows the same magnitude trend [20,24], with 𝛾𝑥𝑦
2 (𝑓, 𝑟) = sinc2(𝑘𝑟).  

This is plotted for three example values of microphone separation 𝑟 in Figure 10. Because it is a 

function of 𝑘 × 𝑟, the sinc2 trend will appear as a function of frequency if considering fixed 

microphone locations, as done in Figure 10, or as a function of separation distance if plotting for a 

fixed frequency. A further short tutorial on this topic can be found within Underwood (2021) [47]. 

This limit are the lowest achievable values of coherence for microphones that are sensing the same 

pressure field, assuming there are not sources in the nearfield. Values lower than this can then only 

occur due to either insufficient averaging, non-linearity, or corruption of the measurement by other 

incoherent noise (e.g. electrical interference on the microphone cables). The most recent results 

from MSI-DFAT [22] claim, however, to be able to beat this limit. This is presumably possible due to 

nearfield (evanescent) effects that aren’t accounted for in the theoretical diffuse field model [15]. 

Figure 10 shows that this limit has the potential to skew coherence results within the operational 

frequency range of DFAN if measurement microphones are close together. Practitioners should be 

aware that high coherence between close microphones at the very lowest frequencies is not 

necessarily a failing of their systems, but an intrinsic property of a diffuse field. Alex Carrella of MSI-

DFAT has recently proposed a ‘Diffusivity Coefficient’ that is (partially) aimed at achieving this [25]. 

Figure 10: Theoretical value of coherence in a 
diffuse field plotted for three microphones 

spacings. 
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These statistics are appropriate for use in RATF and DFAN. But it is worthy of note that they can also 

be modified to account for the case where the acoustic medium has some flow velocity relative to 

the structure [35], as occurs in flight for any external surface exposed to the atmosphere. This is 

called convected coherence. Such a correction can, for example, allow the correlation statistics of 

flowing fields to be observed more clearly [96]. 

A2.2 Sound Field Isotropy Metrics 

Measuring sound field isotropy requires consideration of the directions in which energy is flowing in 

an acoustic field. In 3D, propagation angle can vary over a sphere, hence we seek a profile of power 

density versus azimuth and elevation. Nolan and co-workers [52,53] show their results like this, 

making them much more intuitive to understand than the plots by Gardner et al. in Figure 5.  

Figure 11 shows two example plots by Nolan et al., both reproduced from [52]. The darkness of a 

circle indicates the amplitude of sound propagation in that direction. Figure 11a shows a diffuse field 

where all directions have equal energy, whereas in Figure 11b most energy is concentrated in the 

positive 𝑘𝑥 direction (the grey bands are sidelobes due to finite measurement aperture). The axis 

labels, 𝑘𝑥, 𝑘𝑦 and 𝑘𝑧, are components of a Cartesian vector 𝐤 = [𝑘𝑥  𝑘𝑦 𝑘𝑧] that indicates sound 

propagation direction, just as azimuth and elevation do*. The radius of the sphere is the 

wavenumber 𝑘 = 2𝜋𝑓 𝑐0⁄ , and 𝑘𝑥
2 + 𝑘𝑦

2 + 𝑘𝑧
2 = 𝑘2.  

 

* If positive elevation 𝜙 is taken to be in the positive 𝑘𝑧 direction and zero azimuth 𝜃 is taken to be 

in the positive 𝑘𝑥 direction, then 𝑘𝑥 = 𝑘 cos 𝜃 cos 𝜙, 𝑘𝑦 = 𝑘 sin 𝜃 cos 𝜙, and 𝑘𝑧 = 𝑘 sin 𝜙. 

Figure 11: Magnitude of the wavenumber spectrum 𝑃(𝐤) in: a) an isotropic sound field; b) in a sound field 
where propagation occurs in primarily one direction. Reproduced with permission from Nolan et al (2020)  

a) b) 
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Decomposing data is this way is called a wavenumber spectrum. Figure 5 by Gardner et al. also 

shows wavenumber spectrum data, it is just computed and presented slightly differently. In fact, the 

plotting style of Gardner et al. is more commonly seen in the literature because it comes directly 

from spatial FFT of data from a planar microphone array. Such wavenumber spectrums are the basis 

of Nearfield Acoustic Holography [97], but there they are complex pressure amplitudes with phase. 

The innovation here is their use to characterise diffuse fields. 

To understand how the more intuitive plotting style of Nolan relates to the plots of Gardner et al., 

note first that Figure 5a and Figure 11a both show diffuse fields. Second, note that they both have 

axes 𝑘𝑥 and 𝑘𝑦. Figure 5a is therefore rather like a top-down view of Figure 11a, with all the energy 

in the sphere collapsed down into the plane. The 𝑘𝑧 component of direction is however not 

completely lost from Figure 5a. It can be deduced from 𝑘𝑥 and 𝑘𝑦 by 𝑘𝑧
2 = 𝑘2 − 𝑘𝑥

2 − 𝑘𝑦
2. What is 

however lost is the distinction between positive and negative 𝑘𝑧, that is whether sound is travelling 

upwards or downwards. 

Acoustic intensity in a diffuse field is clearly independent of solid angle in Nolan’s Figure 11a, but the 

coordinate transform to obtain Figure 5a obscures this. When mapped down into a plane, the power 

distribution becomes 𝑆𝑝𝑝(𝐤) = 2𝜋 𝑘√𝑘2 − |𝐤|2⁄  [98]. Here 𝐤 is taken to only include the 

wavenumbers used as axes, hence |𝐤|2 = 𝑘𝑥
2 + 𝑘𝑦

2. This quantity is plotted in Figure 12. It is seen to 

have a ‘bowl’ shape. One can think that the collapsing of the sides of the sphere gives the rim the 

most energy, whereas the collapsing of the top and bottom of the sphere around 𝑘𝑥 ≈ 𝑘𝑦 ≈ 0 gives 

a minimum value 𝑆𝑝𝑝(𝟎) = 2𝜋 𝑘2⁄  at the centre of the bowl. The rim value is theoretically infinite, 

but this is not seen in practice due to finite measurement aperture effects. 𝑘𝑥 = 𝑘𝑦 = 0 denotes 

sound propagation perpendicular to the measurement plane (upwards or downwards) and the ring 

where 𝑘𝑥
2 + 𝑘𝑦

2 = 𝑘2 denotes sound that is propagation tangentially in some azimuthal direction. 

Figure 12: Plot of the theoretical wavenumber power spectrum 𝑆𝑝𝑝(𝐤) for a diffuse 

field, collapsed onto a 2D space of co-planar wavenumbers (𝑘𝑥 and 𝑘𝑦) 
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Accordingly, the interpretation of Figure 5 given in section 2.3.3.2 can be confirmed. The filled circle 

in Figure 5a shows a diffuse field, equivalent to what is plotted in Figure 12 and Figure 11a. But the 

open ring in Figure 5b would map back to a sphere with all its energy at its equator and nothing at its 

poles, hence energy is indeed constrained to propagation directions within a horizontal plane. 

Figure 13 is included to illustrate how a modal 

soundfield might appear on a wavenumber 

spectrum. This shows a vibration amplitude 

spectrum measured for a vibrating panel 

using a laser doppler vibrometer [99]. Clearly 

this is not an acoustic mode, but the spatial 

vibration data measured by the vibrometer is 

analogous to the pressure data that would be 

measured by an array of microphones. 

Modes possess stronger patterns of variation 

in some directions than others. This is related 

to their interpretation as ‘orbits’. The wavenumber spectrum picks this up. The majority of energy is 

still close to the ring where 𝑘𝑥
2 + 𝑘𝑦

2 = 𝑘2 – it can deviate off this due to nearfield effects – but it is 

clear that energy is concentrated in two opposing directions that cause the yellow peaks. In short, 

the wavenumber spectrum analysis clearly shows that the soundfield is not diffuse. 

A possible way in which Nolan and co-worker’s analysis could be extended might be by considering 

the coherence between the different wave directions. This would test the ‘random phases’ part of 

the diffuse field definition, complementing the energy isotropy requirement. Nolan’s methodology 

cannot consider phase because the wavenumber spectrums are averaged in amplitude over a 

fractional octave band before the isotropy metric is extracted. This loses the phase information. 

Omitting this step and analysing the wavenumber spectrums separately at each FFT bin frequency, 

would allow relative phase in different directions to be computed. But even this is likely not what is 

important in DFAN. What is important is the time evolution of that phase relationship, since that 

defines if the waves propagating in these directions are coherent or not. To compute that, the 

wavenumber spectrum must be computed for each FFT block separately, then coherence computed 

for the PSDs of the different wave directions. This would be an interesting metric to investigate. 

Figure 13: Plot showing a wavenumber amplitude 
spectrum for vibrating panel. Reproduced with 

permission from Esposito et al (2020). 
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A3 Supplementary Information on Modal Sound 
Fields 

A3.1 Modelling of Modes in a DFAN Cavity 

Acoustic eigenmodes of the cylinder of air enclosed by the loudspeaker array are widely reported as 

being an issue for DFAN. These can be studied either analytically or using FEM. The former has the 

advantage of simplicity. The latter has the advantage of being able to handle complex geometry. 

Guidelines in NASA-HDBK-7010 recommend that systems be simulated as part of pre-test 

preparation, and this is increasingly being done. However, these do not directly compute or display 

the eigenmodes. Instead, they are usually Frequency Response models, which show pressure and 

vibration distributions in response to excitation of specified amplitude at a range of specified 

frequencies. A likely reason is that most simulation software applied is based on BEM, and BEM does 

not readily allow eigenfrequency solution. The only analysis of DFAN eigenmodes found in this 

literature review was the 2012 paper by Kolaini et al. [8], results from which are reproduced in a 

2012 presentation [44] and NASA-HDBK-7010. This is an analytical model of the eigenmodes. 

In this section that model will be presented. This is included because the presentation in ref [8] is 

incomplete. Notably, the separated partial differential equation and boundary conditions are stated, 

but the final form of the solution is not. Additionally, the results are not presented in a very clear 

way and do not agree with our calculations, which have been validated with a commerical FEM code. 

The models are defined in cylindrical coordinates; radius 𝑟, azimuth 𝜃 and height 𝑧 (Figure 14). The 

cylinder used here matches that used by Kolaini et al. [8], which is based on the 2011 tests at APL 

(also reported by Maahs [7,26]). It has height 𝑍 = 150” ≈ 3.81m and diameter 𝑅 = 96" ≈ 2.4m. 

The boundary conditions used by Kolaini et al. were as follows: 

• Rigid floor: 𝜕𝑃 𝜕𝑧⁄ = 0 at 𝑧 = 0.  

• Rigid loudspeaker stacks: 𝜕𝑃 𝜕𝑟⁄ = 0 at 𝑟 = 𝑅.  

• Top of stack pressure release condition: 𝑃(𝑍) = 0. 

With this being a 3D problem, there are three mode indices. For a 

cylindrical domain these are azimuthal mode number 𝑚, radial mode 

number 𝑛 and vertical mode number 𝑙. 

 

𝜃 

𝑧 

𝑦 

𝑥 

𝑧 

𝑟 

Figure 14: Cylindrical  
Coordinate System 
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The mode shapes have the form: 

𝜓𝑚.𝑛.𝑙
(𝑟, 𝜃, 𝑧) = 𝐽𝑚(𝑘𝑚,𝑛𝑟) × cos(𝑚𝜃) × cos(𝑘𝑙𝑧). 3 

Here 𝐽𝑚 is a Bessel function of order 𝑚, 𝑘𝑚,𝑛 is the wavenumber component in the horizontal plane, and 𝑘𝑙 is 

the wavenumber in the vertical plane. The total wavenumber 𝑘𝑚,𝑛,𝑙 of this mode is the Pythagorean sum of 

these, 𝑘𝑚,𝑛,𝑙
2

= 𝑘𝑚,𝑛
2

+ 𝑘𝑙
2
, and frequency can be found by 𝑓 = 𝑘𝑐 2𝜋⁄ , hence the modal frequencies are: 

𝑓𝑚,𝑛,𝑙 =
𝑐

2𝜋
√𝑘𝑚,𝑛

2 + 𝑘𝑙
2. 4 

Valid values of 𝑘𝑙 are 𝑘𝑙 = 2𝜋(2𝑙 + 1) 4𝑍⁄ . 

Valid values of 𝑘𝑚,𝑛 correspond to the 𝑛th value 

of 𝑘𝑟 for which 𝑑𝐽𝑚 𝑑𝑟⁄ (𝑘𝑟) = 0 with 𝑟 = 𝑅. 

More commonly one would convert to a 

normalised radial wavenumber 𝜅𝑚,𝑛 = 𝑘𝑚,𝑛𝑅 

and then search for the 𝑛th value of 𝜅 for which 

𝑑𝐽𝑚 𝑑𝜅⁄ (𝜅) = 0. These points are illustrated 

in Figure 15. They can be computed by search 

routine or looked in up tables, such Eq. 6.28 

of [100].  

Values of 𝑓𝑚,𝑛,𝑙 resulting from eq. 4 are shown 

in Table 1 for the cavity geometry of the 2011 

tests at APL. This shows only values that are 

smaller than 200 Hz and for which 𝑚, 𝑛 and 𝑙 

are all 2 or less. Note that some modes with 

𝑚 = 3 occur below 150 Hz, but these are not 

shown here. What is notable about these 

frequencies, which have been validated 

against a commerical FEM package, is that 

none of them match the frequencies in ref [8]. 

The reason for this is not known. 

The corresponding mode shapes, as defined 

by eq. 3, are plotted in section A3.1.2. 

 

Figure 15: Bessel functions 𝐽𝑚(𝜅) and values 

𝜅𝑚,𝑛 where  𝑑𝐽𝑚 𝑑𝜅⁄ (𝜅𝑚,𝑛 ) = 0 

𝒎 𝒏 𝒍 𝒇𝒎,𝒏,𝒍 (Hz) 

0 0 0 22.51 

1 0 0 47.55 

0 0 1 67.52 

2 0 0 73.03 

1 0 1 79.45 

0 1 0 90.02 

2 0 1 96.88 

0 1 1 110.25 

0 0 2 112.53 

1 0 2 120.07 

1 1 0 123.34 

 

𝒎 𝒏 𝒍 𝒇𝒎,𝒏,𝒍 (Hz) 

2 0 2 132.25 

1 1 1 138.80 

0 1 2 142.34 

2 1 0 154.19 

0 2 0 161.15 

1 1 2 165.44 

2 1 1 166.81 

0 2 1 173.27 

2 1 2 189.55 

1 2 0 195.24 

0 2 2 195.26 

 
Table 1: Undamped natural frequencies of analytical 
modes of the APL test cavity, shown for frequencies 

below 200Hz and mode orders (𝑚, 𝑛, 𝑙) below 3. 
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A3.1.1 Comments on the realism of the boundary conditions 

This section concerns the boundary conditions used by Kolaini et al., as restated in section A3.1.  

The rigid floor condition is a realistic assumption. Test chambers have floors of extremely heavy 

construction.  

The loudspeaker stack rigid boundary condition is also fairly realistic. Factors it omits are: 

• The gaps between the loudspeakers. These are often quite small however, so can either be 

ignored or could be accounted for by an appropriate slit impedance [48]. 

• The compliance of the loudspeaker drivers. This can be approximated by an impedance 

boundary condition, either applied as an average over the front area of the cabinet or just to the 

respective cones. 

The top of the cavity presents the most uncertainty. In reality there is no boundary here; the 

loudspeaker arrays stop but the air continues. But an analytical model requires a boundary condition 

to be chosen. The pressure release condition chosen by Kolaini is not realistic and is known to give 

inaccurate results. For equivalent pipe resonance or duct radiation problems, it is common to use an 

‘end correction’ [40]. This adds some hypothetical extra length onto the end of the pipe to account 

for the additional mass of air that is not inside the pipe but which moves with it. Such an approach 

could be used here, but standard corrections only exist for the zeroth radial and azimuthal mode 

orders. Hence it may be easier to resort to FEM than develop this analytical model further. This is 

done in [41]. Choices in FEM include terminating the simulation volume anechoically using a 

Perfectly Matched Layer (PML) or simulating the entire enclosing room [27,37]. 
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A3.1.2 Plots of Analytical Mode Shapes 

Table 2: Mode shapes with azimuthal mode number m=0. Colour intensity indicates pressure on a linear scale, 

with red and blue indicating opposite polarity, and white indicating nodal regions of zero pressure. 
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Table 3: Mode shapes with azimuthal mode number 𝑚 = 1. Colour intensity indicates pressure on a linear 

scale, with red and blue indicating opposite polarity, and white indicating nodal regions of zero pressure. 
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Table 4: Mode shapes with azimuthal mode number 𝑚 = 2. Colour intensity indicates pressure on a linear 

scale, with red and blue indicating opposite polarity, and white indicating nodal regions of zero pressure. 

 𝑛 = 0 𝑛 = 1 𝑛 = 2 

𝑙
=

0
 

   

𝑙
=

1
 

   

𝑙
=

2
 

   
 

  



Hargreaves J. A. Literature Review of Direct Field Acoustic Noise (DFAN) Testing 

© University of Salford 2022   Page 93 of 100   

A3.2 Summary of the Modal Interaction Model 

Acoustic coupling between structures and enclosed (or surrounding) volumes of air is well-

documented in the vibroacoustics literature. The clearest statement of this in modal terms is the 

Modal Interaction Model [21]. This considers how the coupled modes can be explained through 

combinations of the acoustic modes with rigid boundary conditions and the in-vacuo structural 

modes. The full version of this is quite subtle in its detail, notably that the coupled modes could be 

quite different from the uncoupled modes they are built from. The main point to be picked up here 

however is the notion of representing coupled modal systems through matrices. This is illustrated 

through some simplified* examples in Figure 16, which gradually build in complexity. 

Figure 16a shows how two monopole volume velocity sources produce modal responses. The degree 

of modal excitation is defined by: i) where the monopole sits on the mode shape 𝜓𝑎(𝐱); it cannot, 

for example, drive it if it lies on a nodal plane. This is captured for each combination of mode and 

source in the 5-by-2 orange matrix on the right. This therefore explains the spatial coupling.  

ii) a diagonal matrix Λa that contains the frequency-dependent term for each mode. This has entries 

with magnitude inversely proportional to |𝑓𝑛
2 − 𝑓2|, where 𝑓𝑛 is the (complex) eigenfrequency for 

this mode and 𝑓 is the excitation frequency. It is diagonal because all modes operate independently. 

Figure 16b extends this to show how three microphones sample the pressure distribution at three 

locations. Another matrix of modes shapes 𝜓𝑎(𝐱) appears, this time containing values equal to all 

combinations of all five mode shapes sampled at all three microphone positions. As with similar 

terms for sources, it is possible for microphones to lie on the nodal plane of a mode. Whereas for 

sources this defined whether they could or couldn’t excite a mode, here this defines whether a 

microphone can or cannot observe a mode. 

Notably, Figure 16b is the matrix form of the modal summation equation for a monopole source (or 

in this case two monopoles), as given in eq. 3.12 of ref. [42]. Note that the receivers and sources are 

countable, but the number of modes should really be infinite; here the vectors and matrices are 

drawn with just five modes for illustrative clarity. 

 

* A key simplification is that coupling is shown as unidirectional, whereas in reality it is bidirectional. 
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Figure 16c extends the model to include excitation by a DFAN loudspeaker array. The number of 

drives is finite, but the acoustic source is now a velocity distribution over a boundary – the faces of 

the loudspeaker cabinets. This leads to the introduction of the first spatial coupling matrix 𝒞da 

(coloured purple), where the subscripts d and a indicate drives and acoustic modes respectively. It 

has a column for every drive and a row for every acoustic mode. Its entries involve a boundary 

integral that computes the spatial match between the acoustic mode and the distribution of 

loudspeaker cones moving in response to that drive signal. Seeing this immediately suggests that this 

distribution, in other words the loudspeaker connection matrix, could be set so to match a subset of 

modes. This would diagonalize a least some portion of 𝒞da, such that individual modes up to some 

order can be controlled, and is one aspect of Wave-Domain Adaptive Filtering [51]. 

Figure 16d extends this further and introduces structural coupling. Now there is a second coupling 

matrix 𝒞as, this time involving the spatial match between acoustic mode shapes and structural mode 

shapes, and a second diagonal matrix Λs that gives the frequency-dependent behaviour for each 

Figure 16: Simplified modal 
interaction model, building 
up from acoustic response  
in a room to a structurally coupled 
model for DFAN: 

a) 2 monopoles to 5 acoustic 
mode amplitudes, 

b) 2 monopoles to 3 microphones 
via 5 acoustic modes, 

c) 4 DFAN drives to 3 micro-
phones via 5 acoustic modes, 

d) 4 DFAN drives to 4 structural 
modes via 5 acoustic modes, 

e) 4 DFAN drives to 3 
accelerometers via 5 acoustic 
modes & 4 structural modes. 
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structural mode. This has equivalent entries to Λa but the modal frequencies are the structural ones. 

The number of structural modes included here should be infinite, as is true for acoustic modes, but 

here the vectors and matrices are drawn with just four structural modes for illustrative clarity. 

The key message here is that acoustic and structural modes must match in their spatial behaviour 

(assessed by 𝒞as) and natural frequencies (assessed by Λa and Λs) before significant coupling is likely 

to occur. It is also worth noting that the coupling matrices 𝒞as play the same role as coupling loss 

factors do in Statistical Energy Analysis (SEA), but those work with statistics of modal density and 

don’t capture the fine detail of which mode couples with which, as is being considered here. There is 

more explanation of coupling loss factors in NASA HDBK-7005 sections 4.6.2 and Fahy and Gardonio 

[21] section 7.8. 

Finally, Figure 16e introduces sensing of the structural vibration field by three accelerometers. This 

introduces a matrix that samples the structural modes 𝜓s at the accelerometer positions, akin to the 

mode pressure sensing matrix in Figure 16b. As with microphones, this shows that accelerometers 

may not be able to observe all modes, and/or will observe them with differing response. 

Caveats to the above simplified model that are relevant in DFAN applications include: 

i) That structural modes may not be truly decoupled (i.e. Λs is not diagonal) due to damping 

and/or non-linearity, the latter being especially relevant to high-amplitude testing. 

ii) That it is signal cross-correlations, not individual signal frequency spectra as shown above, 

that are of interest when considering system response to stochastic excitation, or its control 

via MIMO techniques. In this case, modes of the structure are still of interest, but the 

acoustic field is not described modally since modes imply spatial coherence. Instead, it is the 

acoustic field’s spatial coherence that is the driving quantity, or more precisely the 

interaction of that with the structural mode shapes. This is described by the ‘cross-

acceptance function’, or approximately by the diagonalised ‘joint acceptance function’. 

These considerations are discussed in section 5 of NASA-HDBK-7005. 
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A4 Primer on MIMO Control System Theory 
This section will give a brief primer on control system operation and theory. The details of control 

algorithms are given in the relevant papers, e.g. [47,76], but these assume some base knowledge in 

control system theory that readers may not possess. The aim of this section is therefore to give an 

overview of, and some context to, the key features to aid comprehension of those papers, and relate 

them to what has been discussed elsewhere. It does not aim to cover the available control 

algorithms in depth, not least because some details of these are protected IP. Another useful 

introductory resource on this topic is the 2017 Sound & Vibration review by Underwood et al [71]. 

A4.1 Open-Loop ‘Forward’ Equalisation of a System 

The objective of the control system is to set the vector of pressures at the control microphones 𝐩 to 

be as close as possible to some target 𝐭. Here only a single frequency is considered – the operation 

must be repeated for all frequencies requiring control. The pressures are set by the vector of drives 

𝐝 by 𝐩 = 𝐇𝐝. Here 𝐇 is a matrix of transfer functions, where the entry 𝐇[𝑚, 𝑛] = 𝐩[𝑚] 𝐝[𝑛]⁄  is the 

transfer function from the 𝑛th drive (in isolation) to the 𝑚th microphone, at the frequency being 

considered. 𝐇 can be measured using the dual-FFT structure in Figure 4 by ‘playing’ each drive in 

isolation, or by a MIMO version of this process [47]. For the former, the transfer function 𝐻x𝑦 from 

signal 𝑥 to signal 𝑦, where 𝑥 would be a drive and 𝑦 would be a pressure at a microphone, is 

measured from the auto and cross power spectra by  𝐻𝑥𝑦(𝑓) = 𝑆𝑥𝑦(𝑓) 𝑆𝑥𝑥(𝑓)⁄ .  

The job of the control system is to set the drive amplitudes and phases in 𝐝. These can be expressed 

as the target pressures 𝐭 multiplied by a control matrix 𝐂, so 𝐝 = 𝐂𝐭. 𝐂 could be realised by a matrix 

of graphic equalisers, but more commonly it would be realised with bespoke digital filters.  

A ‘forward’ equalisation process is depicted in Figure 17. Being ‘open-loop’ there is no feedback 

process yet. The system transfer function matrix 𝐇 is measured, and from it an optimal choice for 𝐂 

is made. But after this no further corrections are made, which makes sense if 𝐂 is already optimal. 

The question is how to set 𝐂. If the system is linear then a seemingly simple answer is to set matrix 𝐂 

to be the inverse of 𝐇; so  𝐂 = 𝐇−1. This gives 𝐩 = 𝐇𝐝 = 𝐇𝐂𝐭 = 𝐇𝐇−1𝐭 = 𝐭. The achievement that 

𝐩 = 𝐭 exactly depends on 𝐇 being square, meaning the number of control microphones equals the 

number of drives, and invertible. If it is not square, then a pseudo-inverse 𝐂 = 𝐇† can be used, 

giving the result that 𝐩 ≈ 𝐭 if the number of drives is smaller than the number of microphones (or if 

𝐇 is rank deficient).  There are not enough independent drive channels to ensure that 𝐩 = 𝐭. 

https://en.wikipedia.org/wiki/Moore%E2%80%93Penrose_inverse
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Inverting a matrix in this way can however have undesirable consequences, notably:  

• Eigenmodes of the system that were only weakly measured by 𝐩 tend to be amplified at other 

locations. 

• No constraint has been placed on the amplitudes of the drives 𝐝, hence these will often be set 

with extremely large amplitude but differing phase, fighting against each other to achieve a 

nearly impossible value of 𝐩.  

Both phenomena are deeply undesirable for DFAN, negatively affecting sound field uniformity and 

drive power (and thus system efficiency) respectively. The latter is related to the condition number 

of 𝐇; bigger values will see this effect occur to a greater extent. It can be mitigated by using the 

regularised inverse of 𝐇, which simultaneously sets bounds on the norm of the error ‖𝐩 − 𝐭‖ and 

the drives ‖𝐝‖, ensuring the latter are not set with large amplitudes to chase an unachievable target 

for 𝐩. The regularisation parameter sets the relative weight of these criteria. In this case, having 

more control mics than drive channels is desirable, because it causes the regularised inversion to 

settle towards a solution that minimises the error versus the target in more locations. 

A4.2 Closed Loop Control – Adaptive Equalisation 

The ‘forward equalisation’ strategy in the previous section assumes also that the system being 

equalised is linear and time-invariant. In this case the system can be measured, equalised and then 

left without further adjustment because ‘time-invariance’ implies that it will not change. 

This is not the case for DFAN systems, as discussed in section 4.1. Notably, their efficiency reduces 

over time due to power compression. The controller therefore needs to monitor the control 

microphones and adjust the drives to compensate for this. This is a form of closed loop control, but 

what it implements is best called Adaptive Equalisation in our opinion, because it is system 

equalisation that is adapting to changing circumstances. Notably, this control loop is adapting very 

slowly compared to what would be required, e.g., in Active Noise Control applications. 

In an adaptive system, new measurements 𝐩𝑖  are taken and new values of the drives 𝐝𝑖  are set as 

time progresses. The initial settings (𝑖 = 0) might be as above: 𝐝0 = 𝐂𝐭. But subsequent drive 

Figure 17: Forward equalisation of a system 

https://en.wikipedia.org/wiki/Condition_number
https://en.wikipedia.org/wiki/Tikhonov_regularization
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settings will adapt to measurements, e.g. using: 𝐝𝑖+1 = 𝐝𝑖 + 𝛼𝐂(𝐭 − 𝐩𝑖). This equation would adjust 

the drives iteratively to correct for disagreements between measured 𝐩𝑖  and the target 𝐭. 𝛼 is a 

coefficient that dictates how fast the control system responds to correct itself. Note that this is a 

simplified update scheme for illustrative purposes. Real schemes are more sophisticated. A 

controller may also iteratively update its estimate of 𝐇, and from this its control matrix 𝐂 too. 

Such a regime can compensate for power compression. As measurements 𝐩𝑖  start to drop away 

from the target 𝐭 due to reducing loudspeaker efficiency, the controller will increase the amplitudes 

of the drives 𝐝𝑖+1 to compensate, such that 𝐩 = 𝐭 is maintained. Indeed, looking for drive 

amplitudes increasing over time is an effective way to observe if power compression is occurring.  

Less obviously, adaptive equalisation can also compensate for system non-linearity. Non-linearity 

means that adjustments at one frequency will cause changes at other frequencies too. This would be 

a very challenging problem to invert mathematically, but using an adaptive controller means this is 

not necessary. Adjustments at one frequency at one iteration may cause unintended changes in 

another frequency. But at the next iteration, those will be compensated for by the drive adjustment. 

Hence the system will gradually settle towards 𝐩 = 𝐭, even with some non-linearity present. 

A4.3 Controllability and Observability 

As mentioned in section A4.3, it is common for the number of pressure field observations via 

microphones to exceed the number of drives. In this case, it is unlikely that 𝐩 = 𝐭 can be exactly 

achieved, because there are not enough drive channels to ensure it. Alvarez Blanco et al. call this the 

Realizability [77] of a given target. 

Related concepts are Controllability and Observability. These pertain to the system’s state, which is a 

full mathematical description of the entire system. In DFAN, this state primarily concerns what is 

happening in the acoustic domain. These have a precise mathematical definition in control system 

theory, but for the purposes herein the following definitions suffice for discussion: 

• A system is controllable if there are enough drive channels (appropriately routed) such that all 

possible aspects of the system’s state can be controlled. In other words, no realisable system 

behaviour is beyond the influence of the controller. 

• A system is observable if there are enough sensors (appropriately located) such that all possible 

aspects of the system’s state can be observed. In other words, no realisable system behaviour is 

unseen by the controller. 
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Based on discussion in other sections of this report, section 0 and A3.2 especially, it is clear that 

DFAN systems are neither fully controllable nor fully observable. The state of the acoustic domain is 

roughly synonymous with the amplitudes and phases of the modes that are active (Figure 16). But 

even at low frequencies, where these are sparse in frequency, there are often issues with modes 

being excited in an unintended manner and/or not being captured at measurement mics. The 

proposal we make in section 2.5.3, to increase the number of drive channels and consider their 

layout informed by the cavity modes, can be thought of as trying to improve controllability. Siemens’ 

optimisation of control mic positions [70] can be thought of as trying to improve observability. The 

concepts of controllability and observability therefore offer some insight in our opinion, even if the 

complexity of the acoustic volume precludes their use in the normal way. It would be useful, in our 

opinion, to extend the realizability criterion used in the DFAN control literature to encompass some 

type of controllability and observability criteria. Notably, realizability only considered the drives and 

control microphone signals, whereas controllability and observability criterion aim to consider the 

behaviour everywhere in the system. 

A4.4 Control of Power Spectra 

The summaries given in sections above have been stated in terms of amplitudes because this gives 

simpler notation, but this is not how DFAN control is done. Instead, DFAN control is done in terms of 

power statistics [71,76]. This involves squaring 𝐝 and 𝐩, which in matrix notation is: 

𝐒𝑑𝑑 = 〈𝐝𝐝𝐻〉, 5 

𝐒𝑝𝑝 = 〈𝐩𝐩𝐻〉. 6 

𝐒𝑑𝑑 and 𝐒𝑝𝑝 are examples of what are called Spectral Density Matrices (SDMs) in the DFAN control 

literature. The combination of a column vector multiplied by its Hermitian (conjugate) transpose 

(that is what superscript 𝐻 denotes) produces a square matrix with. The angled brackets 〈⋯ 〉 denote 

averaging over multiple observations, as is depicted in Figure 4. The word “Density” in SDM implies 

that the FFT data used in these matrices should be normalised according to eq. 2 (in section A1.1). 

Comparing this to Figure 4, it is evident that each entry on the matrix diagonal is the auto power 

spectrum of one of the drive signals (or pressures for 𝐒𝑝𝑝), e.g. 𝐒𝑑𝑑[𝑚, 𝑚] = 𝐝[𝑚] × 𝐝∗
[𝑚] = |𝐝[𝑚]|2. 

This makes the diagonal values real. The off diagonals are cross power spectral density terms and are 

complex, representing the relative phase between signals at the considered frequencies. Due to the 
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presence of averaging over observations in eq. 5 and 6, the off diagonals of the SDM also have their 

magnitude compared to |𝐝[𝑚]| × |𝐝[𝑛]| scaled by the signal pair’s coherence*. 

𝐒𝑑𝑑 and 𝐒𝑝𝑝 can be related based on how 𝐝 and 𝐩 are related. Substituting 𝐩 = 𝐇𝐝 and 𝐩𝐻 = 𝐝𝐻𝐇𝐻 

into eq. 6 gives (for time-invariant 𝐇): 

𝐒𝑝𝑝 = 〈𝐇𝐝𝐝𝐻𝐇𝐻〉 = 𝐇〈𝐝𝐝𝐻〉𝐇𝐻 = 𝐇𝐒𝑑𝑑𝐇𝐻 . 7 

Equivalently, one can use the optimal value 𝐝 = 𝐇†𝐭 to perform forward equalisation of a DFAN 

system in terms of power. Using that and 𝐝𝐻 = 𝐭𝐻(𝐇†)
𝐻

 gives: 

𝐒𝑑𝑑 = 𝐇†𝐒𝑡𝑡(𝐇†)
𝐻

. 8 

Here 𝐒𝑡𝑡 ≡ 〈 𝐭𝐭𝐻〉 is a target SDM, as features in the DFAN literature and control / simulation GUIs. It 

has the target auto PSD of control mic pressure down the diagonal, which can be derived from the 

MEFL SPL target by eq. 1. The ratio of the off diagonals to this can then be set by the desired 

coherence between the microphones. An obvious way to do this would be to set this based on 

microphone separation following the theoretical lower bound given in section A2.1. Gardner and co-

workers appear to do this in simulation [27], but it is not clear if it has been tried in real systems†. 

A SDM scheme can also operate in a closed-loop structure so that it can use feedback to react to 

changing conditions. This is akin to what is discussed in section A4.2, but involves comparing 𝐒𝑝𝑝 to 

𝐒𝑡𝑡 and then using this information to update 𝐒𝑑𝑑, from which the drives are ultimately realised. This 

is how the controllers by both Spectral Dynamics and Siemens operate, but the details are complex 

and beyond the scope of this primer. The inversion may also be regularised, or the SDM updated, to 

ensure the target field is realisable and drive power is efficiently utilised [47,76]. 

 

* There is potential for confusion here because a standard SDM includes cross power spectral 

density terms, yet there is also a different matrix defined called a Cross SDM [71]. This is an SDM 

between two different sets of signals, e.g. 𝐒𝑝𝑑 = 〈𝐩𝐝𝐻〉. The Cross SDM is not generally square and 

all values in it are complex. 

† Or conversely to this suggestion, Underwood [22] recently reported that the Spectral Dynamics 

Jaguar controller can beat the sinc2(𝑘𝑟) theoretical diffuse field limit (see section A2.1). 


