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Abstract  

A fundamental question in neuroscience is how different brain regions 

communicate with each other. Sensory processing engages distributed circuits 

across many brain areas and involves information flow in the feedforward and 

feedback direction. While feedforward processing is conceptually well 

understood, feedback processing has remained mysterious. Cortico-cortical 

feedback axons are enriched in layer 1, where they form synapses with the 

apical dendrites of pyramidal neurons. The organization and dendritic 

integration of information conveyed by these axons, however, are unknown. 

This thesis describes my efforts to link the circuit-level and dendritic-level 

organization of cortico-cortical feedback in the mouse visual system. First, 

using cellular resolution all-optical interrogation across cortical areas, I 

characterized the functional connectivity between the lateromedial higher 

visual area (LM) and primary visual cortex (V1). Feedback influence had both 

facilitating and suppressive effects on visually-evoked activity in V1 neurons, 

and was spatially organized: retinotopically aligned feedback was relatively 

more suppressive, while retinotopically offset feedback was relatively more 

facilitating. Second, to examine how feedback inputs are integrated in apical 

dendrites, I optogenetically stimulated presynaptic neurons in LM while using 

2-photon calcium imaging to map feedback-recipient spines in the apical tufts 

of layer 5 neurons in V1. Activation of a single feedback-providing input was 

sufficient to boost calcium signals and recruit branch-specific local events in 

the recipient dendrite, suggesting that feedback can engage dendritic 

nonlinearities directly. Finally, I measured the recruitment of apical dendrites 

during visual stimulus processing. Surround visual stimuli, which should recruit 

relatively more facilitating feedback, drove local calcium events in apical tuft 

branches. Moreover, global dendritic event size was not purely determined by 

somatic activity but modulated by visual stimuli and behavioural state, in a 

manner consistent with the spatial organization of feedback. In summary, these 

results point toward a possible involvement of active dendritic processing in the 

integration of feedback signals. Active dendrites could thus provide a 

biophysical substrate for the integration of essential top-down information 

streams, including contextual or predictive processing. 
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Impact statement 

“Understanding the brain”, the fundamental goal of neuroscience, requires 

knowledge of how it processes information, stores memories and drives 

behaviour. A better understanding of these processes in the healthy brain will 

ultimately help us dissect the circuit, cellular and molecular mechanisms 

underlying neurological disorders and allow us to prevent, diagnose and treat 

them. Progress in these areas will be greatly aided by understanding not just 

how a given brain region processes information but how it is embedded in 

complex, brain-wide communication networks. The work in this thesis paves 

the way for measuring the organization of long-range interactions 

systematically in the awake brain using a light-based approach for interrogating 

neural circuits. Our results will be of value for anyone interested in the 

interaction of local and long-range circuits in cortex. Similar experiments could 

be used in the future to identify dysfunctional brain-wide communication in the 

diseased brain. Our work also expands the applicability of non-invasive optical 

tools for manipulating and recording brain activity in vivo. This thesis, the 

manuscript currently in review, and the recently published protocols paper I co-

authored (Russell et al., 2022), aim to further disseminate the “all-optical 

approach” and fuel a widespread adoption of this powerful technique across 

neuroscience and neurotechnology. This should be of value not only for basic 

research, but also for the development of optical brain-machine-interfaces with 

read/write ability.  

Importantly, the subject at the core of this thesis – the organization of feedback 

– is of major interest to the wider systems neuroscience community. Influential 

ideas on the functional roles of feedback, for example its role in perception and 

predictive coding are the subject of active debate, but these discussions are 

hampered by poor knowledge of how feedback is implemented on a 

mechanistic level. By relating circuit and subcellular levels of feedback 

processing, we provide a novel account of its organization, facilitating broader 

discussions and guiding future experiments. We use a combination of all-

optical interrogation and dendritic imaging to show that the circuit and dendritic 

levels of feedback organization are tightly linked. Overall, our results provide a 

leap forward for the community and should have a major impact on our 
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understanding of the mechanisms of feedback, dendritic integration, and their 

interaction.  

Finally, neuroscience and artificial intelligence (AI)/machine learning (ML) are 

synergistically co-evolving and developments in either field often spark 

progress in the other. Unravelling the principles of biological computations 

could inspire the development of better AI, which in turn could accelerate 

progress in neuroscience. The work presented in this thesis demonstrates that 

circuit and subcellular-level computations alike need to be understood to 

elucidate how the brain distributes computational loads across hierarchies. 

Advancing AI approaches, which are also structured around hierarchical 

computations, could benefit from an implementation of such biology-inspired 

features.  
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Aims of this thesis 

Sensory processing in the brain involves information flow in the feedforward 

and feedback direction between hierarchically organized brain areas. While 

feedforward signals are thought to be conceptually well understood, the role of 

feedback signals has remained mysterious, despite their suggested 

involvement in many influential theories of brain function. This gap in 

understanding is partly due to the lack of knowledge of the basic organizational 

principles underlying feedback. The main aim of this thesis is therefore to 

investigate the organization of feedback, focussing on a cortico-cortical 

feedback pathway between two visual cortical areas in the mouse. This work 

illuminates key organizational principles of a specific feedback pathway and 

could serve as a blueprint for future investigations of inter-areal communication 

between other brain areas.  

Specifically, this thesis focusses on dissecting the feedback pathway between 

the secondary visual area LM and primary visual cortex (V1) on two distinct 

levels of organization:  

1. Circuit level 

Cellular-resolution maps of functional connectivity in local cortical 

circuits have recently begun to shed light into the complex feature-

dependent relationship between activity in neurons located within one 

brain area (Chettih and Harvey, 2019; Russell et al., 2019). However, 

equivalent maps of inter-areal functional connectivity did not exist prior 

to this thesis. My first goal is therefore to generate a circuit-level 

characterization of feedback functional connectivity using a combination 

of two-photon optogenetic manipulation and two-photon calcium 

imaging across two cortical areas. These results will further our 

understanding of feedback organization in general, and are directly 

relevant to understanding the potential roles of feedback signals in 

visual processing.  

2. Dendritic level  

Feedback axons are known to synapse onto the distal apical dendrites 

of layer 5 pyramidal neurons. Their remote location and the resulting 
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distance-dependent attenuation significantly limit the influence of 

feedback inputs on somatic output (Williams and Stuart, 2002). 

Dendrites, however, have been shown to exhibit voltage-dependent 

non-linearities, which can amplify the impact certain synaptic input 

patterns have on action potential generation (Branco and Häusser, 

2010; Branco et al., 2010; Major et al., 2013). How frequently such 

amplification occurs in vivo and whether feedback engages it is 

unknown. The second main goal of this thesis is therefore to investigate 

whether feedback can engage active dendritic processing for its 

integration. These results will be relevant to understanding dendritic 

physiology in vivo, and essential to furthering our understanding of how 

feedback signals are dendritically integrated in visual cortex.  
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1. INTRODUCTION 

1.1. Computational elements of the brain: circuits, neurons, 

dendrites 

A fundamental task of the brain is to process sensory information in order to guide 

behaviour and form memories. How the brain performs the computations 

necessary for these tasks is a key question in neuroscience and can be 

approached from a variety of perspectives. Most neurons in the central nervous 

system are connected to thousands of other neurons throughout the brain (Schüz 

and Palm, 1989; Shepherd, 2004), forming widely distributed and highly recurrent 

neural circuits (Maass, 2016; Winnubst et al., 2019; Yuste, 2015). It is thought that 

the synaptic weights in these circuits, which can change on both short and long 

timescales, are key determinants of both moment-to-moment computations and 

memory storage (Kastellakis et al., 2015; Malenka and Nicoll, 1993; Martin et al., 

2000; Regehr and Abbott, 2004).  

This design also inspired the basic architecture of artificial neural networks, in 

which updates of “synaptic” weights between processing nodes iteratively refine 

the input-output transformation of the network as a whole. Artificial neural 

networks (ANNs) are, however, biologically implausible and do not accurately 

describe computations in the brain (Crick, 1999; Roelfsema and Holtmaat, 2018). 

ANNs consist of point neurons which perform thresholding operations on inputs 

terminating in a single (“somatic”) compartment. Importantly, reducing the brain’s 

computational repertoire to a simple pairwise synaptic weight matrix of such point 

neurons neglects the computational power of biological neurons (Silver, 2010). 

Neurons convert a graded incoming signal in the form of synaptic inputs into all-

or-none action potentials. This process goes far beyond summation and 

thresholding; cortical pyramidal neurons possess several layers of nonlinearities 

which enable them to perform complex computations by exploiting spatial and 

temporal correlations between inputs (Barlow and Levick, 1965; Blomfield, 1974; 

Branco et al., 2010; Gidon et al., 2020; Koch et al., 1983; Poirazi et al., 2003; 

Smith et al., 2013).  
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Among these single-neuron computations, dendritic nonlinearities stand out. 

Dendrites possess a variety of voltage-gated conductances, rendering them 

electrically excitable (Migliore and Shepherd, 2002). Electrophysiological 

recordings in brain slices have shown that synaptic inputs can interact through the 

recruitment of these voltage-dependent conductances (Nowak et al., 1984), 

enabling them to detect coincidence (Schiller et al., 2000) or sequences (Branco 

et al., 2010) of synaptic inputs, possibly in a compartment-specific manner as 

shown by computational modelling (Bicknell and Häusser, 2021). Dendrites can 

thus exploit the arrangement of synapses on the dendritic tree, increasing the 

computational diversity of cortical circuits beyond what the synaptic weight matrix 

would suggest (Fig. 1.1). Hence, it has been suggested that the dendritic branch 

is the fundamental computational unit of neurons (Branco and Häusser, 2010).  

 

Figure 1.1 | Example of single neuron computation. Cartoons illustrate the locations of 
two stimulation electrodes (A, B) and the location of a somatic recording electrode. Left: 
activation of inputs located nearby on the same dendritic branch (“within branch”); right: 
activation of inputs located on separate branches (“between branches”). Traces show 
individual EPSPs (black), arithmetic sum of individual EPSPs (blue) and measured 
somatic responses (red). The within-branch summation is supralinear whereas across-
branch summation is linear. Therefore, two identical inputs can influence somatic voltage 
differently depending on their location on the dendritic tree. Figure reproduced from: Silver, 
2010; original data: Polsky et al., 2004. 

What role dendritic computations play, however, for in vivo circuit-wide 

computations is still contentious (Francioni and Harnett, 2021). This debate has 

been fuelled by recent studies showing that calcium dynamics in the soma and the 

apical dendrite of mouse pyramidal neurons are highly correlated in vivo and that 

their relationship is not systematically modulated by sensory stimuli or behaviour 

(Beaulieu-Laroche et al., 2019; Francioni et al., 2019; Kerlin et al., 2019). In 

contrast, ex vivo recordings performed in the rat (Larkum et al., 2009; London and 

Häusser, 2005; Polsky et al., 2004) and previous in vivo recordings performed in 

the mouse (Cichon and Gan, 2015; Gambino et al., 2014; Lavzin et al., 2012; 
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Palmer et al., 2014; Smith et al., 2013; Xu et al., 2012) reported that dendritic 

compartmentalization is permissive of local computations, suggesting that they 

could be much more commonly engaged in pyramidal neurons. This apparent 

discrepancy may in part stem from distinct technical limitations of ex vivo and in 

vivo studies or reflect differences between species. It may, however, also reflect 

distinct dendritic processing modes; dendritic nonlinearities may only be recruited 

(or visible experimentally) when specific subsets of synaptic inputs or pathways 

are activated (Manita et al., 2015; Xu et al., 2012). Resolving the question whether 

dendritic nonlinearities are engaged in vivo may therefore require joint 

investigation of dendritic and circuit-level contributions to cortical computation.  

In this thesis, I describe our efforts to link circuit and dendritic contributions to 

cortical processing by measuring the functional organization of feedback signals 

and their dendritic integration in vivo. Our results show that feedback can engage 

dendritic nonlinearities, suggesting that understanding cortical computations 

requires attention to both circuit and dendritic mechanisms.  

1.2. Cortical areas and visual cortex  

Neocortex is divided into distinct regions, or “cortical areas”. The boundaries 

between these areas have been originally defined based on regional 

differences in cytoarchitecture (Fig. 1.2a). Brodmann’s cytoarchitectonic 

classification system, which described 43 areas in the human neocortex 

(Brodmann, 1909), has also served as a framework for defining cortical regions 

across many other species (Caviness, 1975). More recently, this classification 

has been revised and complemented by incorporating the functional properties 

(Van Essen et al., 2019; Zilles and Amunts, 2010) or gene expression profiles 

(Ng et al., 2009; Tasic et al., 2018) of neurons located in the different cortical 

areas across species. Moreover, certain cortical areas are thought to be 

specialized for specific tasks such as the processing of visual stimuli (Barlow, 

1986; Felleman and Van Essen, 1991; Phillips et al., 1984). Despite the 

prominence of this concept, the functional significance of having cortical areas 

remains a subject of debate (Barlow, 1986). It has, however, been speculated 

that parcellation into distinct areas could enhance neural coding efficiency (Bell 

and Sejnowski, 1997; Vinje and Gallant, 2000) and reduce the amount of total 
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wiring needed between neurons (Mitchison, 1992). An important component of 

this debate is the degree and manner of functional specialization among 

cortical areas. 

 

Figure 1.2 | Cortical areas and receptive fields. a, Cortical areas of the human brain 
defined by Brodmann, 1909, based on regional differences in cytoarchitecture. Left: 
lateral view; right: medial view. Primary visual cortex: area 17, higher visual areas: 
area 18. b, Tungsten electrode recordings from different locations in the mouse visual 
cortex in vivo. Left: illustration of six laterally displaced recording sites; right: receptive 
fields measured at these recording sites. Displacing electrodes laterally in cortex at 
first leads to receptive field locations more medially in the visual field. Around location 
4, the representation flips and receptive fields represent more lateral visual stimuli. 
This illustrates the progression from V1 into secondary visual cortex (LM), which 
represents a condensed mirror image of the V1 visual field. Note also the larger 
receptive field sizes in recording sites 5 and 6. Figure reproduced from: Dräger, 1975. 
 

Functional specialization is particularly obvious in many sensory cortical areas. 

In addition to primary visual cortex (V1), ~10 higher visual areas (HVAs) have 

been defined in the mouse (Glickfeld and Olsen, 2017). V1 has a complete 

topographic representation of the entire visual field and is characterized by a 

distinctive cytoarchitecture (Phillips et al., 1984). Each HVA in turn represents 

parts of the visual field, based on which they can be located using visual stimuli 

(Wang and Burkhalter, 2007). The lateromedial visual area (LM), often 

described as the homologue to primate V2 (D’Souza et al., 2016; Glickfeld and 

Olsen, 2017), appears as a continuous, condensed mirror image of V1 (Dräger, 

1975; Garrett et al., 2014, Fig. 1.2b). Many HVAs have distinct preferences for 
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specific stimulus features, such as the spatial or temporal frequencies 

contained in visual stimuli (Andermann et al., 2011; Marshel et al., 2011; 

Orban, 2008; Zeki, 1978). Perhaps as a consequence of this specialization, 

certain areas contribute more to the perception of specific stimulus features in 

the mouse (Jin and Glickfeld, 2020).  

Visual areas are often considered to occupy a specific level in a larger 

hierarchy. A processing hierarchy is a conceptually useful framework to study 

how information is transformed across cortical areas (Felleman and Van 

Essen, 1991). Visual processing, for example, starts with simple 

representations in V1 which become progressively more complex at higher 

processing stages (Riesenhuber and Poggio, 1999). The role of cortical 

hierarchy and inter-areal information exchange is discussed in the following 

chapter. 

1.3. Inter-areal communication in visual cortex  

1.3.1. Cortical hierarchy: feedforward and feedback processing  

One central task of visual processing is to extract behaviourally relevant 

features from a simple pixel-level representation of the visual field. To this end, 

the visual system specializes in identifying patterns in the stream of incoming 

information from the retina (Roelfsema, 2006). This is a computationally 

challenging problem, since the segmentation of any object, even if it only 

occupies a small proportion of the scene, can depend on the structure of the 

entire visual field. Moreover, this process should be able to incorporate 

familiarity and prior knowledge about the visual environment, which can 

improve robustness and processing speed (Vecera and Farah, 1997). Perhaps 

unsurprisingly, considering this complexity, visual processing is thought to be 

distributed across many cortical areas and involve feedforward and feedback 

information flow (Barlow, 1986; Van Essen and Maunsell, 1983; Felleman and 

Van Essen, 1991; Lamme et al., 1998).  

In the following section I discuss seminal work which has laid the foundation of 

the current state of knowledge on inter-areal information flow in visual cortex. 

These studies were performed in a variety of different species (predominantly 

primates and rodents, but also ferrets and cats). While many general principles 
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are conserved, not all conclusions necessarily generalize across species. I will 

therefore explicitly refer to rodent literature where possible (since this thesis 

concerns work in the mouse visual system), but also place this in the context 

of results from other species. A fundamental feature of visual cortical areas is 

that the specialization of individual neurons increases along the processing 

hierarchy (Fig. 1.3). V1 neurons are tuned to relatively simple features, such 

as the orientation of a bar moving in their receptive field (RF), famously shown 

by Hubel and Wiesel in the cat striate cortex (Hubel and Wiesel, 1959). 

Neurons in V4 of macaques on the other hand are tuned to moderately complex 

shapes or the curvature of boundaries (Pasupathy and Connor, 2001). Neurons 

in macaque inferotemporal cortex (IT) are tuned to specific combinations of 

complex features, and some even to the presence of faces (Brincat and 

Connor, 2004; Bruce et al., 1981; Freiwald and Tsao, 2010). Such cells are 

reminiscent of what Horace Barlow termed “cardinal cells” (Barlow, 1972), 

whose activity would indicate the presence of the specific object or person 

(“grandmother cells”, Quiroga et al., 2005).   

 

Figure 1.3 | Visual cortical processing hierarchy. Neurons in lower visual areas are 
tuned to simple stimulus features whereas neurons in higher visual areas are tuned to 
complex combinations of features. Receptive field sizes also increase along the 
hierarchy. Figure from: (Roelfsema and Holtmaat, 2018).       

This hierarchically increasing complexity can be explained by models of 

feedforward information flow. Specifically, the combination of simple features 

generates progressively more complex feature tuning in neurons of 

consecutive processing stages (Hubel and Wiesel, 1962, 1965, 1968; 

Kobatake and Tanaka, 1994; Riesenhuber and Poggio, 1999). One elegant 

study found that the summation of four contour elements, each shaped like the 

output of a V4 neuron, could explain complex IT neuron tuning properties in 
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macaques (Brincat and Connor, 2004; Roelfsema, 2006). The circuit 

organization and subcellular mechanisms which contribute to feedforward 

processing have been studied at length. These include, for example, selective 

connectivity; cells belonging to specifically interconnected pathways have been 

suggested to be responsible for the processing of different aspects of visual 

scenes such as colour, form or movement (Livingstone and Hubel, 1988). In 

agreement with the existence of such specialized feedforward networks, both 

thalamo-cortical and cortico-cortical synapses preferentially connect 

functionally related groups of neurons in cats and rodents (Alonso and Reid, 

1995; Glickfeld et al., 2013; Lee et al., 2016; Ohki and Reid, 2007). Other 

prominent mechanisms contributing to feedforward processing also include 

synaptic specializations such as the organization of excitatory or inhibitory 

inputs (Cossell et al., 2015; Isaacson and Scanziani, 2011; Jia et al., 2010; 

Wilson et al., 2016) or non-linear postsynaptic integration (Carandini and 

Ferster, 2000; Scholl et al., 2021; Silver, 2010; Smith et al., 2013; Wilson et al., 

2016).  

Compared to feedforward processing, feedback pathways (i.e. information 

flowing down the hierarchy from higher to lower visual areas) are less well 

understood. Generally speaking, connections between visual cortical areas are 

reciprocal: where axonal projections in the feedforward direction exist, 

feedback projections have also been found (Felleman and Van Essen, 1991; 

Rockland and Pandya, 1979), (Fig. 1.4). V1 and V2 have a particularly intimate 

relationship: numerically, feedback projections between the two areas are 

abundant. One mm2 of macaque V2 contains an estimated 11,000 feedback-

providing neurons while the same area in V1 contains 14,000 feedforward 

neurons (Rockland, 1997; Sincich and Horton, 2005). Overall, 88% of cortico-

cortically projecting neurons in V2 target V1, while in the opposite direction the 

proportion amounts to 81% (Kennedy H et al., 2000; Sincich and Horton, 2005). 

Yet despite their recurrent nature, feedback and feedforward influences are 

highly asymmetric. In macaque, V1 inactivation largely silences V2, suggesting 

that V1 is a central driver of activity in V2 (Girard and Bullier, 1989). In contrast, 

inactivating V2 has been found to facilitate, suppress or change the tuning 

preferences of different V1 neurons without impacting average stimulus-
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evoked activity (Hupé et al., 2001; Kirchberger et al., 2021; Sandell and 

Schiller, 1982). Consequently, feedback has been ascribed a modulatory, 

context-dependent effect with no single unifying theory to explain its 

organization and functions. However, some specific functional roles and 

organizational features have been described, which I discuss in Chapter 1.4.  

 

Figure 1.4 | Visual cortical areas are reciprocally connected. Connectivity matrix 
between visual cortical areas in the macaque. Rows represent source areas (”from”), 
columns represent target areas (”to”). “+” denotes verified connection, “.” denotes 
verified absent connection. Note that reciprocal connections are common. From: 
Felleman and Van Essen, 1991. 

 

1.3.2. Functional roles of feedback signals for visual processing 

Information flow in the visual cortical processing hierarchy is not unidirectional; 

feedback projections from HVAs recirculate visually-evoked activity back to V1 

(Lamme and Roelfsema, 2000). Feedback pathways are thought to contribute 

to complex perceptual phenomena which have been extensively investigated 

in humans, primates and rodents. A particularly well-studied perceptual 

phenomenon thought to involve feedback processing is figure-ground 

modulation, which describes the relative enhancement of V1 neuron responses 
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if their RF falls within the boundaries of an object that can be distinguished from 

a background (Fig. 1.5), (Lamme et al., 1999). Because this response 

facilitation is delayed relative to the first visually-evoked (‘feedforward’) spikes, 

it has been attributed to recurrent (e.g. ‘feedback’) signals (Hupé et al., 1998; 

Kirchberger et al., 2021; Roelfsema et al., 2002; Schnabel et al., 2018a). A 

recent study showed that silencing HVAs both reduces V1 neuron figure-

ground modulation and degrades figure detection performance in mice 

(Kirchberger et al., 2021), suggesting that the delayed V1 response contributes 

to perception and is not just an epiphenomenon of recurrent processing. This 

demonstrates that feedback from HVAs provides contextual information to V1 

neurons. 

 

Figure 1.5 | Figure-ground modulation. a, Left: Square figure defined by distinct 
orientation from the background. Circle indicates V1 neuron receptive field. Right: Pure 
background stimulus. Note that the part of the stimulus covering the receptive field is 
identical in both stimuli. b, V1 neuron responses (with receptive fields as indicated in 
panel a) to figure and background stimuli. The figure stimulus evokes higher firing 
rates, especially in the later phase of the response. The figure-induced response 
enhancement has been attributed to feedback signals recirculating to V1. This 
recording was made in a macaque monkey in vivo. Figure from: Roelfsema et al., 
2002. 

 

Other proposed functions of cortical feedback include incremental grouping, in 

which feedback serves to transiently bind distributed object representations 

(Roelfsema, 2006); attention, in which feedback selectively enhances firing 
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rates of neurons whose RF overlaps with an attended stimulus (Ito and Gilbert, 

1999; Roelfsema et al., 1998); or the recall of learned information (Doron et al., 

2020; Gilbert and Li, 2012; Li et al., 2004, 2008); and awareness, in which 

feedback may contribute to the conscious perception of activity in sensory 

cortical areas (Pascual-Leone and Walsh, 2001). Furthermore, feedback 

signals are also a key component of the predictive coding framework. In 

predictive coding models, feedback carries error signals which are used to 

‘explain away’ predicted feedforward sensory information in lower-order 

neurons, rendering them mismatch detectors (Issa et al., 2018; Keller and 

Mrsic-Flogel, 2018; Mumford, 1992; Rao and Ballard, 1999). Finally, feedback-

related signals are thought to contribute to learning by providing instructive 

signals for synaptic plasticity (Gambino et al., 2014; Roelfsema and Holtmaat, 

2018), and the backpropagation of error or reward signals (Guerguiev et al., 

2017; Lillicrap et al., 2016, 2020; Littman, 2015).  

1.4. The organization of feedback  

Perhaps unsurprisingly given this diversity of potential functions, a unified 

theory on feedback organization has been difficult to synthesize. However, 

several characteristics of feedback organization have been mapped, some of 

which I will now discuss: 

1. Anatomical organization: Are there general rules describing the 

anatomical structure of feedback projections?  

2. Functional organization: How does feedback modulate neurons in the 

recipient areas? How is feedback functional connectivity organized?  

3. Subcellular-scale organization: How does a feedback-receiving 

neuron integrate feedback influences?  

To review the literature on these subjects, I will focus on the connection 

between V2 (LM) and V1, because they are particularly densely interconnected 

and well-studied (Felleman and Van Essen, 1991; Kennedy H et al., 2000; 

Sincich and Horton, 2005).  
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1.4.1. Anatomical organization of feedback  

Looped computations: Visual areas are reciprocally connected, allowing for 

processing loops across different levels of the hierarchy (Felleman and Van 

Essen, 1991). This organization is mirrored in the cellular-level organization of 

feedforward and feedback projections. V1 neurons projecting to a HVA receive 

strong monosynaptic inputs back from this area, suggesting that some neurons 

are specialized to implement looped computations. This organization has been 

found both in rodents and primates (Johnson and Burkhalter, 1997; Siu et al., 

2021; Young et al., 2021). 

Retinotopic topography: The retinotopic organization of visual cortex prompts 

an obvious question regarding the region of visual space that feedback 

provides to its target neurons. Broadly speaking, feedback projections from 

HVAs to V1 are on average retinotopically aligned, but scattered (Angelucci et 

al., 2002a; Salin and Bullier, 1995; Stettler et al., 2002). The information 

relayed by feedback describes a region of visual space much larger than the 

size of individual V1 receptive fields (RFs). The retinotopic extent of feedback 

to a given location is also larger than the retinotopic extent of horizontal 

interactions from within the same area (Angelucci et al., 2002b, 2002a). In the 

mouse, LM  V1 feedback boutons are on average aligned but highly 

scattered, providing visual information from a median of 24 degrees outside 

their V1 target location (Keller et al., 2020; Marques et al., 2018).  

Cortical layers: The “ramification structure” (targeting of different cortical layers) 

of projections between visual cortical areas is asymmetric. In primates, 

feedforward axons target layer 4 whereas feedback projections, which originate 

mostly from layer 5, are enriched in deep and superficial layers while avoiding 

layer 4 (Markov et al., 2014; Rockland and Pandya, 1979). In rodents, feedback 

from LM to V1 follows a similar pattern (Glickfeld and Olsen, 2017; Yang et al., 

2013). Regardless of axonal ramification, lower-area neurons tend to receive 

more feedback originating from the same layer in the source area (Kim et al., 

2015).  

Pyramidal cells and interneurons: Although feedback axons are generally 

glutamatergic and therefore excitatory (but see (Schroeder et al., 2022)), their 
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net effect on the target area depends on the postsynaptic cell type. Feedback 

axons contact both pyramidal neurons and all major GABAergic interneuron 

types (Gonchar and Burkhalter, 2003; Shen et al., 2020). The synaptic weights 

of these connections, however, vary widely (Shen et al., 2020). Overall, the 

relative balance of feedback-mediated excitation and inhibition depends on 

cortical layer and position in the hierarchy, as shown in mouse visual cortex 

(D’Souza et al., 2016; Shen et al., 2020; Yang et al., 2013).  

1.4.2. Centre-surround interactions  

To recapitulate, feedback projections (1) target feedforward projecting 

pyramidal neurons in V1, (2) represent a larger area of visual space than V1 

receptive fields, (3) ramify to layer 1 and deep layers but avoid intermediate 

layers, and (4) target both excitatory and inhibitory neurons in a cortical layer 

dependent fashion. How these distinct features of feedback organization act in 

concert on V1 networks in vivo is an open question. Popular experimental 

approaches to address this issue include the modulation of feedback using 

sensory stimuli, or the direct manipulation of feedback using stimulation or 

silencing of the feedback source area.  

A well-studied phenomenon that illustrates some of the key challenges in 

dissecting feedback influences on V1 is surround modulation, which has been 

predominantly studied in primates (Fig. 1.6). Visual stimuli in a neuron’s 

classical RF (cRF) drive responses through feedforward mechanisms whereas 

contextual information from the surround (‘extra-classical RF’, ecRF) is thought 

to engage additional mechanisms and modulate feedforward-evoked activity. 

This surround modulation can be both facilitating and suppressive. Adding a 

flanking stimulus (which does not itself drive responses) to a cRF stimulus can 

facilitate responses (Kapadia et al., 1995). On the other hand, centering stimuli 

of increasing sizes on a neuron’s RF generally suppresses spiking when the 

preferred stimulus size is exceeded (‘surround suppression’), (Angelucci and 

Bressloff, 2006; DeAngelis et al., 1992; Levitt and Lund, 2002). Importantly, 

while surround modulation involves both horizontal and feedback information 

flow (Angelucci et al., 2002b), only feedback signals are commensurate with 

the full ecRF size of V1 neurons and the speed at which surround modulation 

occurs (Angelucci and Bressloff, 2006; Cavanaugh et al., 2002). Interestingly, 
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feedback projections can provide surround information to V1 neurons faster 

than horizontal projections due to faster inter-areal axonal conduction velocities 

compared to horizontal connections in V1, and the need for fewer relays 

compared to sequential activation of horizontal projections (Bair et al., 2003; 

Hupé et al., 2001). Importantly, the relative orientations and contrasts of centre 

and surround can modulate the degree of surround suppression and turn it into 

surround facilitation (Levitt and Lund, 1997; Sceniak et al., 1999; Self et al., 

2014; Sillito et al., 1995). Silencing of feedback from HVAs reduces surround 

suppression in V1 neurons, demonstrating that feedback directly contributes to 

the suppressive effect of visual stimuli in the ecRF (Nassi et al., 2013). On the 

other hand, a recent study in the mouse found that feedback also contributes 

to the generation of an excitatory receptive field in mouse V1 neurons in the 

absence of a stimulus in the cRF (Keller et al., 2020).  

 

Figure 1.6 | Example of centre-surround interactions. Response of a neuron in V1 
of a macaque monkey in response to three different visual stimuli. Left: Response to 
a small grating stimulus. Middle: Response to a surround stimulus. Right: Combining 
centre and surround stimuli into a single larger grating stimulus suppresses spiking. 
Histograms show spike rate (scale bar, 40 impulses per second) in time bins of 25 ms, 
overaged over 50 stimulus repeats. From: Sillito et al., 1995. 

 

Together, these studies demonstrate that surround feedback influences can be 

either functionally facilitating or suppressive. However, it remains largely 

unclear how feedback influence is organized, for example with regards to the 

tuning or the receptive field preferences of feedback-providing and feedback-

recipient neurons. The dependence of modulatory influence on measurable 

parameters such as tuning and receptive fields is described by a measure 

called functional connectivity, which I describe in the next section.   
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1.4.3. Functional connectivity in visual cortex  

Connectivity between neurons in the brain is fundamental to their ability to 

convey and process information. Understanding how neural circuits compute, 

in turn, arguably requires an understanding of this connectivity. Pairwise 

electrophysiological recordings obtained from slices of rodent neocortex have 

shown that connectivity rates are not random but instead are highly structured 

(Song et al., 2005; Yoshimura et al., 2005). This non-random architecture is 

thought to support the formation of local subnetworks. Layer 2/3 pyramidal 

neurons in rodent and ferret visual cortex are more likely (Ko et al., 2011; Lee 

et al., 2016) and more strongly (Cossell et al., 2015; Lee et al., 2016; Weliky et 

al., 1995) connected to other neurons sharing their stimulus orientation 

preference (Fig. 1.7). This specificity of excitatory connectivity is categorically 

different from inhibitory network architecture; inhibitory interneurons (INs) are 

thought to sample inputs from their local network densely and non-selectively 

(Bock et al., 2011; Kerlin et al., 2010; Packer and Yuste, 2011; Scholl et al., 

2015, 2019), although it is conceivable that some degree of specificity exists 

(Znamenskiy et al., 2018). These studies have been seminal to our 

understanding of how cortical architecture and function are related (Harris and 

Mrsic-Flogel, 2013).  

 

Figure 1.7 | Influence of orientation tuning on pairwise connection probabilities 
in mouse visual cortex. a, Experimental workflow: Orientation tuning of L2/3 
pyramidal neurons in V1 was measured in vivo. Multiple pairwise whole-cell recordings 
were then performed in vitro to measure connection rates. b, Dependence of pairwise 
connection probabilities on difference in visual stimulus preference. Neurons with 
more similar tuning are more likely to be connected. From: Ko et al., 2011. 
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However, pairwise connectivity patterns provide an incomplete description of 

the functional influence of a given neuron on other neurons in the brain (Chettih 

and Harvey, 2019; Feldt et al., 2011). A neuron’s causal influence is 

determined by a variety of factors, for example the distribution of synaptic 

weights (Lee et al., 2016; Znamenskiy et al., 2018); polysynaptic and higher-

order connectivity patterns including the recruitment of feedforward inhibition 

(Isaacson and Scanziani, 2011; Jouhanneau et al., 2018); dendritic integration 

mechanisms including the location of the synapse on the dendritic tree 

(Williams and Stuart, 2002) and non-linear spatiotemporal interactions with 

other inputs (Branco et al., 2010; Lavzin et al., 2012; Rall, 1964; Smith et al., 

2013; Takahashi et al., 2012); cooperativity with other co-tuned neurons (Scholl 

et al., 2021); or state-dependent changes in the postsynaptic neurons input-

output relationship (Chance et al., 2002). A measurement of connectivity which 

takes into account such complex phenomena in an in vivo context is usually 

referred to as ‘functional connectivity’. Intuitively, functional connectivity 

determines if (and by how much) manipulation of neuron A affects neuron B. 

Here, I will use the term explicitly referring to this definition as it has become 

customary in mapping neuron-to-neuron influences (Chettih and Harvey, 2019; 

Marshel et al., 2019; Mehler and Kording, 2020).  Even though statistical tools 

can be used to infer functional connections from simultaneously recorded 

neural activity (e.g. through correlations in activity), such approaches are 

inherently confounded by unobserved variables. Instead, manipulating neurons 

directly (e.g. using optical or electrical stimulation) and measuring the 

propagation of this manipulation to other neurons has been argued to be 

currently “as close as we can get to causality” (Mehler and Kording, 2020).   

Using optogenetic stimulation of single neurons or groups of neurons combined 

with two-photon imaging, a manipulation approach has been successfully 

adopted to measure local functional connectivity in mouse V1: Chettih & 

Harvey (2019) found that stimulation of single pyramidal neurons led to a 

centre-surround influence profile in which neurons on average inhibited each 

other, except for highly correlated pairs of neurons (Chettih and Harvey, 2019). 

Russell et al. reported an overall like-to-like architecture in which co-tuned 

neurons (neurons preferring the same stimulus orientation) facilitated each 
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other while neurons preferring other orientations were suppressed (Russell et 

al., 2019). Finally, Marshel et al. (2019) observed recruitment of co-tuned 

ensembles within cortical layers as well as from layer 2/3 to layer 5 but not from 

layer 5 to layer 2/3 in mouse visual cortex (Marshel et al., 2019). In all three 

cases, the reported effects were limited to the local network surrounding the 

directly targeted neurons within V1 since field-of-view sizes were limited to 

under 1 mm2. While these studies elegantly revealed functional relationships 

of horizontal interactions, inter-areal influences may or may not show similar 

organizational principles.  

The literature on inter-areal functional connectivity at cellular resolution is more 

limited, partly due to the technical difficulties of manipulating and recording 

from distinct anatomical locations simultaneously. The qualitatively most 

comparable approach is in vivo microstimulation of a source area, paired with 

electrophysiological recordings in a target area. Using this method, a centre-

surround influence profile in retinotopic space has been found between the 

frontal eye fields (FEF) and V4 of the macaque (Moore and Armstrong, 2003). 

In a similar approach, Klink et al. recorded feedforward and feedback functional 

influences by alternating stimulation and recording locations between V1 and 

V4. V1 stimuli propagated to V4 in a manner that depended on visual stimulus 

context and RF overlap between stimulated and recorded location. In feedback 

direction, V4 microstimulation responses were generally more uniform, leading 

mostly to suppression of V1 activity (Klink et al., 2017). A variation of this 

technique combines optogenetic stimulation in the source area with 

electrophysiological recordings in the target area. This method has been used 

to measure functional connectivity between cingulate cortex and V1 in the 

mouse (Zhang et al., 2014). The main limitations of these studies are resolution 

and throughput. Recording and manipulating from a single location at a time 

severely constrains the number of experimental conditions that can be tested, 

possibly underestimating the diversity of functional interactions.  

An alternative approach to measure larger-scale functional interactions 

between brain regions involves silencing strategies. Eliminating feedback from 

V2 by cooling it can result in facilitation or suppression of visual responses in 

different subsets of V1 neurons in primates, while their orientation tuning 
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remains unaffected (Sandell and Schiller, 1982). Further experiments using 

either cooling or optogenetic inhibition have implicated V2/V3 feedback in the 

modulation of RF size, surround suppression and response amplitude of V1 

neurons, confirming the complex, context-dependent role of feedback in the 

processing of centre-surround visual stimuli (Keller et al., 2020; Nassi et al., 

2013; Nurminen et al., 2018). In the mouse, silencing feedback from specific 

HVAs distinctly alters V1 responses to visual stimuli in a manner consistent 

with the stimulus preferences of the silenced HVA (Huh et al., 2018). Moreover, 

silencing patches of LM reduces V1 visually-evoked firing rates in a cell-type 

specific manner (Pafundo et al., 2016). While such loss-of-function 

experiments can be useful to characterize feedback streams as a whole, they 

are limited in certain respects. First, silencing can cause indirect, polysynaptic 

effects since the silenced brain region usually makes connections with other 

cortical and sub-cortical areas in addition to the investigated target area. 

Second, it is not possible to measure cellular-resolution functional connectivity 

with silencing experiments. As I will show in this thesis, functional connectivity 

across cortical areas can be spatially organized such that facilitating and 

suppressive inter-areal influences are topographically offset from each other. 

Silencing an extended region of cortex would remove both facilitating and 

suppressive influences over an unknown area in the target-region and obscure 

any spatial organization. Therefore, I will report in this thesis the use of 

combined holographic two-photon optogenetics and two-photon imaging 

(Chapters 3 & 4) as a means of studying the organization of intra-modality 

feedback between two adjacent visual cortical areas in the mouse. As I will 

demonstrate, this method is suitable not only for studying network-level 

organization but also dendritic integration mechanisms in feedback-recipient 

neurons. 

1.5. Dendrites  

1.5.1. Dendritic structure and function  

A striking feature of cortex is the morphologically elaborate dendritic arbours of 

pyramidal neurons, originally described over a century ago by Santiago Ramon 

y Cajal. Dendrites form the vast majority of the surface area of pyramidal cells, 

and communication between neurons happens through synapses which are 
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overwhelmingly made onto dendrites. The interplay of excitatory 

(glutamatergic) and inhibitory (GABAergic) inputs, which are organized on the 

scale of individual dendritic branch segments (Iascone et al., 2020; Liu, 2004), 

is the basis for computation in the postsynaptic neuron. In cortical pyramidal 

neurons, excitatory inputs are predominantly made onto protrusions called 

dendritic spines, which provide electrical and biochemical 

compartmentalization. Spines have been suggested to counteract interference 

between asynchronous inputs by isolating synapses such that their activation 

does not reduce the input resistance for neighboring synapses (Segev and 

Rall, 1998). Moreover, spines serve computational functions, for example by 

regulating EPSP amplitudes (Gulledge et al., 2012; Miller et al., 1985), and 

acting as Ca2+ compartments (Chen et al., 2011; Yuste and Denk, 1995), which 

enables synapse-specific plasticity (Nevian and Sakmann, 2006; Nimchinsky 

et al., 2002).  

Dendritic spines and their excitatory synapses are also highly dynamic. 

Structural (i.e. the elimination or formation of spines and therefore synaptic 

contacts) and Hebbian plasticity (i.e. the long-term potentiation: LTP, or 

depression: LTD, of synaptic weights) are experience-dependent and have a 

critical role for memory formation and maintenance (Hausser et al., 2000; 

Holtmaat et al., 2005; Yang et al., 2009). Notably, spine size is correlated with 

synaptic weight (Holler et al., 2021). 

Dendrites also receive inhibitory synapses from GABAergic interneurons. 

Dendritic inhibition overwhelmingly targets dendritic shafts, but can also target 

spines, as shown in cats and primates (Somogyi and Cowey, 1981). Inhibition 

profoundly impacts neural computations and synaptic plasticity by regulating 

dendritic excitability with high spatial and temporal precision (Gidon and Segev, 

2012; Müllner et al., 2015). Importantly, the dendritic organization of inhibition 

strongly depends on the presynaptic interneuron subtype and cortical layer, 

such that dendritic compartments are differentially regulated by inhibition 

(Fishell and Rudy, 2011; Palmer et al., 2012). Furthermore, neurogliaform 

GABAergic interneurons, which occupy predominantly cortical layer 1, have 

also been shown to use non-synaptic (“volume”) transmission. This way, these 

neurons can act independently of specific synaptic contacts by activating 
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GABA receptors along the dendritic arbour of nearby neurons (Oláh et al., 

2009; Tamás et al., 2003). Overall, inhibition can be dendritic compartment 

specific or very diffuse, and can powerfully regulate integration and excitability. 

1.5.2. Dendritic computation  

In addition to providing a scaffold for synaptic connections, their complex 

branching pattern allows dendrites to act as functional subunits, providing a 

powerful substrate for computations within individual neurons (Branco and 

Häusser, 2010; Hausser et al., 2000; Poirazi et al., 2003; Polsky et al., 2004). 

An intuitive example of this is the summation of synaptic inputs: Simultaneous 

EPSPs caused by two synapses made directly onto the soma sum linearly – 

but can sum either linearly, sublinearly or supralinearly when made onto 

dendrites (Bicknell and Häusser, 2021; Polsky et al., 2004; Silver, 2010).  

Two elementary biophysical properties of dendrites contribute to their ability to 

integrate inputs non-linearly:  

1. Pyramidal neuron dendrites are not passive cables but electrically 

excitable; they contain voltage-gated conductances which enable 

dendritic nonlinearities through the spatiotemporal interaction of inputs 

(Johnston et al., 1996). These voltage-gated nonlinearities can be 

categorized into distinct classes of events, which are usually referred to 

in terms of the main ion channels or conductances involved in their 

generation (most prominently NMDA and Ca2+ spikes). These “dendritic 

spikes” are discussed in more detail in Chapter 1.5.3.  

2. Gradients of input impedance along dendrites, which depends on 

branch points and end effects at the dendrite tip (Branco and Häusser, 

2011; Rinzel and Rall, 1974). Therefore, dendritic morphology is a key 

contributor to dendritic voltage spread and non-linear interactions 

(Landau et al., 2022; Mainen and Sejnowski, 1996; Vetter et al., 2001).  

A well-studied example of non-linear integration is sequence discrimination: In 

his seminal work, Wilfrid Rall predicted that the summation of temporally 

delayed synaptic inputs should depend on the spatial direction of their 

activation (Rall, 1964). These sequence-discriminating properties have been 
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experimentally shown in the dendrites of rabbit retinal (Euler et al., 2002) and 

cortical neurons in rats (Branco et al., 2010), demonstrating that dendritic 

processes could enable individual neurons to perform temporal decoding. 

Interestingly, synaptic integration is subject to a proximal-distal gradient. Distal 

inputs sum relatively more supralinearly and over a larger temporal window 

compared to proximal inputs, and this effect has been shown to depend on 

NMDA receptor activation (Branco and Häusser, 2011). This demonstrates that 

individual dendritic branches can employ distinct integration strategies, 

increasing the computational repertoire of the dendritic tree. 

Non-linear processing in dendrites is strongly influenced by the spatial 

arrangement of synapses on dendritic branches. Dendritic morphology (Polsky 

et al., 2004; Rall, 1962; Vetter et al., 2001), and active repolarization (Harnett 

et al., 2013) compartmentalize dendritic voltage, thereby restricting interactions 

between synaptic inputs to spatial scales of a few micrometres within a branch 

segment. This has led to the view that clustering of specific sets of inputs might 

contribute to harnessing the full computational potential of active dendrites. In 

this model, if inputs of similar feature selectivity (for example from a presynaptic 

population of co-tuned neurons) are clustered within a short dendritic segment, 

their influence can be amplified by supralinear interactions (e.g. through 

dendritic sodium or NMDA spikes, Chapter 1.5.3). As a result, the postsynaptic 

neuron would over-represent features received from clustered inputs compared 

to randomly distributed inputs. This would be consistent with the observation 

that dendritic amplification mechanisms seem to support feature tuning in 

cortical neurons in vivo (Lavzin et al., 2012; Smith et al., 2013) and could 

provide a subcellular substrate for feature-binding, memory and learning (Fu et 

al., 2012; Govindarajan et al., 2006; Kastellakis et al., 2015). Recent studies in 

cortical and hippocampal neurons – predominantly obtained using in vivo 

optical recordings from rodents and ferrets – have provided both evidence in 

favour (Adoff et al., 2021; Fu et al., 2012; Iacaruso et al., 2017; Ju et al., 2020; 

Kleindienst et al., 2011; Lee et al., 2019; Scholl et al., 2017; Takahashi et al., 

2012) and against (Chen et al., 2011; Jia et al., 2010; Varga et al., 2011) 

functional clustering of inputs. This apparent contradiction can be reconciled 

by acknowledging that functional clustering might not exist for every elementary 
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feature that makes up the stimulus space, for every cell type, input source, and 

at every spatial scale. For example, while neighbouring synapses in L2/3 apical 

dendrites of mouse V1 appear to share spatial receptive fields, their orientation 

tuning appears random (Iacaruso et al., 2017), in agreement with a previous 

study (Jia et al., 2010). In contrast, callosal (interhemispheric) inputs show 

strong orientation tuning dependent clustering with intra-cortical synapses in 

the same area and species (Lee et al., 2019), suggesting that clustering in 

feature space is additionally circuit-specific. Consistent with this observation, 

local L5 to L5 pyramidal neuron synapses in mouse V1 cluster within 30 

micrometres stretches of dendrite (Gökçe et al., 2016). Finally, Kerlin et al. 

(2019) found spatial clustering of spines representing similar behavioural 

epochs during task performance in mouse motor cortex, illustrating that the 

‘feature space’ that determines synaptic clustering extends beyond simple 

sensory stimulus properties (Kerlin et al., 2019). Overall, current evidence 

suggests that functional synapse clusters (and the resulting non-linear 

interactions of these inputs) might be tailored to support computations within 

relevant stimulus dimensions for a specific circuit and cell type (Kastellakis et 

al., 2015).  

Another consequence of the active electrical properties of dendrites is that 

information flow in the neuron is not unidirectional (from dendrites to soma). 

Action potentials initiated at the axon initial segment (AIS) “backpropagate” into 

the dendritic tree (Stuart and Sakmann, 1994), (Fig. 1.8a), where they cause a 

depolarization which can interact with local inputs (Markram et al., 1997; 

Waters and Helmchen, 2004). These backpropagating action potentials (bAPs) 

provide a retrograde signal informing synapses in the dendrites about the 

generation of somatic action potentials, with important implications for Hebbian 

plasticity (Feldman, 2012; Magee and Johnston, 1997; Sjöström and Häusser, 

2006). Moreover, bAPs have been identified as a mechanism for associative 

processing in single neurons, in which bAPs interact with apical dendritic 

depolarization to generate dendritic Ca2+ spikes and burst firing at the soma 

(Larkum, 2013; Larkum et al., 1999, Fig. 1.8b). bAPs have been identified in a 

variety of cell types, including the cortico-cortically projecting layer 5 neurons 

on which I focus in this thesis (Grewe et al., 2010). bAPs are predominantly 
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supported by voltage-dependent Na+ conductances; however, when the 

voltage changes in dendrites are sufficiently large, they are accompanied by 

large dendritic Ca2+ transients, which can be measured using Ca2+ sensitive 

fluorescent indicators (Helmchen et al., 1999; Landau et al., 2022; Svoboda et 

al., 1997). [A more general introduction to measuring dendritic Ca2+ using 

optical approaches is given in Chapter 1.6]. As a result of the attenuation of 

bAP amplitude, dendritic calcium signals also attenuate with distance from 

soma and at dendritic branch points (Helmchen et al., 1999; Vetter et al., 2001) 

but can be boosted locally by dendritic depolarization (Sjöström and Häusser, 

2006), e.g. through synaptic inputs to the apical dendrite evoked by network 

activity in vivo (Waters and Helmchen, 2004).  

Two recent studies measured calcium signals from the soma and apical 

dendrites of Layer 5 neurons in mouse V1 using volumetric imaging in vivo 

(Beaulieu-Laroche et al., 2019; Francioni et al., 2019). Their results 

demonstrate that calcium signals from different tuft branches of the same 

neuron are highly correlated. These tuft-wide events only occurred when the 

soma was simultaneously active, but not in isolation. Importantly, many somatic 

events failed to propagate all the way into the apical tuft: the frequency of 

measurable calcium transients decreased in a distance-dependent manner 

from soma to tuft. The backpropagation efficacy did not appear to depend on 

visual stimulation (natural movies or full-field gratings) or the behavioural state 

(locomotion) of the animal. By calibrating the in vivo measurements using ex 

vivo slice recordings, Francioni et al. (2019) concluded that strongly correlated 

somato-dendritic signals could result from somatic bursting or strong apical tuft 

inputs. Interestingly, putative branch-specific calcium signals were extremely 

rare, small in amplitude, and their occurrence was not modulated by the visual 

stimuli used in this study. Overall, these results suggest that active dendritic 

integration associated with global dendritic calcium signals is widely engaged, 

but the conditions modulating its recruitment remain unclear.  
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Figure 1.8 | Action potential backpropagation and BAC firing. a, Active 
backpropagation of somatically induced action potentials into the apical dendrite, 
measured in slices of the rat neocortex. Left: Paired somatic and dendritic recording, 
illustrated by filling the neuron with two different fluorescent dyes. Right: Simultaneous 
whole-cell recording of L5 pyramidal neuron demonstrates that action potentials 
evoked by somatic current injection backpropagate into the apical dendrite. Figure 
from: Sakmann and Stuart, 1994. b, Back-propagating action potential activated Ca2+ 
spike firing (BAC firing), measured in slices of the rat neocortex. Left: Reconstruction 
of L5 pyramidal neuron illustrating locations of three recording pipettes (soma, 
proximal apical trunk, distal apical trunk). Right: Somatic current injection leads to 
somatic action potential (black trace), which backpropagates into the apical trunk. 
Pairing the somatic current injection with current injection into the distal trunk (red) 
evokes long-lasting plateau potential in the apical dendrite and somatic burst firing 
(BAC firing). Scale bar 200 µm. Figure from: Larkum et al., 1999.    

1.5.3. Dendritic spikes  

It is well established that dendrites can integrate inputs supralinearly and 

thereby amplify certain input patterns (Branco et al., 2010), for example by 

recruiting so-called dendritic spikes which greatly increase the impact of distal 

inputs on the soma (Hausser et al., 2000; Major et al., 2013). Dendritic spikes 

profoundly impact the transformation of synaptic inputs to somatic outputs and 

play key roles in the generation of feature selectivity (Goetz et al., 2021; Lavzin 
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et al., 2012; Smith et al., 2013), active sensation (Manita et al., 2015, 2017; 

Takahashi et al., 2016; Xu et al., 2012) and learning (Doron et al., 2020). The 

three main types of dendritic spikes are:  

1. Dendritic sodium spikes (Na+ spikes) 

2. Dendritic NMDA spikes 

3. Dendritic calcium spikes (Ca2+ spikes) 

In the following section I summarize some key features for each dendritic spike 

subtype, with an emphasis on NMDA and calcium spikes since they are most 

relevant for the projects discussed in this thesis.     

Dendritic sodium spikes: Intracellular microelectrode recordings in 

hippocampal neurons of anesthetised cats first identified fast all-or-none 

potentials that could occur in the absence of somatic action potentials (Spencer 

and Kandel, 1961). These “pre-potentials” were identified as dendritic in origin, 

and can be blocked by TTX, indicating that they are mediated by voltage-gated 

sodium channels (Nevian et al., 2007; Wong et al., 1979). Dendritic sodium 

spikes are thought to support the recruitment of other dendritic spike subtypes, 

in particular NMDA spikes (Schiller et al., 2000). The fast dynamics of voltage-

gated sodium channels enable spatially clustered inputs to produce temporally 

imprecise action potentials, sharpening the temporal precision of neuronal 

output (Ariav et al., 2003). 

Dendritic NMDA spikes: Another major type of dendritic spikes are NMDA 

spikes, which can be recruited in basal and apical tuft branches (Larkum et al., 

2009). NMDA spikes are triggered by strong local depolarization such as the 

co-activation of clustered inputs within a short period of time (Branco and 

Häusser, 2011; Major et al., 2013; Schiller et al., 2000). Below the threshold for 

NMDA spike initiation, synaptic inputs sum near-linearly. When the local 

threshold is crossed, NMDA spike-recruitment leads to a strong non-linear 

amplification of the synaptic input-evoked dendritic depolarization (Fig. 1.9a). 

In contrast to sodium or calcium spikes, NMDA receptor blockers abolish 

NMDA spikes (hence the name), linearizing the synaptic input strength - EPSP 

amplitude relationship. On the other hand, voltage-gated sodium and calcium 

channels, while contributing ~20% of the total charge, are not essential for 
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NMDA spike recruitment (Schiller et al., 2000). Moreover, dendritic NMDA 

spikes are accompanied by Ca2+ influx that is localized around the site of spike 

initiation in vitro and in vivo (Palmer et al., 2014; Schiller et al., 2000), (Fig. 

1.9b). In addition to Ca2+ entering directly through NMDA receptors, these 

localized calcium transients also involve recruitment of L-type voltage-gated 

calcium channels (Schiller et al., 2000). In comparison to the fast dynamics of 

sodium spikes (Nevian et al., 2007; Smith et al., 2013), NMDA spikes are much 

slower and typically last tens of milliseconds (Larkum et al., 2009; Major et al., 

2008; Polsky et al., 2004; Schiller et al., 2000), possibly extending the temporal 

window for non-linear input interactions. Dendritic NMDA spikes are considered 

a first amplification stage which enhances the impact of distal synaptic inputs, 

by signaling to downstream integration zones such as the apical nexus (see 

below section on calcium spikes) and the soma (Larkum et al., 2009; Palmer 

et al., 2014). NMDA spikes have been suggested to be the predominant 

mechanism by which distal inputs can generate somatic spiking (Larkum et al., 

2009). Together with the other local dendritic spike subtype (sodium spikes), 

NMDA spikes have been shown to enable a surprisingly small number of inputs 

to determine somatic output (Goetz et al., 2021) and thereby support pyramidal 

neuron tuning (Lavzin et al., 2012). Moreover, NMDA spikes have been 

ascribed a role in mediating local branch-specific plasticity mechanisms 

(Gordon et al., 2006). 

Dendritic calcium spikes: Finally, another well-studied type of dendritic 

spikes are calcium (or Ca2+) spikes, which are initiated in the distal apical trunk 

near the main bifurcation zone in Layer 5 neurons (Schiller et al., 1997) and 

can be blocked by extracellular cadmium application (Larkum et al., 2009). 

Calcium spikes are characterized by long-lasting dendritic plateaus potentials 

and widespread calcium influx that spreads across the apical tuft, as shown in 

rodent pyramidal neurons in vitro and in vivo (Larkum et al., 2009; Xu et al., 

2012), (Fig. 1.9c). Calcium spikes are thought to provide a second integration 

layer for apical dendritic inputs following local NMDA or sodium spike-

dependent input amplification in thinner tuft branches (Fig. 1.9d). Although they 

can be generated by strong dendritic depolarization alone, dendritic calcium 

spike recruitment is greatly facilitated by backpropagating action potentials 
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(Larkum et al., 1999). This has led to the view that calcium spikes act as 

coincidence detectors of apical and basal dendritic compartment co-activation, 

also called “backpropagating action potential activated Ca2+ spike firing”, BAC 

(Larkum et al., 1999). In this framework, somatic action potentials, driven for 

example by bottom-up (or feedforward) inputs to basal dendrites, 

backpropagate into the apical trunk where they interact with top-down (for 

example feedback) signals received by apical dendrites, causing calcium 

spikes, somatic bursting and global calcium influx (Larkum, 2013). Due to their 

strong and self-reinforcing influence on somatic activity, calcium spikes have 

been called a “tremendously explosive engine” (Larkum, 2013). 

 

Figure 1.9 | Dendritic NMDA and calcium spikes. a, NMDA receptor-dependent 
input amplification. Peak amplitude of EPSPs evoked by increasing synaptic input 
intensities triggered by a stimulating electrode. Beyond the spike initiation threshold 
(~20 V), a non-linear voltage response is observed (filled circles). Blocking NMDA 
receptors with AP5 eliminates the non-linear response (open circles). b, Calcium influx 
evoked by dendritic NMDA spike. Image shows change in dendritic calcium during 
dendritic NMDA spike evoked by focal glutamate uncaging (white circle). Panels a and 
b were recorded from slices of the rat neocortex. Figure from: Schiller et al., 2000. c, 
Simultaneous dendritic calcium imaging (red) and voltage recordings (black), obtained 
from an anesthetised mouse in vivo. Dendritic current injection (bottom trace) induces 
plateau potentials and simultaneous global calcium signals in the apical tuft. From: Xu 
et al., 2012. d, Schematic of pyramidal neuron subcompartments and proposed 
regenerative event subtypes. Apical tuft and basal dendrites are dominated by NMDA 
spikes while the apical trunk can recruit dendritic calcium spikes. Figure from: Larkum 
et al., 2009, reprinted with permission from AAAS. 
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1.5.4. The dendritic integration of feedback  

An important consequence of their elaborate dendritic morphology is that 

cortical pyramidal neurons can sample inputs from many layers in the cortical 

column simultaneously. Brain-wide projection pathways in mice have biases in 

their axonal ramification patterns and target distinct dendritic domains with high 

specificity (Galloni et al., 2022). Cortico-cortical feedback projections are 

anatomically enriched in layer 1 as well as deep layers compared to 

intermediate layers (Van Essen and Maunsell, 1983; Larkum, 2013). The 

relative proportions of deep and superficial projections, however, are variable 

and depend on many factors including cortical area and cell type. Cortico-

cortically projecting layer 5 neurons in mice, for example, most densely 

innervate layer 1 (Harris et al., 2019). Superficial projections associated with 

feedback signals (from other cortical areas or higher-order nuclei of the 

thalamus) extensively target the apical dendrites of pyramidal neurons in layer 

1 (Cauller and Connors, 1994; Galloni et al., 2022; Petreanu et al., 2009; Yang 

et al., 2013; Young et al., 2021). This anatomical arrangement represents a 

physiological problem. Distal apical tuft inputs – in particular in the large layer 

5 neurons – should exert little influence at the soma due to the electronic 

structure of the apical tuft (Rall, 1964; Williams and Stuart, 2002), (Fig. 1.10). 

However, recruitment of dendritic spikes (Chapter 1.5.3) might represent a 

possible solution to this problem, as they are known to boost impact of distal 

inputs on the soma (Hausser et al., 2000; Major et al., 2013). 

 

Figure 1.10 | Attenuation of EPSPs from the apical dendrite to the soma.  a, Triple 
recording from rat L5 pyramidal neuron, illustrating strong attenuation of local EPSPs 
from the apical dendrite to the soma. b, Local (dendritic) EPSP sizes (green) and the 
somatic voltage change they evoke (red). While local EPSP amplitude increases with 
distance from the soma, this scaling is insufficient to compensate for the strong 
attenuation measured at the soma. Results from both panels were obtained from 
neocortical slices. Figure from: Williams and Stuart, 2002, reprinted with permission 
from AAAS. 
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Considering the distal location of feedback and other cortico-cortical layer 1 

inputs onto the apical tuft, dendritic events might be involved in their efficient 

integration, especially in layer 5 neurons. It is, however, not known how 

commonly such events are recruited in layer 5 neurons in vivo and whether 

feedback inputs contribute to their generation. This question has important 

consequences for connecting circuit and subcellular mechanisms of cortical 

processing (Francioni and Harnett, 2021; Yuste, 2015). Moreover, it is of major 

relevance for studying synaptic plasticity; the recruitment of dendritic plateau 

potentials via long-range inputs has been found to underlie somatic spiking-

independent LTP in L2/3 of mouse somatosensory cortex (Gambino et al., 

2014) and behavioural time scale plasticity in hippocampus (Bittner et al., 2015, 

2017). So far, however, dendritic nonlinearities and the conditions for their 

recruitment have been most extensively characterized in vitro. It has remained 

challenging to extrapolate these findings to in vivo conditions for several 

reasons. For example, cortical population dynamics and the interplay of 

excitation and inhibition caused by natural input patterns (which cannot be 

mimicked in vitro) are likely to affect the recruitment of local dendritic events: 

Inhibition can powerfully impact local dendritic computations in diverse ways 

(Jadi et al., 2012; Llinás et al., 1968; Murayama et al., 2009), and multiple input 

streams (e.g. long-range and local) might modulate each other’s effects on 

processing in the postsynaptic neurons (Liang et al., 2017). Unfortunately, the 

direct in vivo measurement of dendritic integration is a major technical 

challenge: electrophysiological manipulation and recording techniques (e.g. 

paired recordings from dendrites and somata while stimulating specific synaptic 

inputs) are extremely difficult in awake animals, and optical tools with suitable 

sensitivity and resolution have only been developed more recently (see 

Chapters 1.7-1.9 for a more extensive discussion of optical techniques).    

Building on the vast body of literature on dendritic physiology and some of the 

more recent advances in measuring dendritic activity in vivo, this thesis describes 

my efforts to connect dendritic integration with the circuit-level organization of a 

cortico-cortical feedback pathway. I extend the recently developed all-optical 

method to manipulate neural activity across two cortical areas and simultaneously 

record dendritic activity at the scale of short dendritic branch segments. Using this 
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strategy, I study calcium signals in the apical dendrites of layer 5 neurons in V1 

and their relationship to feedback signals from the higher visual area LM. My 

results suggest that LM-V1 feedback modulates both branch-specific local and 

global tuft-wide calcium signals, suggesting that feedback interacts with dendritic 

nonlinearities. 

1.6. Recording somatic, dendritic and synaptic activity in 
neurons 

The fundamental computational currency of pyramidal neurons is their 

membrane potential. The local dendritic depolarization caused by excitatory 

synaptic inputs propagates to the soma and depolarizes it. If the depolarization 

exceeds the spike initiation threshold in the axon initial segment, an action 

potential is generated, which involves conductance changes in voltage-

dependent ion channels and consequently the movement of ions across the 

membrane (Cole and Curtis, 1939; Hille, 2001; Hodgkin and Huxley, 1952). 

Both the membrane potential and movement of specific ions across the 

neuronal membrane can be measured experimentally.  

Some of the first recordings of the electrical excitability of nerve cell 

membranes, including the recordings of action potentials made by Julius 

Bernstein in the 19th century (Schuetze, 1983) as well as the pioneering work 

of Hodgkin and Hodgkin and Huxley (Hodgkin and Huxley, 1939) were made 

using microelectrodes. Improved electrodes made from glass capillaries or 

tungsten have been used extensively since (Hubel, 1957; Ling and Gerard, 

1949). The invention of patch-clamp recording in the late 1970s enabled 

recordings from smaller membrane areas and even allowed single ion channel 

activity to be detected (Hamill et al., 1981; Neher and Sakmann, 1976; 

Sakmann and Neher, 1984). Direct patch-clamp recordings from dendrites are 

also possible, allowing whole-cell recordings of dendritic membrane potential 

(Davie et al., 2006; Stuart and Sakmann, 1994; Stuart et al., 1993). These 

recording methods have contributed enormously to our understanding of 

neuronal function. However, dendritic patch-clamp recordings in vivo are 

extremely challenging (Smith et al., 2013), and in vivo somatic patch-clamp 

recordings are limited to single or few neurons at a time, precluding large 

network level analyses.  
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An alternative to electrophysiology are optical recording methods (or ‘imaging’), 

which I use for all experiments discussed in this thesis. Imaging methods rely 

on the translation of electrical or chemical signals related to neural activity into 

an optically measurable signal, usually by using fluorescent indicators 

(Grienberger and Konnerth, 2012). In the following sections, I discuss the 

properties of fluorescent indicators as well as the imaging technology required 

to exploit them for recordings of neural activity.  

1.6.1 Fluorescent indicators of neural activity 

The most widely used imaging method for recording neuronal activity currently 

relies on detecting the rapid change in intracellular free calcium ion 

concentration, [Ca2+], triggered by APs (Baker et al., 1971; Chen et al., 2013; 

Tank et al., 1988). This is made possible by calcium-sensitive synthetic dyes 

(Cobbold and Rink, 1987) or proteins (Nakai et al., 2001), which change their 

excitation or fluorescence emission efficiency in the calcium-bound state. 

Calcium imaging with synthetic indicators has allowed recordings in large 

populations of neurons in vivo (Ohki et al., 2005; Stosiek et al., 2003). 

Furthermore it enabled optical recordings from subcellular structures such as 

axons (Cox et al., 2000), dendrites (Helmchen et al., 1999; Svoboda et al., 

1997; Tank et al., 1988) and dendritic spines (Jia et al., 2011; Takechi et al., 

1998), making calcium imaging a popular method for network and subcellular 

recordings alike. However, protein-based, genetically encoded calcium 

indicators (GECIs) offer several key advantages over synthetic dyes (Lin and 

Schnitzer, 2016; Rochefort and Konnerth, 2008). Transgenic or viral 

expression strategies allow selective targeting to genetically or projection 

defined cell types with labelling densities ranging from thousands (Ahrens et 

al., 2013; Sofroniew et al., 2016; Stirman et al., 2016) to single neurons 

(Judkewitz et al., 2009; Pagès et al., 2015). Moreover, GECIs can be 

engineered to incorporate trafficking signals that enrich them at specific cellular 

compartments (Broussard et al., 2018; Mao et al., 2008; Shemesh et al., 2020) 

or mutated to modify their kinetics and baseline fluorescence depending on the 

compartment or cell type of interest (Chen et al., 2013; Dana et al., 2019). 

Finally, GECIs can be stably expressed over long timescales without the need 

for further invasive interventions. The most widely used calcium indicator is the 
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protein-based indicator GCaMP, which has sufficient sensitivity to allow single 

APs to be detectable in vivo (Chen et al., 2013; Dana et al., 2019). Importantly, 

due to its spectral properties under 2-photon excitation, GCaMP can be used 

for the simultaneous all-optical interrogation with red-shifted opsins (see below 

in Chapter 1.8). These key properties of GCaMP make it suitable for 

experimental questions requiring large-scale network level recordings, paired 

with optogenetic manipulations, as well as subcellular scale recordings of 

dendritic and spine activity recordings in single neurons in vivo. GECIs with 

various excitation and emission wavelengths have been developed recently, 

mostly importantly the red GECIs jRCaMP1a and jRGECO1a (Dana et al., 

2016). Wavelength multiplexing makes it possible to record neural activities 

from spectrally separated GECIs or one GECI and a neurotransmitter indicator 

(see below) simultaneously (Adoff et al., 2021; Han et al., 2019). However, 

GECIs have limitations regarding their sensitivity and speed. Under ideal 

conditions, GCaMP6s can resolve single APs in vivo (Chen et al., 2013); yet 

under more realistic conditions in transgenically expressing mice only ~10% of 

single APs are resolved (Huang et al., 2021). Moreover, GECIs typically cannot 

resolve rapid instantaneous firing rates due to their long decay constants (on 

the order of hundreds of milliseconds). Instead, computational algorithms such 

as deconvolution can be used to infer the number of spikes underlying changes 

in calcium indicator fluorescence (Theis et al., 2016; Yaksi and Friedrich, 

2006).  

Intracellular calcium, however, only represents an indirect proxy of membrane 

potential. Since subthreshold membrane potential fluctuations do not usually 

involve large changes in calcium concentration, GECIs are generally unable to 

resolve them. A better suited approach to optically measuring membrane 

potential are fluorescent voltage indicators. Several synthetic (Grinvald et al., 

1984; Salzberg et al., 1973) and many families of genetically encoded voltage 

indicators (GEVIs), (Dimitrov et al., 2007; Knöpfel and Song, 2019; Lin and 

Schnitzer, 2016; Liu et al., 2022; Siegel and Isacoff, 1997; Villette et al., 2019) 

have been developed. Key advantages of GEVIs over GECIs are their fast 

kinetics, which allows them to resolve individual action potentials, and their 

ability to directly report subthreshold membrane potential changes at the soma, 
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dendrites or axons (Gong et al., 2015; St-Pierre et al., 2014). However, the use 

of GEVIs poses several challenges: First, their quantum yield (ratio of photons 

emitted per photons absorbed) is relatively low; hence, high illumination 

intensities are required to measure responses (Hochbaum et al., 2014; Lin and 

Schnitzer, 2016). In combination with the indicator’s localization across the cell 

membrane, which limits the number of available molecules and impairs their 

replacement by diffusion, this can lead to fast photobleaching – in particular 

during 2-photon illumination. This effect is exacerbated by the requirement for 

high frame rates needed to resolve individual spikes (>300 Hz, one to two 

orders of magnitude higher than for GECIs), (Lin and Schnitzer, 2016; Liu et 

al., 2022). Second, while ultra-fast 1-photon GEVI imaging is readily achievable 

using widefield LED illumination and recording with high frame rate cameras, it 

is limited to more superficial brain areas in vivo (Fan et al., 2020) or in vitro 

recordings in slices (St-Pierre et al., 2014). 2-photon excitation is the preferred 

mode of imaging in vivo due to the deeper tissue penetration of longer 

wavelengths and higher resolution due to reduced out-of-focus excitation. 

However, most GEVIs lack an adequate 2-photon excitation cross-section and 

fully 2-photon responsive GEVIs are only starting to come of age (Chamberland 

et al., 2017; Liu et al., 2022; Villette et al., 2019). Finally, 2-photon voltage 

imaging also poses a technical challenge as standard raster-scanning 

illumination does not allow for kHz sampling rates. Faster raster-scanning 

would necessarily entail increased illumination power per voxel and lead to 

photo-damage and bleaching (Brinks et al., 2015; Villette et al., 2019). Ultrafast 

imaging methods with increased illumination strategies for GEVIs are being 

developed, but are not yet widely available (Villette et al., 2019; Wu et al., 

2020). Altogether, voltage imaging is an active and promising area of research 

with many exciting new recent developments and likely wide applicability in the 

future.  

Finally, instead of ion concentrations or voltage changes, synaptic transmission 

between neurons in the form of neurotransmitters (NTs) can be recorded 

optically. Many variations of genetically encoded neurotransmitter indicators 

(GENIs) have recently emerged (Sabatini and Tian, 2020). For the purposes of 

this thesis, I am going to focus on GENIs with ligand-binding subunits derived 



50 
 
 

from the bacterial periplasmic binding proteins (PBPs). These sensors function 

in principle like GECIs: Binding of a ligand (e.g. glutamate) induces a local 

conformational rearrangement in the PBP region where a fluorescent protein 

(usually cpGFP) has been inserted, modulating its fluorescence (Marvin et al., 

2011). Since PBPs occur naturally with different affinities to an array of small 

molecules and peptides (Sabatini and Tian, 2020), they have been used as 

modular binding domains to design new indicators – most prominently 

glutamate (iGluSnFR/SF-iGluSnFR, (Marvin et al., 2013, 2018) & iGluu/f 

(Helassa et al., 2018)), GABA (iGABASnFR, (Marvin et al., 2019)) and 

acetylcholine (iAChSnFR, (Borden et al., 2020)). The most recent high-affinity 

versions of glutamate sensing indicators (SF-iGluSnFRs) are sensitive enough 

to report orientation-selection glutamate signals extracted from dendritic spines 

under 2-photon excitation in vivo (Marvin et al., 2018). This has already led to 

several additional studies on the spatiotemporal structure of inputs onto 

dendrites in mice and monkeys (Ju et al., 2020; Kazemipour et al., 2019; Wu 

et al., 2020). iGABASnFR reports large-scale GABA release events when 

integrating fluorescence over larger areas of neuropil, making it a useful tool to 

measure total levels and distribution patterns of GABAergic transmission, but 

not single synapses (Marvin et al., 2019). Genetically encoded sensors also 

exist for the detection of acetylcholine (Borden et al., 2020), serotonin (Unger 

et al., 2020) or dopamine (Patriarchi et al., 2020; Sun et al., 2018). Spectral 

variants of GENIs and versions with different kinetics are already available or 

will be available in the future (Sabatini and Tian, 2020). Importantly, GECIs can 

be paired with calcium indicators for use in multi-colour imaging by spectral 

multiplexing (Adoff et al., 2021), opening up exciting new studies to measure 

input-output transformations in the intact brain using purely optical methods. 

1.6.2 Fluorescence imaging technology 

Functional imaging of fluorescent indicators requires exciting the fluorophore 

with light of an appropriate wavelength (λ) and collecting the emitted 

fluorescence, which depends quantitatively on some activity unit (such as 

intracellular [Ca2+]), (Fig. 1.11a). Importantly, the sampling rate of data 

acquisition needs to be fast enough to resolve dynamic changes in the emitted 

fluorescence over time. The spectral shift between excitation and emission 
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wavelength (Stokes Shift) allows a dichroic mirror to isolate the signal-carrying 

emission, which is subsequently digitally recorded. The types of 

instrumentation used for excitation and emission collection vary widely 

depending on the specific application which has been extensively reviewed 

elsewhere (Grienberger and Konnerth, 2012; Homma et al., 2009; Yang and 

Yuste, 2017). 

In its simplest form, bulk activity from indicators expressed in deep brain 

regions can be measured using an implanted cannula (fibre photometry) with 

high temporal resolution (Adelsberger et al., 2005; Kim et al., 2016). Resolving 

the sources of fluorescence signals (e.g. somata or dendrites) is possible by 

using camera detectors or sequential illumination approaches such as raster-

scanning paired with photomultiplier tube (PMT) detection modules 

(Grienberger and Konnerth, 2012; Homma et al., 2009).  

Traditional microscopy has relied on linear (1-photon, 1P) excitation of 

fluorophores (Fig. 1.11b). In combination with fast camera detectors this is still 

a popular approach for functional imaging, especially when large FOVs and 

high imaging speeds are required or the indicator is not efficiently multi-photon 

excitable. For example, light-sheet microscopy is a powerful method for high-

speed imaging in relatively transparent samples (Power and Huisken, 2017) 

such as larval zebrafish (Vladimirov et al., 2014; Zylbertal and Bianco, 2022).   

However, non-linear two-photon excitation (Göppert-Mayer, 1931) offers many 

advantages for studying neural circuits in vivo (Denk et al., 1990). Photons of 

(approximately) twice the linear excitation wavelength which arrive within 0.5 

femtoseconds at an acceptor molecule can jointly excite it (Fig. 1.11c). The 

efficiency of this process depends on the multi-photon cross-section of the 

fluorophore, and the spatiotemporal concentration of photons. This imposes 

several design criteria on the instrumentation used for multi-photon imaging, 

for example pulsed lasers and high numerical aperture (NA) objectives 

(reviewed extensively here: (Helmchen and Denk, 2005)). Critically, 2-photon 

imaging allows for deeper tissue penetration (due to infrared wavelengths, 800-

1100 nm, which reduce tissue induced scattering) and higher resolution in 

densely labelled samples (due to the spatiotemporally confined excitation). 
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Moreover, 2-photon imaging of green GECIs is compatible with simultaneous 

2-photon excitation of many red-shifted opsins, allowing for the all-optical 

interrogation of brain function in vivo (see also Chapter 1.8 below). These 

features made 2-photon imaging the method of choice for most experiments in 

this thesis, which involved recordings from > 400 um depth in densely labelled 

cortex, recordings from dendritic branches at single-spine resolution, 

simultaneous functional imaging and holographic optogenetic stimulation, and 

dual-colour imaging of spectrally separated indicators.  

Recently, a plethora of improvements to ‘classic’ single-plane raster-scanning 

2-photon microscopy (Denk et al., 1990) have been made, mostly revolving 

around faster imaging and larger areas/volumes (Table 1). The technical 

parameters of the microscopes I used for the work presented in this thesis are 

discussed in the relevant sections below, in particular with regards to the 

implemented technical advances (Chapters 3 & 4).  

 

 

Figure 1.11 | Fluorescent imaging of neural activity. a, Schematic of GCaMP, a 
genetically encoded fluorescent calcium indicator (GECI). Binding of Ca2+ ions leads 
to conformational changes, which increase the emitted fluorescence (515 nm). Figure 
from: Grienberger and Konnerth, 2012. b, Left: Jablonski diagram showing 1-photon 
excitation and emission of a fluorophore. Right: Spatial profile of fluorescence 
emission evoked by a light beam focussed inside a cuvette containing a fluorescein 
solution. The excitation cone extends throughout the depth of the sample. c, Left: 
Jablonski diagram showing 2-photon excitation and emission. Right: As in panel b, but 
using light of approximately twice the wavelength of 1-photon excitation. The excitation 
is limited to a spatially confined focal point. From: Soeller and Cannell, 1999. 
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Technology Implementation Example reference(s) Challenges 

 

 

 

 

 

 

Volumetric 

imaging 

Sequential sampling 

using an electrically 

tunable lens (ETL) 

(Grewe et al., 2011; Han 

et al., 2019) 

Reduced 

sampling rate 

(sequential) 

Sequential sampling by 

spatial light modulator 

(SLM) 

(Dal Maschio et al., 2011) Reduced 

sampling rate 

(sequential) 

Holographic microscopy (Yang et al., 2016) De-mixing 

necessary, sparse 

samples only 

Extended focus (e.g. 

Bessel beam) 

(Botcherby et al., 2006; 

Lu et al., 2017; Thériault 

et al., 2014) 

De-mixing 

necessary, sparse 

samples only 

Temporal pulse 

multiplexing 

(Amir et al., 2007; Cheng 

et al., 2011; Demas et al., 

2021; Weisenburger et 

al., 2019) 

Fixed wavelength 

& sampling rate, 

challenging 

technical 

implementation 

 

 

Recording 

from larger or 

multiple 

FOVs 

Temporal pulse 

multiplexing 

(Chen et al., 2016; 

Stirman et al., 2016; 

Weisenburger et al., 

2019) 

Fixed wavelength 

& sampling rate, 

challenging 

technical 

implementation 

Mesoscope raster-

scanning 

(Sofroniew et al., 2016; 

Stirman et al., 2016; Tsai 

et al., 2015; Yu et al., 

2021) 

Limited resolution 

and imaging 

speed 

 

 

 

 

 

Ultrafast 

imaging 

Random access 

scanning using acousto-

optic deflectors (AODs) 

(Chamberland et al., 

2017; Fernández-Alfonso 

et al., 2014; Katona et al., 

2012; Nadella et al., 2016; 

Villette et al., 2019) 

Only pre-selected 

locations 

Line-projection 2PFM (Kazemipour et al., 2019) Sparse samples  

Multiple beam scanning (Zhang et al., 2019) Limited resolution 

and imaging 

depth 

Raster-scanning 

with FACED module 

(Wu et al., 2020, 2017) Challenging 

technical 

implementation 

Table 1: Summary of recent advances in imaging technology 
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1.7. Manipulating neural activity  

Fluorescent indicators and imaging technologies for the optical measurement 

of neural activity have revolutionized neuroscience, as they are versatile, 

accessible and generally straightforward to implement. However, readout 

methods on their own are insufficient to answer some experimental questions. 

For example, understanding causal relationships such as the direct influence 

of one neuron’s activity on another neuron’s is aided by the ability to 

experimentally modulate neural activity at will (Mehler and Kording, 2020). 

Ideally, such a manipulation method should fulfil several criteria; a non-

exhaustive list of properties includes: First, it should be targetable to specific 

subsets of neurons in the intact brain (Crick, 1979). Second it should allow 

modulation of activity on the timescale of neural coding (Fenno et al., 2011). 

Third, it should be reversible, i.e. network state should (preferably quickly) 

settle back into its “native” state when the manipulation is switched off. Fourth, 

bidirectional control of activity should be possible if needed. And fifth, 

simultaneous readout of the effect of manipulations should be possible.  

Pharmacology and chemogenetics fulfil some of these criteria and have been 

extensively used in neuroscience (Sternson and Roth, 2014). Since both types 

of experiments can be conducted without the need for chronic intracranial 

implants, they allow sustained modulation of neural activity without 

immobilizing the animal under a microscope. However, their effects generally 

have long onset and decay times, limiting their utility for experiments in which 

rapid reversibility or temporal precision are desired (Vlasov et al., 2018).  

A popular alternative with high spatial and temporal resolution is electrical 

microstimulation of small local clusters of neurons. This method has been 

particularly useful in psychophysics studies on the relationship between neural 

activity and perception (Houweling and Brecht, 2008; Salzman et al., 1990) and 

to measure functional influences between brain areas (Klink et al., 2017; Moore 

and Armstrong, 2003). The major limitations of electrical microstimulation are 

its lack of specificity as well as its low throughput. The relatively slow manual 

(and often blind) targeting of electrodes is incompatible with the need to target 

several groups of functionally defined neurons in a single experiment. 
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Moreover, microstimulation effects can spread unpredictably through the direct 

stimulation of axons passing by the electrode (Histed et al., 2009).  

Cooling of brain tissue using cryoloops can reversibly suppress activity with a 

spatial resolution of a few millimetres (Lomber et al., 1999). This method has 

been used to measure cortico-cortical interactions in macaque (Nassi et al., 

2013). However, it is highly invasive, limited to suppression of activity, and its 

coarse spatial resolution precludes its use in mice or for finer-scale circuit 

mapping approaches.  

A revolutionary new approach to control neural activity, which combines many 

desired characteristics, is optogenetics. Microbial opsins, which function as 

light-gated channels or pumps of specific ions, can render neurons light-

sensitive when expressed in their cell membrane (Boyden et al., 2005; Nagel 

et al., 2002), (Fig. 1.12a). Analogous to synaptic excitation or inhibition, the ion 

flux triggered by illuminating opsin molecules at the correct wavelength can 

directly depolarize (Boyden et al., 2005) or hyperpolarize (Zhang et al., 2007) 

neurons, thereby inducing or suppressing spiking for the duration of light 

exposure (Fig. 1.12b-g). This allows the experimenter to “control defined 

events in defined cell types at defined times in intact systems” (Deisseroth, 

2011). Importantly, since opsins are genetically encoded, their expression can 

be targeted to defined cell types using available driver lines or transgenic 

animals (Antinucci et al., 2020; Bounds et al., 2022; Lima and Miesenböck, 

2005).  

Through extensive genetic engineering over the last 15 years, a large diversity 

of optogenetic actuators has become available, enabling a variety of 

experimental configurations. The most important characteristics influencing the 

choice of opsin for an application are:  

 

1. Ion selectivity 

2. Spectral tuning 

3. Kinetics 

4. Potency 

I discuss these characteristics in the following sections.  
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Figure 1.12 | Optogenetic manipulation of neural activity. a, Examples of 
optogenetic tool families. Left: Channelrhodopsins are cation-permeable and lead to 
depolarization upon illumination. Middle: Halorhodopsins are chloride ion-permeable 
and lead to hyperpolarization upon illumination. Right: Upon illumination, rhodopsin-
GPCR chimeras recruit intracellular G-proteins which act through second 
messengers. Figure from: Fenno et al., 2011. b-d, Optogenetic excitation of neurons 
using Channelrhodopsin-2 (ChR2). b, Cultured hippocampal neurons expressing 
ChR2. c, Voltage-clamp recording of ChR2-expressing neuron, showing inward 
currents upon illumination (horizontal black bar). d, Voltage traces in response to 15 
ms light pulses, showing reliably elicited spikes. From: Boyden et al., 2005. e-g, 
Optogenetic inhibition of neurons using the halorhodopsin NpHR. e, Cultured 
hippocampal neurons expressing NpHR. f, Voltage clamp recording of NpHR-
expressing neuron (top trace), showing outward current upon illumination. Current 
clamp recording in the bottom trace shows membrane hyperpolarization. g, 
Suppression of action potentials in NpHR-expressing neuron during illumination. 
From: Zhang et al., 2007.  

Ion selectivity: The most consequential characteristic is the sign of an opsins 

effect on membrane potential. Generally speaking, excitatory opsins are cation-

permeable (and net-depolarizing) whereas inhibitory opsins are selective for 

chloride ions and/or protons (and net-hyperpolarizing), (Deisseroth, 2015). The 

pool of available excitatory opsins is relatively large. The opsin used in this 

thesis is the chimeric opsin C1V1, which was the first to be engineered for 
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higher conductance with raster illumination and 2-photon excitability (Prakash 

et al., 2012). Recently, C1V1 has been successfully used to map functional 

connectivity in visual cortex of the mouse (Chettih and Harvey, 2019; Russell 

et al., 2019). Other excitatory opsins have been successfully developed since 

to improve their potency, kinetics or spectral tuning (Kishi et al., 2022; Mardinly 

et al., 2018; Marshel et al., 2019; Sridharan et al., 2022). In contrast, the 

inhibitory toolbox is more limited. Inhibitory opsins have lower conductance and 

require continuous illumination at relatively high powers (Mahn et al., 2018). 

Moreover, with few exceptions (Prakash 2012), two-photon excitation of these 

opsins is inefficient (Emiliani et al., 2015). A popular alternative for loss-of-

function experiments involving larger ensembles of neurons or entire cortical 

areas is therefore the photo-activation of inhibitory interneurons using 

excitatory opsins instead of direct photo-inhibition of pyramidal neurons (Cardin 

et al., 2009; Li et al., 2019; Olsen et al., 2012). This method has been used 

recently to measure inter-areal communication between visual cortical areas in 

mice by suppressing activity in one cortical area while recording activity in 

another (Javadzadeh and Hofer, 2022; Keller et al., 2020). Finally, a less 

conventional opsin mechanism acts through G-protein coupling to intracellular 

messengers and not through direct ion influx. The mosquito opsin OPN3 

suppresses Ca2+ channels through recruitment of intracellular Gi/o signalling. 

This mechanism is particularly powerful in axons, where it silences vesicle 

release (Mahn et al., 2021).  

Spectral tuning: Similarly to fluorescent activity indicators, opsins are 

spectrally tuned. This is particularly relevant when opsins and GECIs are 

combined to provide simultaneous optical readout and control (see Chapter 

1.8) or for the bidirectional control of activity in the same neurons (Vierock et 

al., 2021). The most widely used opsins for all-optical interrogation of neural 

circuits are “red-shifted” relative to GCaMP, with excitation peaks above 1000 

nm (Yizhar et al., 2011). However, many red-shifted opsins have wide 

excitation spectra and exhibit substantial photocurrents between 900 and 1000 

nm, making careful calibration and choice of opsin necessary (Sridharan et al., 

2022). Even though C1V1 is excitable by 920 nm light, imaging-induced 

crosstalk is relatively low during raster scanning of large FOVs with 
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conventional laser powers (Packer et al., 2015). To reduce cross-talk, blue-

shifted opsins can be combined with red calcium indicators for simultaneous 2-

photon imaging and stimulation (Forli et al., 2018).  

Kinetics: The activation and inactivation kinetics of opsins have important 

consequences. C1V1 was intentionally engineered to be relatively slow in order 

to improve its response fidelity by accumulating photocurrents during raster-

scanning (Prakash et al., 2012). For experiments that require higher temporal 

fidelity on the millisecond timescale, several families of faster opsins have 

recently become available (Adesnik and Abdeladim, 2021; Chen et al., 2019; 

Kishi et al., 2022; Sridharan et al., 2022). Of note, step-function opsin (SFO) 

currents can be precisely initiated and terminated with light of different 

wavelengths, allowing for the introduction of stable steps in membrane 

potential (Berndt et al., 2009; Yizhar et al., 2011).  

Potency: The total photocurrent elicited by a defined illumination pulse varies 

greatly across opsins. In principle, larger photocurrents permit lower 

illumination powers to achieve the same levels of membrane potential 

modulation. This reduces the chances of light-induced damage, allows for more 

neurons to be stimulated with the same total power, and enables manipulations 

deeper in scattering tissue. ChRmine, an opsin with particularly large 

photocurrents which has also been used for functional connectivity mapping in 

visual cortex (Marshel et al., 2019), allows for activation of brain structures 

several millimetres deep and through the intact skull (Chen et al., 2021). On 

the other hand, it is important to note that higher photocurrents do not 

necessarily lead to higher response fidelity as opsin kinetics strongly influence 

AP output (Sridharan et al., 2022).  

1.8. All-optical interrogation (optical readout & manipulation) 

Combining fluorescent activity indicators with optogenetic actuators enables 

the simultaneous monitoring and manipulation of neural activity in vivo using 

purely optical methods (Russell et al., 2022), (Fig. 1.13). This “all-optical” 

approach is the result of recent advances in indicator and opsin engineering as 

well as imaging technology (Adesnik and Abdeladim, 2021; Emiliani et al., 

2015). Usually, all-optical interrogation of neural circuits in vivo is achieved by 
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co-expression of a “green” calcium indicator (e.g. GCaMP, excitation ~920 nm) 

with a red-shifted opsin (e.g. C1V1, excitation ~1000-1100 nm). The spectral 

shift between indicator and opsin excitation wavelengths reduces, but not 

entirely abolishes optical crosstalk (Packer et al., 2015; Rickgauer et al., 2014; 

Sridharan et al., 2022). Importantly, using patterned illumination strategies, the 

all-optical method allows targeting of arbitrary combinations of large groups of 

genetically, projection target, or functionally defined groups of neurons in 3D 

(Packer et al., 2013). This is a major advantage compared to tools previously 

used to measure inter-areal communication using electrical microstimulation 

paired with microelectrode recordings (Moore and Armstrong, 2003), which 

lacks both targeting specificity and throughput.    

 

Figure 1.13 | All-optical interrogation of neural circuits in vivo. a, FOV image 
showing co-expression of the GECI GCaMP6s and the excitatory opsin C1V1 in 
mouse somatosensory cortex. Scale bar: 100 µm. b, Neuron (i) was targeted for 2-
photon optogenetic stimulation using spiral scanning. The responses of neurons (i), 
(ii) and (iii) were recorded using calcium imaging (panel d) and the responses of 
neuron (i) were additionally monitored using a cell-attached patch-clamp recording 
(panel c). Scale bar: 50 µm. c, Individual trials (top) and peristimulus time histogram 
of neuron (i) spikes around the time of photostimulation. Photostimuli reliably evoked 
action potentials in the targeted neuron. d, Trial-averaged response to 
photostimulation in neurons (i)-(iii) measured using GCaMP6s. Only the targeted 
neuron (i) was measurably activated. Figure from: Packer et al., 2015. 
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Due to its deep tissue penetration and spatial confinement, 2-photon 

optogenetic activation is a powerful approach for in vivo experiments. Due to 

the limited conductance opsins molecules and the small excitation volume of a 

2-photon diffraction-limited focus, various technical solutions have been 

developed to increase the number of activated channels per illumination cycle 

(Packer et al., 2013). Scanning the focussed light quickly over the neuron (e.g. 

using galvanometric mirrors) leads to fast sequential activation of many opsin 

molecules, gradually driving the neuron to its spiking threshold (Packer et al., 

2012; Rickgauer and Tank, 2009). Because this approach relies on temporal 

integration of currents, it works best for opsins with slower inactivation kinetics 

such as C1V1. Spiral scanning requires relatively low instantaneous powers 

and scales well to parallel activation of many neurons simultaneously (Emiliani 

et al., 2015). To achieve higher temporal precision by illuminating more opsin 

molecules simultaneously, the size of the excitation spot can be expanded to a 

disc with the size of a soma. The axial resolution of this stimulation 

configuration can be improved by temporal focussing, in which a diffraction 

grating diffracts the different frequencies of laser pulses towards different 

directions, allowing peak-powers sufficient for excitation to be reached only in 

the focal plane (Hernandez et al., 2016; Papagiakoumou et al., 2008; Pégard 

et al., 2017). This temporal focussing approach is generally used for faster 

opsins such as ChroME (Mardinly et al., 2018; Sridharan et al., 2022). 

Complementing these technical solutions, the density of available opsin 

molecules in the soma can be increased through somatic targeting sequences 

(e.g. Kv2.1). This also increases spatial resolution by reducing off-target 

stimulation of dendrites from adjacent neurons (Chettih and Harvey, 2019).  

Simultaneous targeting of dozens to hundreds of neurons in arbitrary patterns 

can be achieved by spatial patterning of excitation foci in the sample using 

computer-generated holography (CGH), (Slinger et al., 2005). The microscope 

objective performs a Fourier transform on the incoming wavefront, generating 

distinct excitation foci in the sample at the locations encoded in the spatial 

frequencies of the incoming beam. The phase mask to be displayed by a liquid-

crystal matrix spatial light modulator (LC-SLM) that will generate foci at the 

desired sample locations is computed using an iterative algorithm (Gerchberg 
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and Saxton, 1972; Papagiakoumou et al., 2018). CGH is compatible with both 

spiral scanning of a diffraction-limited spot (also for experiments in this thesis) 

and temporally-focussed disc foci (Adesnik and Abdeladim, 2021; Emiliani et 

al., 2015; Hernandez et al., 2016; Packer et al., 2015). Modern SLMs can 

update phase patterns quickly (within milliseconds), allowing arbitrary groups 

of neurons to be targeted in rapid succession. Target groups can be defined 

and stimulation triggered using online activity measurements, forming closed-

loop measurement-stimulation systems (Zhang et al., 2018). A recently 

developed approach allows switching between holograms at kHz rates, 

promising sub-millisecond temporal precision (Faini et al., 2021).  

Both single cell and holographic multi-cell stimulation approaches have been 

extensively used in the last few years to manipulate cortical and hippocampal 

neurons while recording network activity in the local circuit using simultaneous 

calcium imaging (Carrillo-Reid et al., 2016; Chettih and Harvey, 2019; Dalgleish 

et al., 2020; Marshel et al., 2019; Packer et al., 2015; Rickgauer et al., 2014; 

Robinson et al., 2020; Russell et al., 2019). In this thesis, I describe an 

extension of these all-optical approaches in two ways: First, using an all-optical 

system that allows imaging and photostimulation at the mesoscale (with FOVs 

of up to 2 mm), we mapped inter-areal communication between two visual 

cortical areas in the form of functional connectivity. Second, by combining 

holographic stimulation in one area with subcellular resolution imaging of 

individual dendritic branches in another area, we demonstrate that synaptic 

connections can be mapped across cortical areas in awake animals using 

purely optical tools.  
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2. MATERIALS AND METHODS  

The following Materials and Methods has been adapted from the manuscript 

currently under review (Fişek*, Herrmann*, …, Häusser; *equal contribution). 

For a full account please refer to the UCL Research Paper Declaration Form at 

the beginning of this thesis.  

2.1. Mice and surgeries (related to Chapters 3-5) 

All experimental procedures were carried out under license from the UK Home 

Office in accordance with the UK Animals (Scientific Procedures) Act (1986). 

Male and female TLX3-Cre or TLX3-Cre; CaMKII-tTA; TITL-GCaMP6s mice 

aged between seven and ten weeks were used. TLX3-Cre (PL56) is a GENSAT 

BAC transgenic and previously described (Gerfen et al., 2013; Kim et al., 

2015). The other two parental lines are available at The Jackson Laboratories 

(CaMKII-tTA, # 007004, (Mayford et al., 1996) and TITL-GCaMP6s (Ai94, 

#024104), (Madisen et al., 2015). Four to eight hours before surgery, mice were 

given an injection of dexamethasone (Dexadreson, 5 mg/kg body weight at 2 

mg/ml (Goldey et al., 2014)). Immediately before surgery, mice were given a 

subcutaneous injection of buprenorphine hydrochloride (Vetergesic, 1 mg/kg 

body weight at 0.3 mg/mL) and anesthetized with isoflurane (5% induction, 

<1.5% maintenance). The scalp was removed and an aluminium or titanium 

headplate with a 11mm circular opening was fixed to the skull with dental 

cement (Super-Bond C&B, Sun-Medical). A craniotomy was performed over 

caudal-lateral cortex and the dura carefully removed. A calibrated pipette 

(Drummond Scientific Company, Wiretrol II Cat. 5-000-2005) bevelled to a 

sharp point and connected to a hydraulic injection system (Narishige MO-1) 

was used to inject virus, which was diluted in a buffer solution (20 mM Tris, 140 

mM NaCl, 0.001% Pluronic F-68, pH 8.0). Virus injections were made 500 µm 

below the surface at 0.1 µL/min. Injection locations were determined using 

stereotactic coordinates and blood vessel patterns. Subsequent retinotopic 

mapping was used to confirm intended coverage of the visual cortex. After each 

injection, the pipette was maintained in position for 5 minutes before retraction. 

Chronic imaging windows were constructed using a single 4 mm coverslip with 

small pieces of coverslip optically glued to the top side to serve as added 

surface to support dental cement. Craniotomies were sealed with 
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cyanoacrylate glue (Vetbond, 3M) and windows fixed in place with dental 

cement. Animals were allowed to recover for at least 5 days. Subsequently, 

animals were acclimatized to the microscopes and Styrofoam running wheels 

for 2-5 sessions before experiments. 

2.2. Two-photon optogenetic stimulation and population 
imaging (related to Chapter 3) 

Expression of calcium indicator and opsin was achieved by injecting AAV2/9-

Ef1a-DIO-C1V1(t/t)-mRuby2-Kv2.1 (Selmaan Chettih, Christopher Harvey, 

Harvard Medical School) diluted 1:13 from a stock concentration of ~6.9x1014 

gc/ml into TLX3-Cre;CaMKII-tTA;TITL-GCaMP6s animals. 200 nL of virus was 

injected into a grid of six locations positioned ~300 µm apart over LM and V1 

guided by the blood vessel patterns. Two-photon imaging and optogenetic 

stimulation were performed with a commercial resonant scanning microscope 

(Ultima 2P plus, Bruker). Two-photon calcium imaging was performed using 

920 nm light delivered from a tuneable laser (InSight X3, Spectra-Physics). 

Optogenetic excitation was performed using 1030 nm light delivered from a 

fixed wavelength fibre laser at 1 MHz repetition rate (Satsuma HP2, Amplitude 

Systèmes). Objectives used were a 16x/0.8NA (Nikon, 32/42 sessions in 11 

animals) or a 10x/0.5NA (Thor, TL10X-2P, 10/42 sessions in 4 animals), 

yielding field-of-view sizes of 1215 or 1920 µm, respectively. Volumetric 

calcium imaging data were acquired using an electrically tuneable lens 

(Optotune) focusing four planes spaced by 30 µm (7 Hz, 16x) or two planes 

spaced by 50 µm (15 Hz, 10x). Power post-objective was between 50-100 mW 

depending on expression level and imaging depth, which was 350-450 µm 

below the pia. Two-photon optogenetic stimulation was performed using a 

programmable reflective spatial light modulator (SLM) installed in-line of the 

stimulation path. The 16x/0.8 NA objective was paired with an SLM with 512 x 

512 pixels and 7.68 x 7.68 mm active area, (Boulder Nonlinear Systems) while 

the 10x/0.5NA objective was paired with an SLM with 1920 x 1152 pixels and 

17.6 x 10.7 mm active area (Meadowlark Optics). Phase masks were computed 

via the weighted Gerchberg-Saxton algorithm. The SLM was calibrated to 

compensate the decrease in diffraction efficiency for peripheral targets, and 

power per neuron kept constant at 12 mW. Imaging space to SLM space 
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conversion was achieved by burning 3D patterns into plastic slides, taking 

volumetric stacks, measuring burn locations and fitting affine transformations. 

To increase stimulation efficiency, the centre of the SLM space was offset using 

galvanometers such that it was close to the centroid of the current stimulation 

targets. Calibrations were performed with custom software written in 

MATLAB29 (https://github.com/llerussell/SLMTransformMaker3D). Stimulation 

patterns consisted of multiple beamlets targeting between 6 and 14 neurons. 

Beamlets were scanned using galvanometers moving in spiral scan patterns 

(10 repeats of ~16 µm, 20 ms spiral scans at 20 Hz). Synchronization was 

performed as previously described (Russell et al., 2019, 2022). Fields-of-view 

(FOVs) over V1 and LM were determined using retinotopic maps obtained from 

preparatory widefield and two-photon retinotopic mapping sessions (see 

below). For stimulation experiments, FOVs were relocated using blood vessel 

patterns and the data were affine transformed to register the field to previously 

obtained retinotopic maps. At the beginning of the experiment, neurons 

responsive to photostimulation were detected using the Near Automatic 

Photoactivation Response Mapping (NAPARM, 

https://github.com/llerussell/Naparm) protocol described previously (Russell et 

al., 2019, 2022). Stimulation clusters were then designed by randomly 

choosing seed neurons and finding their nearest neighbours from all 

photoresponsive neurons. A 200 µm wide V1/LM border zone and the top 50 

lines of the two-photon frames were excluded from consideration as targets. In 

each experiment between 5 and 10 (8 ± 1.1) target clusters were stimulated for 

a total of 129 clusters in LM and 180 clusters in V1 in 42 sessions, 15 animals. 

Experiments contained 1337 ± 142 trials (mean ± sd). Of these trials, 20% (in 

40/42 experiments) or 50% (in 2/42 experiments) contained only visual 

stimulation composed of a two second stimulus and six second inter-trial 

interval (V trials). The remaining trials contained the same visual stimulus and 

a two-photon photostimulus (duration 500 ms, triggered 500 ms after visual 

stimulus onset) of a single target cluster (V+P trials). Each cluster was 

stimulated in 52 to 175 (mean = 133.4 ± 25) trials. 
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2.3. Ultra-sparse dendritic imaging (related to Chapters 4 & 5) 

Ultra-sparse expression of calcium indicator within a Cre recombinase 

expressing population of neurons was achieved using the virus mixture: 

AAV2/1-Ef1a-DIO-FLPo (gift of Li Zhang, Addgene viral prep #87306-AAV1) 

diluted 1:75,000 to 1:100,000 from stock concentration of 1.4x1013 gc/ml and 

AAVDJ-Ef1a-fDIO-GCaMP6s (gift of Karl Deisseroth, Stanford AAV-165) 

diluted 1:9 from stock concentration of 7.0x1012 gc/ml. Dilutions reported are 

final. 100 nL of virus was injected into each of two to four locations positioned 

~500 µm apart in primary visual cortex of TLX3-Cre mice. High magnification 

apical tuft imaging during visual stimulus presentation (Chapter 5.2, Figs. 5.2-

5.5) was performed on a commercial two-photon microscope (Neurolabware) 

using a Coherent Chameleon Discovery laser and a Nikon 16x 0.8NA objective. 

In some experiments, an electrically tuneable lens (Optotune) was used to 

extend the length of dendritic branch simultaneously imaged. Imaging was 

always performed at 13.2 Hz final framerate using 920 nm excitation. Lower 

magnification volume imaging of apical and basal dendrites (Chapter 5.3, Figs. 

5.8 & 5.9) was performed using a 10x/0.5NA objective (Thorlabs) mounted on 

a commercial resonant scanning microscope (Ultima 2P plus, Bruker). An 

electrically tuneable lens (Optotune) was used to image 4 planes at 24 Hz total 

frame rate using 920 nm excitation.  

2.4. Two-photon optogenetic stimulation and dendritic imaging 
(related to Chapter 4) 

Expression of calcium indicator and opsin were achieved by injecting the same 

virus mixtures and dilutions as above for two-photon optogenetic stimulation 

during population imaging and dendritic imaging of apical tufts with ultra-sparse 

expression with one difference. Expressing calcium indicator in LM neurons 

causes their axons to fluoresce in layer 1 of V1, interfering in sparse imaging 

of the apical dendrites of V1 neurons. To avoid this problem, the calcium 

indicator virus injections were targeted to V1 only, using blood vessel patterns 

as a guide. The opsin virus injections were targeted to LM only to avoid 

unintended activation of V1 neurons. The expression locations were later 

confirmed using retinotopic mapping. Experiments were performed using the 

same equipment as the two-photon optogenetic stimulation and population 
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imaging experiments above, with a 10x0.5 NA objective. An image of the brain 

surface over the two-photon FOV was affine transformed onto the brain surface 

image obtained previously in widefield intrinsic imaging. The widefield 

retinotopic map was then used to assign a retinotopic location for each position 

in the two-photon field of view. For the experiments that produced the non-

specific suppression results shown in Fig. 4.2, for every dendrite recorded, 9 

groups consisting of 25 targets each were stimulated for 15 to 25 trials (mean 

23) with a photostimulation duration of 250 ms. In feedback-recipient spine 

detection experiments (all-optical spine mapping, AOSM, Figs. 4.3 & 4.4) that 

produced at least one spine, between 308 and 2994 targets (mean 2146) were 

assigned as a grid in LM, overlapping the retinotopic location of the imaged 

neuron in V1, also determined from the widefield map. Targets spanned 2 z-

depths, when C1V1 expression was restricted to layer 5 using TLX-Cre (6 

spines, 5 recordings, 2 animals), or 4-6 z-depths, when C1V1 expression was 

Cre-independent and spanned the depth of LM (28 spines, 21 recordings, 9 

animals). Targets were stimulated in random groups of 8 to 25 targets (mean 

22), with each group stimulated only once. 420 to 1260 unique groups (mean 

1066) were used per experiment, where every target participated in 8 to 16 

groups (mean 12). Stimulation was performed with 12-16 mW per target every 

1.25 (21 recordings) or 2 (5 recordings) seconds and lasted 500 ms. The 

imaging and stimulation scan paths (Fig. 3.2) were configured to be parfocal, 

with the SLM addressing light to stimulate spots both above and below its focal 

plane. The imaging plane was moved along the z-axis to image either somatic 

or dendritic signals using an electrically tuneable lens. Dendritic imaging fields-

of-view spanned 80 to 150 µm to a side. Responses were recorded for 15 to 

25 minutes using 30 to 50 mW average power, and imaging data was rigidly 

registered as it was acquired to correct for motion artefacts online. 

2.5. Online detection of feedback responsive spines (related to 
Chapter 4) 

The registered recordings and their average images were used to place small 

elliptical ROIs over all protrusions from the dendrite that could represent a spine 

(Fig. 4.3b). ROIs were assigned and fluorescence extracted using ImageJ. 

These traces were transformed to (F- F0)/ F0 where F0 was defined as the 10th 
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percentile of a 90 second moving window. A stimulus response for each ROI 

on each trial (∆R) was calculated by averaging fluorescence in the 9 frames 

prior to each stimulation and subtracting it from the average fluorescence in the 

7 frames after the offset of each stimulation, avoiding any stimulation artefact. 

Independent spine activity (Fig. 4.3b, c) was used to identify spines that were 

potentially driven by stimulation. ∆R for each spine across trials was compared 

to the average ∆R across all spines (∆Rmean). As most activity was correlated 

across spines, these plots often contained diagonally extended distributions of 

data (Fig. 4.3c). Independent spine activity was visible as a cloud of points with 

high ∆R, and ∆Rmean around zero. For each spine, the group of targets 

stimulated on trials that passed a threshold set on ∆R but stayed below a 

threshold on ∆Rmean were identified. If any targets were stimulated on more 

than 20% (reliability threshold) of these trials, it was further collected for 

inspection of all the trials on which that target was stimulated, regardless of 

whether it generated independent activity. This analysis was then repeated 

iteratively, while varying thresholds set on ∆R (mean+0.5*SD to 3*SD), ∆Rmean 

(mean+0.5*SD to 1.5*SD), and the % reliability (10 to 20%). This process 

reduced the number of possibly effective target-spine combinations to a 

number that could be visually inspected online. Among these possible 

connections the 1 to 15 (mean 8.3) most promising candidates were selected 

based on the overall reliability and temporal profiles of the responses. New 

stimulation groups composed of these targets were designed to confirm if any 

are indeed connected. In early experiments (n = 2) these confirmation blocks 

were composed of 20 minutes of recording where 22 random combinations of 

the selected targets were stimulated, and the experiment ended there. Data 

from these confirmation blocks were used for the boosting analysis in Fig. 4.6 

in these cases. It was found that most selected targets were not effective in 

driving spine activity but a small number were. Therefore, in later experiments, 

spine signals from shorter, five to ten minute confirmation blocks were analysed 

online, and spines that were reliably responsive to stimulation identified. New 

target groups were then designed to stimulate only those confirmed target-

spine combinations, either with or without additional visual stimulation. These 

data were then used for the boosting analysis. In a subset of experiments (n = 

16) the experiment was started by mapping receptive fields using sparse noise 
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stimulation and somatic imaging. When both a confirmed target-spine 

combination as well as a receptive field were obtained in the same neuron, 

feedback stimulation was combined with presentation of an inverse visual 

stimulus (Fig. 4.7b) centred on that neuron's RF. In another subset of 

experiments (n = 4) we also delivered sparse noise stimuli during feedback 

stimulation. These data are not shown separately. 

2.6. Semi-sparse dendritic imaging (related to Chapter 5) 

Semi-sparse expression of calcium indicator (Fig. 5.6) was achieved using the 

virus mixture: AAV2/1-Synapsin1-FLEX-GCaMP7s (gift of Douglas Kim & 

GENIE Project, Addgene viral prep #104491-AAV1) diluted 1:7 from stock 

concentration of 1.5x1013 gc/ml and AAV2/1- or AAV2/9-CAG-FLEX-tdTomato 

(gift of Edward Boyden, Addgene viral prep # 28306-AAV9) diluted 1:150 from 

stock concentration of 2.1x1013 gc/ml. 20-50 nL of virus was injected into each 

of four locations ~500 µm apart in primary visual cortex of TLX3-Cre mice. 

Imaging was performed using the same equipment as for apical tuft imaging 

(above). An electrically tuneable lens was used for volume imaging, with two 

planes positioned in layer 5 to capture somata, and two imaging planes around 

the bifurcation of apical dendrites at the layer 1 to layer 2/3 transition. Imaging 

was performed at 6.6 Hz final framerate per plane using 920 nm excitation.  

2.7. Dual-colour two-photon imaging (related to Chapter 5) 

Simultaneous expression of red calcium indicator (Dana et al., 2016) and green 

GABA indicator (Marvin et al., 2019) was achieved using the virus mixture: 

AAV2/1-Synapsin1-FLEX-NES-jRGECO1a (Addgene 100853) diluted 1:2 from 

stock concentration of 2.7x1013 gc/ml, and AAV2/1-CAG-FLEX-

iGABASnFR.F102G (gift of Loren Looger, Addgene 112167, viral prep by 

Charité - Universitätsmedizin Berlin Viral Core Facility VCA-148b) diluted 1:2 

from stock concentration of 5.1x1012 gc/ml (Fig. 5.14). 500 nL of virus was 

injected into 2 locations in V1 positioned 1 mm apart. Simultaneous expression 

of red calcium indicator and green glutamate indicator (Marvin et al., 2018) was 

achieved using the virus mixture: AAV2/1-Synapsin1-FLEX-NES-jRGECO1a 

(gift of Douglas Kim & GENIE Project, Addgene viral prep 100853-AAV1) 

diluted 3:4 from stock concentration of 2.7x1013 gc/ml mixed with AAV2/1-CAG-



69 
 
 

FLEX-SF-iGluSnFR-A184S diluted 1:4 from stock concentration of 1-5x1012 

gc/ml (gift of Jonathan Marvin and Loren Looger, Fig. 5.12). 200 nL of virus 

was injected into each of four locations positioned ~300 µm apart in primary 

visual cortex of TLX3-Cre mice. Imaging was performed using the same 

equipment as for dendritic imaging, with the addition of a Coherent Fidelity-2 

fibre laser for excitation of jRGECO1a at 1070 nm. Lasers were co-aligned 

through one scan path and total power was kept below 100 mW. Fields of view 

were 250 µm to 400 µm wide. Volume imaging was performed using either a 

piezoelectric objective positioner (Physik Instrumente) or an electrically 

tuneable lens (Optotune). When using a piezo one plane was acquired in layer 

5 and one plane in layer 1. Layer 1 imaging planes were positioned 30 to 100 

µm below the pia. When using an electrically tuneable lens (ETL) two planes 

were acquired in each layer. Imaging was performed at 6.6 Hz final framerate 

per plane.  

2.8. Visual stimuli (related to Chapters 3-5) 

Retinotopic mapping: After recovery, every animal underwent one preparatory 

wide-field imaging session (Fig. 3.3a-c) where retinotopic mapping was 

performed with drifting or flashing bars (Marshel et al., 2011). Mice were 

mounted under a commercial two-photon microscope (Neurolabware), 

equipped with a recording path for widefield 1-photon imaging. A blue LED (470 

nm, Thorlabs) was used to excite GCaMP and a CCD camera (Mata, Allied 

Vision) used to record emitted fluorescence through a widefield air objective 

(Edmund Optics, 50mm/F2). Images were acquired at 25 Hz using the imaqtool 

utility in MATLAB. Stimuli were generated using psychophysics toolbox 

(http://psychtoolbox.org/). A 10-degree stimulus was drifted horizontally (left-

to-right and right-to-left in different blocks of acquisition) or vertically (bottom-

to-top and top-to-bottom in different blocks of acquisition) across the screen 

with a period of 10 seconds. Maps were generated by computing the phase of 

the response recorded on a pixel-by-pixel basis (Kalatsky and Stryker, 2003) 

relative to the visual stimulus. Pairs of maps from stimuli drifting in opposing 

directions were subtracted from each other to correct for response delays, 

yielding an azimuth and elevation map. Widefield imaging was performed using 

calcium fluorescence for all animals except for those used in the two-photon 
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optogenetic stimulation during dendritic imaging experiments. These animals 

had calcium indicator expression restricted to LM only. Therefore we used 

intrinsic signals (excitation at 610 nm) obtained under anaesthesia to produce 

retinotopic maps (Kalatsky and Stryker, 2003). This allowed localization of LM 

and V1 to guide the appropriate placement of two-photon imaging fields-of-

view. Ultra-sparse apical tuft imaging experiments were started with widefield-

map guided FOV placement and proceeded with receptive field mapping using 

forward correlation. The stimulus used here was an 8-by-8 grid of 8-degree 

squares which transitioned from grey to black to white and back at 2 Hz for 2 

seconds, one at a time on a grey background. Squares were visited in 

pseudorandom order, with a 1-second inter trial interval for a total of 8 times 

per square in one ten minute run. Receptive fields were calculated online by 

averaging deconvolved responses to each grid position, using data from one 

to three runs. Ultra-sparse volume imaging experiments (Figs. 5.2-5.5) were 

started with receptive field mapping using reverse correlation of response to 40 

minutes of 5% sparse noise stimuli composed of 6-7 degree squares in a 6-by-

6 grid updated at 4 Hz. In optogenetic stimulation during population imaging 

(Figs. 3.4-3.12), semi-sparse dendritic imaging (Figs. 5.6 & 5.7) and dual 

colour imaging experiments (Figs. 5.12-5.14), two preparatory imaging 

sessions were performed: one widefield imaging session and one two-photon 

imaging session to produce retinotopic maps at cellular resolution. In these 

cases retinotopic mapping was performed with a 5% sparse noise stimulus 

composed of 6-7 degree squares in a 10 by 10 grid, where randomly chosen 

squares transitioned at four Hz from grey to white or grey to black. Between 30 

and 60 minutes of data were obtained. For optogenetic stimulation during 

population imaging, these data were used to build cellular resolution maps to 

guide stimulation group positioning and analysis. For the remaining 

experiments this preparatory session allowed approximate positioning of visual 

stimuli for each field-of-view. Each experimental session of semi-sparse 

dendritic imaging and dual-colour imaging was ended with 30 minutes of 

sparse noise stimulation to map receptive fields precisely. Receptive fields 

were calculated offline and neurons included or excluded from consideration 

based on how well the stimuli aligned with their receptive fields. For 

optogenetic-stimulation during dendritic imaging (Figs. 4.2-4.8), widefield 
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retinotopic maps were used to position stimulation targets and the recorded 

neurons in the visual field as LM neurons did not express indicator. 

Drifting gratings: Visual stimuli were delivered with spherical correction applied 

(Marshel et al., 2011). In optogenetic stimulation experiments (Figs. 3.4-3.12), 

visual responsivity was determined prior to stimulation group assignment using 

full field sinusoidal gratings of 0.02 or 0.08 cycles per degree (cpd) spatial 

frequency drifting in one of 8 directions (0o, 45o, 90o, 135o, 180o, 225o, 270o, 

315o) at 2 Hz temporal frequency. During stimulation, a full field grating was 

displayed (0.05 cpd, 2 Hz) drifting in one of four directions: 0o, 90o, 180o, 270o 

for two seconds, followed by a four second baseline period. In ultra-sparse 

imaging experiments (Figs. 5.2-5.5), five different shapes of sinusoidal grating 

(0.02 - 0.08 cpd, 2 Hz, 8 directions) were used as stimuli: an 8o Gabor patch, a 

16o Gabor patch, an “inverse” stimulus consisting of a 16o inverse Gaussian 

transparency mask on a full field sinusoidal grating background, an “annulus” 

consisting of an 16o degree inner inverse Gaussian mask and a 28o degree 

outer Gaussian mask, and finally a full field stimulus. Stimuli were on for one 

second, followed by a 2.5 second baseline period. In semi-sparse dendritic 

imaging experiments (Figs. 5.6 & 5.7), Gabor patches (2 Hz, 0.05 cpd, 4 

directions) of six sizes (5o, 10o, 20o, 40o, 60o and full field) were used. For dual 

colour iGABASnFR experiments (Fig. 5.14) either a 20o Gabor or full field 

gratings (2 Hz and 0.05 cpd, 8 directions) were used. For dual colour iGluSnFR 

experiments (Figs. 5.12 & 5.13) only full field gratings (2 Hz, 0.08 cpd, 8 

directions) were used. In semi-sparse dendritic imaging and dual-colour 

imaging experiments stimuli were displayed for one second and followed by a 

1.5 second baseline period. In dual colour imaging experiments, the red 

channel of the monitor used for stimulation was turned off to avoid imaging 

artefacts. Stimuli were delivered using two separate monitors: ACER B276HL, 

1920x1080 px, 60 Hz, for two photon stimulation and ultra-sparse volume 

imaging and ASUS VG278HV, 1920x1080 px, 144 Hz, for all other 

experiments. Monitors were positioned 20 cm away from the mouse, at 

approximately 30o to the mouse’s midline in the right hemifield. All sinusoidal 

gratings were 62% contrast. 
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2.9. Calcium imaging data pre-processing (related to Chapters 
3-5) 

In all experiments, two-photon calcium imaging data were motion corrected, 

segmented and fluorescence deconvolved where indicated using Suite2p 

(Pachitariu et al., 2017). Deconvolution time constants were measured from 

the data. Data are presented as mean ± s.e.m. unless otherwise indicated. 

2.10. Receptive field calculation (related to Chapters 3-5) 

For offline (pre or post experiment) sparse noise receptive field mapping, 

neuropil-subtracted and deconvolved event traces were used. Event traces 

were denoised by thresholding at twice their standard deviation over their 

mean. Event triggered stimulus ensembles were generated for every neuron 

by collecting the stimuli that preceded each event in a two second period and 

weighting those stimuli by the size of each event they preceded. The mean 

over event triggered stimulus ensembles were calculated for that two second 

window and the value in each stimulus frame and sparse noise grid position 

(10*10) was expressed as a Z-score over all stimulus frame and grid position 

combinations and median filtered within frame. A neuron’s retinotopic 

preference was determined by the location of the maximum Z-score in a 600 

ms window positioned over the peak of the event triggered average over time. 

This analysis was performed separately for light increments and decrements to 

get ON and OFF receptive fields. ROIs that failed to produce a maximum Z-

score of five in either ON or OFF maps were excluded when making maps for 

two-photon stimulation experiments, and a maximum Z-score of two when 

including neurons for analysis in semi-sparse dendritic imaging. These 

thresholds were chosen by inspection and varied because variability in the data 

differed based on magnification of imaging. If both stimulus types were above 

threshold, retinotopic preference was computed as a weighted average of the 

two. For semi-sparse dendritic imaging experiments, neurons were further 

included for analysis based on the proximity of their receptive fields to the 

centre of sinusoidal gratings displayed. The results were robust to changing 

this distance criterion, which is noted in the figure legends. For dual-colour 

imaging experiments, receptive fields were calculated for the population to 

confirm stimulation covered receptive fields but no exclusion criteria were 
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applied. When map-making for two-photon photostimulation experiments, all 

neurons passing inclusion criteria were plotted in 3D such that their azimuth or 

elevation positions were the third dimension and their position in the FOV the 

first two. This cellular resolution retinotopic preference map was used to fit a 

smooth surface model that was used as a template for receptive field 

approximation in subsequent photostimulation experiments. Fitting of elevation 

and azimuth maps was done semi-automatically using a LOWESS surface fit 

(polynomial: linear, span: ~20, robust: bisquare) with cftool in MATLAB. The 

surface fits were used to infer receptive field positions for optogenetic 

experiment targeting and analysis after ROI coordinates were corrected for two 

effects. First, they were transformed to compensate for magnification changes 

associated with ETL engagement. Second, ROI coordinates were transformed 

to compensate for FOV changes across imaging sessions using affine 

transformations fit to match surface blood vessel patterns recorded in receptive 

field mapping sessions and photostimulation sessions. Finally, we used the 

centroid locations of responding neurons to infer their azimuth and elevation 

preferences from the fitted surface models. For online receptive field mapping 

(in preparation for dendritic imaging, Figs. 5.2-5.5) fluorescence was extracted 

by hand-drawn ROIs and then deconvolved. Receptive field position was 

decided visually, either at the location of the grid position eliciting the strongest 

response, or at the midpoint between ON and OFF positions eliciting the 

strongest responses.  

2.11. Detection and mapping of two-photon stimulation 
responsive neurons (related to Chapter 3) 

Segmentation results were manually inspected. Fluorescence traces from 

segmented ROIs were converted into a (F-F0)/F0 representation where F0 was 

assigned as the 10th percentile of all samples in a 2000 frame rolling window. 

The response of every neuron on every trial was represented as a signal-to-

background ratio. First, the mean (F-F0)/F0 value in a 500 ms window after the 

end of photostimulation, or for visual stimulus only trials, after the samples that 

would have contained photostimulation if there were any, was computed (Si, 

for trial i). Next, the mean (F-F0)/F0 value in a 500 ms window preceding visual 

stimulus onset was computed (Bi). Finally, the difference Si-Bi was divided by 



74 
 
 

the standard deviation of the Bi values over trials i-2, i-1 and i. We call this value 

Ri
V+P if during that trial both a visual stimulus and a photostimulus were 

delivered, and Ri
V if only a visual stimulus was delivered. For every stimulated 

cluster separately, significantly responsive neurons (‘responders’) were 

detected in two steps: First, after randomly sampling Ri
V trials to match the 

proportions of visual stimulus orientations between Ri
V+P and Ri

V trials, a 

Wilcoxon rank sum test was performed between the two trial-types (Ri
V+P and 

Ri
V). Running different random samples did not change the ultimate result. 

Second, multiple comparisons were corrected for by controlling the False 

Discovery Rate (FDR) using “mafdr” in MATLAB (Benjamini and Hochberg, 

1995; Storey, 2002). If not otherwise indicated in the figure, results reported in 

Figs. 3.8-3.10 are for an FDR of 2.5% (the most stringent threshold we tested). 

Our results do not depend on this threshold qualitatively (Figs. 3.10 & 3.11). 

Next, the retinotopic preference of each neuron was estimated by interpolation 

from a smoothed retinotopic map generated in a previous imaging session (Fig. 

3.9) and aligned to the current session by affine registration of the brain surface 

blood vessel pattern. Any ROIs within 75 µm to either side of the V1/LM border 

estimated from this map were excluded from consideration. Next, in order to 

reveal the retinotopic distribution of detected responders, their retinotopic 

distance from the photo-stimulated location was calculated as every 

responder’s pair-wise retinotopic distance to all facilitated responders in the 

photostimulation area (‘source neurons’). All locally facilitated responders were 

considered to represent the stimulated retinotopic location, since both photo-

stimulus driven and synaptically driven neurons constitute potential input 

sources to the other area. The resulting retinotopic distances of local 

responders are highly correlated with the absolute physical distances due to 

the retinotopic organization of visual cortex, whereas across area responders, 

even if retinotopically aligned, are a minimum of 150 µm, and in most cases 

hundreds of µm, away from the nearest source neuron. The resulting pairwise 

retinotopic distance probability distribution was binned into ~1.2 degree bins in 

visual space and normalized by a “null” distribution of the same kind, calculated 

by sampling all segmented neurons in the appropriate area 20,000 times (Fig. 

3.9). This normalization step was necessary because the availability of neurons 

at any given retinotopic distance from the locally facilitated responder 
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population varied widely depending on expression density, the target locations, 

FOV size and positioning relative to the retinotopic map, and blood vessel 

distribution. This process was repeated separately for each target cluster 

(distributions for one example stimulation group shown in Fig. 3.9b). Finally, 

these weighted probabilities were smoothed with a moving average of 5 bins 

and averaged across all stimulation groups (Figs. 3.9 & 3.10). Bias between 

the topographic distribution of facilitated and suppressed responders was 

assessed by first computing for each stimulation group and each sign of 

influence, the centroids of the responder distributions obtained. A Wilcoxon 

rank-sum test was then performed between the centroid distributions of 

facilitated and suppressed responders across stimulation groups (Fig. 3.7). 

The number and retinotopic spread of locally facilitated responders overlapped 

but were not identical for V1 and LM. To exclude that this accounted for the 

measured differences between feedforward and feedback topographic 

organization, a matching procedure was performed (Fig. 3.12). The distribution 

over stimulation groups of locally facilitated responder numbers were collected 

for V1 and LM stimulations. Stimulation groups residing in the overlapping parts 

of these two distributions (V1 stimulation, LM stimulation) were randomly 

sampled (20 groups per sample) 1000 times and the weighted probability 

distributions of pairwise retinotopic distance were calculated for each sample. 

Finally, averages were calculated over the samples. The same procedure was 

performed to match the retinotopic spread of locally facilitated neurons as well 

as the physical distance between stimulated local and across area responders 

(Fig. 3.12). 

2.12. Spatial extent and reliability of photoactivation responses 
in targeted area (related to Chapter 3) 

The spatial extent of the photostimulation was quantified using an approach 

similar to previously published methods (Packer et al., 2015; Russell et al., 

2019). Responses to photostimulation were represented as a probability of 

obtaining “a significant trial” on a per neuron-target group combination (Fig. 

3.6), each Ri
V+P was represented as a Z-score relative to all RV on a neuron-

by-neuron basis. The number of trials crossing Z = 1.64 (~single tail α = 0.05) 

divided by the total number of trials yielded a response probability (PResponse). 
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All distances were measured as Euclidean distance in 3D. For axial 

measurements, only ROIs that had a target within one lateral HWHM (20.7 µm) 

were taken into account and the axial distance measured as the Z-offset to this 

target. The resulting lateral (20.7 µm) and axial (31.5 µm) stimulation 

resolutions are slightly larger than previously reported resolution curves 

(Dalgleish et al., 2020; Packer et al., 2015), which is attributable to differences 

in how resolution was quantified: We used a spiral size of 16 µm to stimulate 

the relatively larger layer 5 neurons we investigated while previous studies in 

layer 2/3 neurons used 10 µm diameter spirals (Dalgleish et al., 2020). 

Moreover, we quantified the resolution under real experimental conditions with 

multiple spirals simultaneously. The joint off-target influence of up to 10 spirals 

at once exceeds that of a single spiral, leading us to overestimate the true 

stimulation resolution of any single stimulation spot. Response reliability (Fig. 

3.8d) was quantified as the proportion of photostimulation trials crossing Z = 

1.64 compared to visual response trials alone.  

2.13. Effect of locomotion on population activity in V1 and LM 
(related to Chapter 5) 

Styrofoam wheel motion was recorded using quadrature encoders (Kuebler). 

Wheel displacement traces were differentiated and filtered with a 2.5 second 

moving average. Any trial of stimulus presentation in any experiment was 

assigned as a locomotion trial if any samples during that trial went above a 

threshold of 3 cm/s. Two datasets were combined for this analysis: visual 

stimulus only (V-type) trials from the functional connectivity experiments (n = 

42 sessions) described above and V-type trials from a separate set of 

optogenetic connectivity experiments (n = 32 sessions), same as the above in 

every way other than that we presented 20o gratings during photostimulation 

instead of full-field gratings (Fig. 5.11). For this analysis the visual response of 

every recorded neuron was represented as the difference Si-Bi described 

above. Neurons were included for comparison based on retinotopic 

representation, visual response magnitude and reliability. Neurons were 

required to have retinotopic locations within 30 degrees of the stimulus centre. 

For full field stimuli, the “centre” was defined as the centre of a very large 

Gaussian mask that was present over the stimulus but had negligible effect on 
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the visible contrast. Neurons were required to pass a Wilcoxon signed rank test 

for visual responsiveness (Bi vs Si) at p = 0.01 after Bonferroni correction, for 

at least one of the two stimuli displayed. In addition, neurons were required to 

have responded significantly on 30% of trials, with significance assessed using 

the threshold Z = 1.64 computed as above, under resolution measurement. To 

quantify the modulation of visually-evoked responses with locomotion, a 

modulation index was computed per neuron as the difference between the 

mean response R = (Si-Bi) on locomotion trials and the mean response on 

stationary trials, normalized by the mean response on stationary trials, 

(ΔResponse = (Rrun-Rsit)/Rsit) all for the preferred stimulus of that neuron. This 

value was averaged across all neurons in the same area within each session 

and a signed rank test performed between paired measurements of 

ΔResponse from LM and V1 across all sessions.  

2.14. Ultra-sparse dendritic imaging: local events in apical tufts 
(related to Chapter 4) 

To identify local events in fine apical tuft dendrites (Figs. 5.3-5.5) imaging data 

was motion corrected and averaged four-fold in time to produce videos for 

inspection. Events were required to involve at least two spines active 

simultaneously, along with the dendritic branch between them, in the absence 

of simultaneous activity on the proximal end of the imaged dendrite. Based on 

these criteria two experimenters (MF and DH) blind to visual stimulus timing 

and type inspected all videos acquired independently, and then resolved 

discrepancies to arrive at consensus on the location and timing of dendritic 

events. ROIs were then hand drawn over the dendritic segments where events 

were identified, and over dendritic segments proximal to those, to compare 

integrated fluorescence and confirm the presence of an event in the distal ROI 

and absence of the event in the proximal ROI. Automated detection of these 

events proved challenging for several reasons. First, local events could occur 

anywhere along the dendrite and could have varying spatial extents. Second, 

local events had varying signal to noise and varying rise and decay times in 

comparison to global events recorded in the same branch. Third, many events 

were bright and clearly involved a single spine and its parent branch but a 

second spine could not be unambiguously identified. Some such events must 
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also be true multi-spine events where the additional spines were not spatially 

resolved by our imaging. We chose to be conservative and excluded any such 

events where a second spine was not identifiable. Together these features 

made the automated assignment of spatial ROIs, thresholds and other 

exclusion criteria a high dimensional task poorly constrained by the limited 

number of local events we found (Fig. 5.5). To measure the spatial extent of 

local events (Fig. 5.4), two separate ROIs were drawn over each local event 

location. One “mask” ROI encapsulated the entire branch with its spines, and 

the other “line” ROI traced a single pixel wide line along the branch only. 

Fluorescence measured in each pixel in the mask ROI was averaged into the 

nearest pixel of the line ROI. The geodesic distance between each line ROI 

pixel and the most proximal line ROI pixel was measured. The mean 

fluorescence over time in each resulting 1-pixel wide geodesic distance bin was 

smoothed with a four second moving average and then converted to (F- F0)/ 

F0, where F0 was assigned as the 10th percentile of the fluorescence in a 

moving window 45 seconds wide. This trace was then normalized by the 

standard deviation of the whole trace over time. Fluorescence was also 

smoothed across space within individual time bins with a 2 µm moving average. 

Finally, the spatial profile of each event was calculated by averaging across 

identified frames, and events aligned and normalized to their respective 

fluorescence peaks across space. An idealized local event was generated by 

averaging across events, which was then fit with the sum of three Gaussians. 

2.15. Ultra-sparse dendritic imaging: volume imaging of apical 
and basal dendrites (related to Chapter 5) 

Imaging data were motion-corrected offline using the two-step procedure of 

Suite2P version v0.9.2, and ROIs were hand-drawn to avoid cross-talk with 

nearby processes. For the 5 neurons that showed a significant positive effect 

(Fig. 5.9), we confirmed that ROIs segmented and neuropil subtracted using 

Suite2P produced the same result. Visual responses were quantified as a peak 

difference in a seven frame (~1s) window starting three frames after visual 

stimulus onset in comparison to baseline measured in a four frame window 

ending one frame before visual stimulus onset. Responses were averaged 

across all apical dendritic ROIs (in the two superficial-most imaging planes) 
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and all basal ROIs excluding the soma (in the deepest imaging plane). From 

this point on, only trials that produced a visual response in the average of basal 

ROI signals that was greater than 20% of peak response again in the average 

of basal ROIs were included in the analysis to focus on global events, similar 

to the analysis for semi-sparse dendritic imaging. The ratios between the apical 

and basal responses were quantified trial by trial. Responses to the two Gabor 

stimuli were pooled to construct a low-surround stimulus class and responses 

to the inverse and full field stimuli were pooled for a high-surround class. The 

difference between the average ratios for these two stimulus classes was 

computed. To assess the significance of the ratio difference, the procedure was 

repeated 3000 times, with trials shuffled between the stimulus classes, 

replicating the number of trials obtained for each class. Neurons that produced 

a difference larger than 95% of shuffles were regarded as significant. To 

measure correlations between ROIs, the apical to basal ratios were computed 

taking the response of each apical ROI and comparing it to the average of all 

basal ROIs. This resulted in a vector of ratios for each apical ROI. The 

correlation between these vectors was computed for Fig. 5.9d.  

2.16. Semi-sparse dendritic imaging: relative modulation of 
apical trunks (related to Chapter 5) 

After motion correction and segmentation, ROIs identified in layer 5 were 

included for analysis as “soma ROIs” if they produced a significant receptive 

field and were clearly a section through a soma and not an apical dendrite of a 

deeper soma. All ROIs segmented from our second most superficial imaging 

plane, which was placed below layer 1, were included for analysis as “dendrite 

ROIs.” Our most superficial imaging plane often extended into layer 1 where 

apical dendrites had already ramified and the density of fluorescent processes 

was high. These data were excluded to analyse only sections through apical 

dendritic trunks of pyramidal neurons, with the goal of coming as close as 

possible to imaging the nexus across a population with variable nexus 

locations. Connected somata and dendrites were defined by examining 

correlations between fluorescence traces as well as the deconvolved event 

traces for every possible pairing of soma and dendrite ROIs (Fig. 5.6). Any pair 

that exceeded a fluorescence trace correlation of 0.45 and an event trace 
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correlation of 0.25 was assigned as “connected”. These thresholds were found 

to provide a conservative decision criterion, as illustrated by the example in 

Fig. 5.6c-d. Somata and dendrites identified in this way were traceable through 

structural z-stacks, but not always unambiguously so, as even a slight density 

of expression commonly leads to crossings of neuronal processes at distances 

smaller than the imaging resolution. Changing the correlation thresholds to 

0.55 (F) and 0.35 (events) did not alter the results qualitatively. Fluorescence 

traces were converted to (F- F0)/F0 where F0 was assigned as the mean 

fluorescence of that ROI across the entire recording duration. To measure 

effect of visual stimulus size on dendritic activity, responses to the more 

effective orientation (2 directions) were used. The response of every ROI on 

every trial was quantified as a modulation from baseline, where the baseline 

was defined as the mean fluorescence in the three frames preceding stimulus 

onset and the response was defined as the mean fluorescence in the ten 

frames after stimulus onset. Next, the value for every trial was normalized by 

the peak fluorescence recorded from that ROI in any trial. Trials were then 

sorted and binned by the somatic activity level separately for each stimulus 

size. Binning was performed with 5% bin width, going from -40% of peak to 

100% of peak. All trials from all neurons in each bin were then averaged to 

obtain one population level value each for soma and dendrite for each stimulus 

size and bin. Next, a 2-way ANOVA was performed on population data to 

determine effect of somatic activity, stimulus size and their interaction on 

dendritic activity (Fig. 5.7). To ask if individual neurons showed dendritic size 

tuning, somatic influence was removed on a cell-by-cell and trial-by-trial basis. 

For this analysis, only trials where the soma was active to 20% or more of peak 

were included as the effects were visible at higher activity levels where 

dendrites were more strongly activated, and responses were quantified as the 

peak fluorescence on a given trial relative to baseline, with the same time 

windows used above. To summarize and remove the relationship between 

somatic and dendritic fluorescence a linear model was fit to data from a single 

neuron across all stimuli and the residuals obtained for each trial. A 1-way 

ANOVA was then performed to ask if stimulus size had a significant effect on 

the residuals. Preferred size of dendritic residuals was taken as the size that 

produced the largest residual fluorescence value. Working on deconvolved 
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events with event-wise analyses instead of fluorescence with trial-wise 

analyses, and alternative procedures for matching somatic activity across 

stimulus sizes produced qualitatively similar results. To measure the effect of 

locomotion on apical dendritic activity, a similar approach was used. First, data 

was binned and normalized within neuron to produce a normalized population 

average. These data were subjected to a 2-way ANOVA to determine the effect 

of somatic activity, locomotion and their interaction on dendritic activity. Next, 

locomotion effects were measured on a cell-by-cell basis after removal of 

somatic influence. This was done by fitting a linear model to data from a single 

neuron across all stimuli and behavioural states, obtaining the residuals of this 

fit for each trial, and performing a 2-way ANOVA on these data to determine if 

locomotion, stimulus size or their interaction had a significant effect. Again, only 

trials where the soma was active to 20% or more of peak were included. Next, 

the average residual within stimulus and behavioural state category was 

computed for each neuron, and post-hoc tests were performed to ask if 

locomotion had a significant effect for each stimulus category separately. 

Stimuli were pooled as smaller than preferred, preferred, or larger than 

preferred. Preferred size was computed on data obtained during stationary 

states. Here also, using deconvolved events instead of fluorescence, and 

alternative methods to remove somatic influence produced the same qualitative 

results.  

2.17. Dendritic imaging during two-photon stimulation: 
boosting analysis (Chapter 5) 

A “boosting index” (Fig. 4.6) was calculated to ask if feedback stimulation 

caused calcium signals in a dendritic branch segment that extends beyond the 

feedback recipient spine itself. Two sets of two ROIs were drawn. One ROI of 

each set was placed on a reference branch of the same neuron, not carrying a 

stimulated spine. The other ROI of each set was placed distally on the 

stimulated branch, but excluded the identified feedback recipient spine itself. In 

cases where only one extended stretch of dendrite was imaged, the reference 

ROI was placed proximally on the stimulated branch, as far as possible from 

the spine. The two sets differed in that the stimulated branch ROIs were drawn 

either relatively closer to or relatively farther from the stimulated spine. A 



82 
 
 

boosting index was then calculated by taking the ratio of the post-stimulus 

fluorescence value in the stimulated branch ROI to that in the reference branch 

ROI. Boosting indices were calculated separately for trials where stimulation 

was performed and “blank” trials where no stimulation was performed and then 

compared across the trial types to ask if there was an effect of stimulation. 

2.18. Dual-colour two-photon imaging (related to Chapter 5) 

Layer 5 neuron segmentations output by suite2p were manually curated to 

remove poorly sectioned neurons. Data was acquired in 10 or 20 minute blocks 

of trials, and the first three trials excluded to remove a fast bleaching 

component. To represent population activity the deconvolved event traces 

were averaged across segmented ROIs (Figs. 5.12-5.14). To represent apical 

and basal SnFR fluorescence, the fluorescence recorded across the entire 

FOV was averaged and converted to (F- F0)/ F0 where F0 was calculated as 

the 10th percentile of F across all time points separately for each acquisition 

block of 10 or 20 minutes. When two planes were acquired in each layer, the 

SnFR signals from the two planes within layer were averaged together. For the 

majority of iGluSnFR and all iGABASnFR sessions receptive fields were 

mapped with sparse noise stimuli to confirm the retinotopic representation was 

well stimulated by our monitor. For the remaining iGluSnFR sessions widefield 

retinotopic maps were used. The linear models (Fig. 5.13) were fit to unequal 

numbers of stationary and locomotion trials (stationary: 371 ± 143, locomotion: 

364 ± 98 trials mean ± s.d) using the fitlm function in Matlab. Resampling to 

match trial numbers did not change the results qualitatively. We excluded 

sessions that contained less than 150 trials of locomotion. Models were 

individually highly significant compared to the constant model (F-statistic, p < 

0.05, computed by Matlab’s fitlm), and accounted for a moderate amount of 

variance, with an average R2 = 0.292 ± 0.17 (mean ± s.d.). To assess the 

significance of interactions between locomotion and glutamate signals, we 

performed a Wald’s model comparison test, where we compared the full model 

to a restricted model excluding both interaction terms. Four out of 12 sessions 

produced significance (solid points in Fig. 5.13b, c) but most sessions had a 

trend. Full models accounted for a modest amount of the variance in the data 

(R2 = 0.29 ± 0.17, mean ± s.d.). 



83 
 
 

  



84 
 
 

3. ALL-OPTICAL INTERROGATION OF NEURAL 
POPULATIONS ACROSS VISUAL CORTICAL AREAS  

3.1. Introduction: Inter-areal functional connectivity 

Sensory processing involves both feedforward and feedback information flow 

across neocortical areas (Van Essen and Maunsell, 1983). In the sensory 

processing hierarchy, feedforward signals are thought to drive activity in higher-

order areas while feedback modulates activity in lower-order areas (Angelucci 

et al., 2002b; Hupé et al., 2001; Kirchberger et al., 2021; Klink et al., 2017; 

Sandell and Schiller, 1982). The functional organization of cortico-cortical 

interactions, however, is still unclear, in particular with regards to its functional 

connectivity and the dendritic integration of feedback signals in layer 1. 

In the following chapter, I describe a novel approach to characterise the 

functional connectivity between two cortical areas in the mouse (the higher 

visual area LM, and V1) using “all-optical” circuit interrogation. These two areas 

were chosen as a model circuit for several reasons: First, V1 and LM (which is 

thought to be homologous to primate V2, (Wang and Burkhalter, 2007)) are 

densely and reciprocally interconnected, with V1 providing strong feedforward 

drive to LM and LM providing one of the most prominent sources of feedback 

to V1 (Harris et al., 2019; Wang et al., 2012; Young et al., 2021), (Fig. 3.1). 

Second, V1 and LM share a retinotopically organized border which can be 

experimentally mapped using visual stimuli (Garrett et al., 2014), (Fig. 3.3). 

This allows direct optical interrogation of both areas simultaneously using a 

meso-scale all-optical approach. Third, pyramidal neurons across V1 and LM 

connect in inter-areal loops, which are particularly well characterized for Layer 

5 IT neurons (intra-encephalically projecting, or L5A), (Young et al., 2021). This 

cell type also provides an excellent substrate for measuring the dendritic 

integration of feedback (see Chapters 4 & 5), since they have elaborate and 

electrically excitable apical dendrites (Grewe et al., 2010; Takahashi et al., 

2020) which receive relatively more LM feedback inputs compared to 

subcortically projecting layer 5B neurons (Young et al., 2021). Importantly, L5A 

neurons can be genetically targeted using the previously described mouse line 

Tlx3-Cre (Gerfen et al., 2013; Kim et al., 2015), making it possible to focus on 

a defined cell type and circuit. Finally, previous work by many groups has 
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characterized anatomical and electrophysiological characteristics of 

projections across visual cortical areas in multiple species using anatomical 

tracing (Angelucci et al., 2002a; Berezovskii et al., 2011; Shmuel et al., 2005; 

Stettler et al., 2002), in vitro slice recordings (D’Souza et al., 2016; Shen et al., 

2020; Yang et al., 2013) or axonal bouton calcium imaging of specific input 

pathways (Keller et al., 2020; Marques et al., 2018). These studies have 

shaped our understanding of cortico-cortical feedback, for example by 

revealing the spatial distribution of feedback axons or which types of 

postsynaptic neurons they contact. However, an integrated view of the 

organization of feedback influence on the recipient circuit in vivo has remained 

elusive. In particular, it is unclear how the relative retinotopic locations of the 

feedback source and target neurons relate to feedback influence. We therefore 

set out to directly measure the inter-areal functional connectivity between LM 

and V1 to reveal the sign and spatial organization of feedback influence on the 

single-cell level.  

 

Figure 3.1 | Feedforward and feedback information flow between V1 and higher 
visual area LM. a, Illustration of visual cortical areas in the mouse and information 
flow in the feedforward and feedback direction between V1 and LM. Dashed square 
illustrates the location and size of the 2-photon field of view used to probe inter-areal 
functional connectivity. b, Schematic of pyramidal neurons and direction-specific 
ramification of axonal projection patterns. 
 

3.2. Using the all-optical approach to measure functional 
connectivity across cortical areas 

To map the functional connectivity between LM and V1, we used simultaneous 

holographic two-photon optogenetics and calcium imaging (Packer et al., 2015; 

Rickgauer et al., 2014), which has recently been used to probe local functional 

connectivity within V1 (Chettih and Harvey, 2019; Marshel et al., 2019; Russell 
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et al., 2019). We extended this approach to the meso-scale to enable 

interrogation of functional connectivity between V1 and LM. A dual-path 

resonant-scanning microscope, equipped with an in-line spatial light modulator 

(SLM) in the stimulation path for patterned photostimulation was used for these 

experiments, similar to previously described systems (Packer et al., 2015; 

Russell et al., 2019, 2022), (Fig. 3.2a). The large FOV of our system (1920 μm 

with Thorlabs 10x 0.5 NA, 1215 μm with Nikon 16x 0.8 NA) allowed 

simultaneous 2P-imaging from LM and V1 at cellular resolution at 920 nm 

excitation (Fig. 3.2b), while holographically targeting arbitrary locations within 

the FOV for photostimulation at 1030 nm. In addition, the electrically tunable 

lens (ETL) in the imaging path allowed us to alternate quickly between imaging 

planes during acquisition, to enable the sampling of an even larger population 

of neurons from different depths quasi-simultaneously. The calcium indicator 

GCaMP6s and the red-shifted, soma-targeted, excitatory opsin C1V1(t/t)-Kv2.1 

(Chettih and Harvey, 2019; Yizhar et al., 2011) were co-expressed in layer 5A 

neurons: By combining a transgenic (GCaMP6s) and stereotaxic viral (C1V1) 

expression strategy we achieved reliable co-expression of indicator and opsin 

across large a FOV spanning V1 and LM (Fig. 3.2b). Overall, this microscope 

and expression strategy allowed us to simultaneously photostimulate and 

record neural activity across areas in the visual cortex of awake mice, which 

were headfixed but otherwise free to run at will on a treadmill while viewing 

visual stimuli on a monitor (Fig. 3.2c). This experimental setup forms the basis 

for all preparatory and functional connectivity mapping experiments described 

in this chapter (Fig. 3.2d). 

Before the start of the all-optical functional connectivity mapping experiments, 

each animal underwent two separate preparatory sessions aimed at locating 

the course of the border between V1 and LM under our cranial window. First, 

retinotopy of the visual cortex visible under the installed cranial window was 

mapped using 1P-widefield imaging of GCaMP6s to coarsely locate the border 

region around the Azimuth representation of the vertical meridian in the visual 

field (Garrett et al., 2014; Marshel et al., 2011), (Fig. 3.3a-c), which helped 

guide the positioning of consecutive 2P FOVs. We then generated a cellular 

resolution retinotopic map, this time using 2P calcium imaging of GCaMP6s 
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fluorescence which was segmented into ROIs (Fig. 3.3d-f). This high resolution 

map was then used to fit the border location (Methods) and define neurons as 

being located in V1 or LM, which was necessary both to design 

photostimulation target groups (Fig. 3.2) and analyse the spatial profile of 

feedback and feedforward influence (Figs. 3.6 & 3.7). On consecutive 

experimental days, we revisited the same FOV over the V1-LM-border using 

blood vessel patterns as landmarks and then performed our functional 

connectivity experiments.  

 

Figure 3.2 | Experimental setup used to measure functional connectivity 
between LM and V1. a, Optical layout of the dual-path microscope used for all-optical 
experiments. The rig was composed of a resonant-scanning imaging path (right) and 
a patterned photostimulation path featuring a spatial light modulator (SLM, left). 
Abbreviations: L1–4, lenses for beam shaping; ZOB, zero-order block; HWP, half-
wave plate; PC, Pockels cell (the stimulation path does not have a PC because the 
laser is internally power-modulated by an acousto-optic modulator); S, shutter; GM1 
& GM2, galvanometer mirror pairs (the imaging path features both a galvo-galvo and 
resonant-galvo module); PMT1, PMT2, photomultiplier tubes. b, Expression images 
for one example FOV. Top image, transgenically expressed GCaMP6s. Bottom image, 
soma-targeted C1V1 expression, driven using AAVs. Insets show zoomed-in views. 
c, Schematic illustration of experiment. Top, simultaneous 2-photon optogenetic 
stimulation and 2-photon calcium imaging during visual stimulus presentation in awake 
mice. Bottom, headplate and cranial window located over visual cortex in the left 
hemisphere. Visual stimuli were presented to the right eye. d, Summary of 
experimental workflow discussed in this chapter. 
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Figure 3.3 | Retinotopic mapping of LM and V1. a-c, 1-photon retinotopic mapping. 
a, Schematic of the drifting checkerboard visual stimulus used for widefield 1-photon 
retinotopic mapping. b, 1-photon FOV of the cranial window over visual cortex. Green 
dashed square represents 2-photon FOV located over the border between LM and V1, 
as shown in panel e. Scale bar, 1 mm. c, Left, Azimuth retinotopic map generated 
using visual stimulus-evoked GCaMP6s signals of the FOV shown in panel b. Dashed 
line denotes approximate location of the border location between V1 and LM, used as 
a landmark for subsequent positioning of the 2-photon FOV. Right, Elevation 
retinotopic map. d-f, 2-photon retinotopic mapping. d, Schematic of the sparse noise 
visual stimulus used for 2-photon retinotopic mapping with cellular resolution. e, 2-
photon FOV positioned over the border between LM and V1 (located based on blood 
vessel patterns). Scale bar, 300 μm. f, Cellular resolution retinotopic maps (left: 
Azimuth, right: Elevation). Grey bar denotes the location of the border between LM 
and V1. 

 

 
Figure 3.4 | Photo-responsiveness mapping workflow. a, Correlation image used 
for semi-automatic detection of neurons based on visually-evoked activity. b, Selected 
target locations to be probed by photostimulation. c, Example phase masks computed 
to target clustered groups of neurons for photostimulation. Phase masks are 
subsequently uploaded to be displayed on the SLM. d, Illustration of sequential 
activation of 3 example groups composed of ~20 neurons each. Note the spiral 
scanning pattern illustrated in each target site. e, Average photostimulation-triggered 
response image. Different colours represent different target groups. The brightness of 
each pixel reflects the photostimulus response amplitude. 
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To design target groups which would serve as the photostimulated “source 

neurons” of feedforward or feedback drive, we first determined the 

responsiveness of each neuron in the FOV to photostimulation (Fig. 3.4). This 

online mapping strategy (inspired by (Russell et al., 2019)) ensured that only 

neurons that can be efficiently activated using the stimulation holograms are 

included in the final target groups. Briefly, neurons were semi-automatically 

located in the FOV based on calcium imaging data in response to visual stimuli 

(Fig. 3.4a, b). Then, phase masks were computed to be displayed on the SLM 

such that random clusters of ~20 neurons were simultaneously illuminated 

using a spiral scan approach while their GCaMP signals were recorded (Fig. 

3.4c-e). We selected photostimulation-responsive neurons based on response 

magnitude and reliability (at least 40% ΔF/F when comparing GCaMP 

fluorescence after [post] to before [pre] photostimulation in at least 40% of 

trials), thereby enriching the pool of highly activatable neurons. Note that the 

figures show a single example z-plane while experiments were carried out with 

4 or 2 recorded/stimulated z-planes (Fig. 3.6b, bottom). Out of the pool of 

photostimulatable neurons we then randomly assigned cells to physically 

clustered target groups of 6 to 14 target neurons, which served as source 

neurons through which we could optogenetically initiate feedforward and 

feedback drive to measure functional connectivity between V1 and LM (Fig. 

3.5). In each experiment, between 5 and 10 (8 ± 1.1) target clusters were 

stimulated. The locations of these groups were chosen randomly such that they 

could be located anywhere in the FOV; the border zone between V1 and LM, 

however, was excluded from consideration. Each cluster was stimulated for 52 

to 175 (mean = 133.4 ± 25) trials.  
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Figure 3.5 | Inter-areal functional connectivity mapping. a, Illustration of the all-
optical experimental strategy for inter-areal functional connectivity mapping in vivo. 
Photostimulation in LM and readout of the stimulation response in V1 allows probing 
feedback functional influence, while stimulating V1 and recording the response in LM 
allows measuring feedforward influence. b, Illustration of targeting procedure for 
holographic photostimulation. Circles of the same colour represent targets belonging 
to one target group. Squares represent galvanometer (GM1 in Fig. 3.2a) positions 
during photostimulation. Target locations are superimposed on a pixelwise correlation 
image of an example FOV. Grey bar delineates a 150 μm border zone between LM 
and V1, which does not contain targets. c, Mean photostimulus-triggered average 
image for the seven stimulated groups shown in panel b. Target groups are located in 
both V1 and LM, allowing functional connectivity mapping in the feedforward and 
feedback direction.  

 

To characterize the photostimulation groups, we analysed the responses of 

neurons in the vicinity of the 6-14 light foci (or “target sites”, each receiving 12 

mW of power) in functional connectivity experiments (Fig. 3.6a). It is well 

established that the biological activation function (efficiency of activating a 

neuron at a certain distance from a target site) of holographic stimulation is 

larger than the extent of the photostimulation point spread function (PSF), 

(Dalgleish et al., 2020; Packer et al., 2015). PSF in this context is defined as 

the fluorescence excitation profile of a point source (such as a small fluorescent 

bead) by the stimulation light path. The reasons for a larger biological activation 

function are both technical – such as expression of opsin in dendrites and 

axons; brain motion, and the axially extended stimulation light focus – but also 

biological – such as the effect of local excitatory connectivity between targeted 
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and non-targeted cells. To accurately characterize the population of activated 

cells, we therefore computed each neuron’s probability to respond significantly 

to a photostimulus as a function of its distance from the nearest target site (Fig. 

3.6b). Since we targeted sites across multiple z-planes, we could characterize 

the spatial resolution of our photostimulation in both the lateral and axial 

dimensions. As expected, the probability of activating a neuron was highest 

when it overlapped with a target site, but dropped to chance level at larger 

distances (Fig. 3.6b). The probability of activating a neuron dropped below 

50% of the peak when the lateral displacement from the nearest target site 

exceeded 20.7 μm. The axial photoactivation resolution had a half-maximum 

activation at 31.5 μm and was slightly asymmetric, showing relatively stronger 

activation when the stimulation spiral was moved above the neuron (likely a 

result of C1V1 expression in the proximal apical dendrite). Ranking all neurons 

by their average response to the photostimulation regardless of distance 

revealed that only a small population of neurons (presumably the targeted 

population) was strongly activated, while a larger population of neurons was 

weakly activated (presumably the off-target and locally connected population), 

(Fig. 3.6c). Importantly, the photostimulation-evoked average responses were 

below the maximum visual-stimulus-only response in 88% of neurons, 

suggesting that our photostimulation was within the physiological range of 

neural activity. In contrast to previous studies investigating the dependence of 

functional connectivity on orientation tuning in V1 neurons (Chettih and Harvey, 

2019; Russell et al., 2019), our analysis focussed on retinotopic preference. 

Since physically clustered neurons in V1 have similar retinotopic preference, 

we are less dependent on single-neuron photostimulation resolution to activate 

functionally homogeneous groups of cells.  
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Figure 3.6 | Characterization of local photostimulation responses. a, Illustration 
of local photostimulation responses. Directly targeted neurons may not respond, while 
non-targeted neurons may be activated (”off-target” activation). b, Spatial extent of 
photoactivation. Top, probability of detecting a significantly photostimulation-activated 
neuron as a function of distance from the nearest targeted location. Left, 3D Euclidean 
distance. Middle, lateral distance (in the same plane). Right, axial distance. Bottom, 
pixelwise photostimulus triggered response averages of an example stimulated group 
across 4 imaging planes. Scale bars, 100 μm. c, Ranked photostimulation response 
amplitude (Z-scored relative to spontaneous activity) of locally facilitated responder 
population. Only few neurons are strongly activated (presumably directly targeted), 
while most locally facilitated responders are weakly activated (presumably off-targets 
and synaptically-driven responses). Red dashed line indicates a Z-score of 1.96.  

 

3.3. Inter-areal functional connectivity can be suppressive or 
facilitating  

To map the inter-areal functional connectivity between V1 and LM we 

repeatedly stimulated the selected target clusters in a pseudorandom order 

while simultaneously recording the population activity across both areas (Fig. 

3.7a). We aimed to resolve modulations of neural activity in the not directly 

stimulated area as a result of the photostimulus in both the facilitating and 

suppressive direction. Since suppression is difficult to resolve using calcium 

imaging during spontaneous activity, photostimulation was performed during 

presentation of a drifting grating visual stimulus, which elevated average 

population activity levels. Moreover, evidence from experiments in primates 

suggests that feedback influences are stronger in the presence of feedforward 

drive (Klink et al., 2017; Moore and Armstrong, 2003; Roelfsema, 2006). We 

presented the same visual stimuli in the absence of photostimuli (randomly 

interleaved) to measure the purely sensory-driven responses (Fig. 3.7b).  
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Figure 3.7 | Cortico-cortical influence can be suppressive or facilitating. a, 
Illustration of experimental setup. b, Trial structure. Full-field gratings were presented 
either alone (top), or paired with photostimulation of a single target group in LM or V1 
(bottom). c, Example neuron responses to visual stimuli alone (top, V trial) and visual 
stimuli paired with a simultaneous photostimulus (bottom, V+P trial). A spontaneous 
activity period prior to stimulus presentation was defined as a baseline window, while 
a time window after photostimulation (or the equivalent samples in the absence of 
photostimulation) were defined as a response window. d, Statistical procedure to 
detect significantly photostimulation-modulated neurons. Activity changes caused by 
visual stimuli alone or visual and concurrent photostimulation were compared using a 
nonparametric statistical test. The resulting p-value was corrected for multiple 
comparisons. e, Example neurons detected as significantly photostimulus-modulated 
(”responders”). Left, facilitated responder: photostimulation increased activity in this 
neuron compared to visual stimuli alone. Right, suppressed responder: 
photostimulation decreased visually-evoked responses in this neuron. f, Average 
responses to V and V+P trials in example local responders (detected in the 
photostimulated brain area, traces show mean ± s.e.m. across trials). Black bar 
denotes time of visual stimulus presentation. g, Average responses to V and V+P trials 
in example across-border responders (reflecting inter-areal influence, traces show 
mean ± s.e.m. across trials). 
 

By comparing the responses of each neuron in the FOV (including targeted and 

untargeted) to the two trial types (visual with/without photostimulation), we 

identified neurons which were significantly modulated by photostimulation of a 

specific target cluster (Methods, Fig. 3.7c, d). In brief, a non-parametric 

statistical test comparing the responses to trials with and without 

photostimulation was performed separately for each neuron, followed by 

multiple comparisons correction across neurons by controlling the false 

discovery rate (FDR), (Benjamini and Hochberg, 1995; Chettih and Harvey, 
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2019; Storey, 2002). This procedure has high statistical power while 

parameterizing the expected proportion of false positives among the significant 

observations (= neurons modulated by photostimulation, responders). If not 

otherwise indicated, analyses were performed for an FDR of 2.5%. Neurons 

within a 150 μm-wide ambiguous border zone were excluded from 

consideration. In some neurons photostimulation led to stronger visually-

evoked responses (facilitated responders), while in other neurons 

photostimulation reduced visually-evoked responses significantly (suppressed 

responders), (Fig. 3.7e). Significantly modulated neurons were observed in the 

same cortical area as the photostimulated target group (local responders, Fig. 

3.7f) but, importantly, also in the adjacent cortical area (across-border 

responders, Fig. 3.7g).  

Local functional connectivity: All-optical experiments examining the effect of 

photostimulating individual or small clusters of neurons on the local network 

have recently been carried out in the awake visual cortex (Chettih and Harvey, 

2019; Marshel et al., 2019; Russell et al., 2019). These studies were generally 

in agreement with regards to the spatial distribution and sign of 

photostimulation influence: on average photostimulation suppressed the local 

network with the exception of a small group of facilitated neurons which were 

functionally related to the targeted population. Here, using our responder 

detection method we observed a large number of facilitated responders locally 

in both V1 and LM (Fig. 3.8a). This population likely includes genuine 

monosynaptic followers (as in the above studies) but is probably dominated by 

the directly photostimulated population itself. Consistent with the finding that 

the probability of a suppressive effect on the local network scales with the 

number of photostimulated neurons (Dalgleish et al., 2020), we found a positive 

correlation between local facilitated and suppressed responders (Fig. 3.8c). 

On average, across the entire locally facilitated population, neurons responded 

to photostimulation in 30% of trials (Fig. 3.8d).  

Inter-areal functional connectivity: The total number of across-area 

responders was much smaller than the local responder population (Fig. 3.8b). 

Importantly, in contrast to local responders, facilitated across-border 

responders were typically found hundreds of μm (and by definition at least 150 
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μm) away from the nearest directly photostimulated location. These responders 

can thus not reflect off-target activation but instead represent truly synaptic 

effects. Surprisingly, while facilitated and suppressed responders were 

similarly abundant in the feedback direction, suppressed responders were 

overrepresented in the feedforward direction (Fig. 3.8b). We found a strong 

correlation between the total number of locally facilitated and across-border 

facilitated responders in both the feedforward and feedback direction (Fig. 

3.8c, middle panel). The smaller locally facilitated population in V1 compared 

to LM (Fig. 3.8a) might therefore contribute to the relatively smaller number of 

across-area facilitated responders in the feedforward direction (Fig. 3.8b). 

Across-border facilitated responders were less reliably activated compared to 

their local counterparts, responding significantly on ~10% of photostimulation 

trials (Fig. 3.8d). 

 

Figure 3.8 | Characterization of responder numbers and response reliability. a, 
Number of facilitated and suppressed local responders in V1 (left) and LM (right) as a 
function of the false discovery rate (FDR) used for multiple comparisons correction. b, 
Number of facilitated and suppressed across-border responders, reflecting feedback 
(left) and feedforward (right) influence, as a function of the false discovery rate (FDR). 
c, Relationship between the number of locally facilitated responders (”strength of 
stimulation”) and the number of locally suppressed (left), across-border facilitated 
(middle) and across-border suppressed (right) responders. d, Proportion of trials in 
which facilitated responders (left, local; right, across-border) were significantly 
activated. Shown as a function of false discovery rate. 

 

 
Overall, these findings show that our meso-scale all-optical approach can be 

used to study functional connectivity across cortical areas. We found that visual 

responses could be both facilitated and suppressed by photostimulation of the 
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other cortical area. In addition to the sign of modulation, we could resolve the 

directionality of inter-areal influence, opening up the possibility of dissecting 

differences in the structure of information flow across the processing hierarchy, 

which I describe in the following chapter.  

3.4. Feedback suppression and facilitation are retinotopically 
displaced 

Feedback projections target both excitatory and inhibitory neurons across 

cortical layers (Gonchar and Burkhalter, 2003; Shen et al., 2020). Consistent 

with this, our functional connectivity results revealed both facilitating and 

suppressive effects of feedback on V1 pyramidal neuron activity (Fig. 3.7). We 

next focused on the spatial organization of this influence. LM axons on average 

represent similar visual field locations as the V1 locations they terminate in, but 

are highly scattered (Keller et al., 2020; Marques et al., 2018). In other words, 

any given location in V1 receives feedback inputs representing a wide variety 

of retinotopic locations. Whether the bidirectional feedback influence we 

observed, however, depends in some way on the retinotopic relationship 

between feedback-providing and feedback-recipient neurons is unclear. It is 

also unknown whether feedback and feedforward functional connectivity follow 

a similar spatial organization. We therefore next characterized the retinotopic 

organization (or “topography”) of functional connectivity using our meso-scale 

all-optical approach, which allowed us to measure and compare the spatial 

structure of inter-areal influence. 

To measure the spatial organization of significant responders, we computed 

their retinotopic distance from the corresponding photostimulus site using the 

smoothed retinotopic maps generated previously (Fig. 3.9a). We represented 

the photostimulation site by all locally facilitated responders since both photo-

stimulus driven (target and off-target) and synaptically driven neurons 

constitute potential input sources to other neurons. For each photostimulation 

group separately, we computed the pairwise distances between source 

neurons and all significant responders for each responder class (characterized 

by the sign of modulation (facilitated or suppressed), and location (local, 

feedforward or feedback)). In addition, we generated a “null” distribution 

representing the pairwise distances of a random sample of neurons to the 
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photostimulation site Fig. 3.9b. This procedure was repeated separately for 

each photostimulation group (Fig. 3.9c, d).  

For visualization purposes, we normalized the retinotopic distance distributions 

for each responder class by their corresponding null distributions, which 

allowed us to average the observed topography across experiments and 

animals. This procedure resulted in a measure of relative over- or under-

representation of facilitated or suppressed responders at certain retinotopic 

distances (Fig. 3.10a, b). Locally, in addition to a spatially restricted centre of 

strong facilitation induced by the photostimulation, we observed a surround of 

suppression in both V1 and LM, likely caused by disynaptic inhibition and 

consistent with recent reports of functional connectivity in layer 2/3 of V1 (Fig. 

3.10a), (Chettih and Harvey, 2019; Russell et al., 2019).  

 

Figure 3.9 | Measuring the spatial organization of functional connectivity. a, Left, 
cellular resolution Azimuth retinotopic map. Middle, smoothed retinotopic map used to 
find border location and assign recorded neurons to a cortical area. Right, illustration 
of retinotopic distance between photostimulated location in LM and detected across-
border responder in V1. b, Raw retinotopic distance distributions of detected 
responders and all neurons for one example photostimulation group. c, Raw 
retinotopic distance distributions of local responders, averaged across all experiments, 
prior to weighting by the “null” distributions (see Fig. 3.10). d, same as panel c, but for 
across-border responders. 
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Figure 3.10 | Cortico-cortical feedback has a relatively suppressive centre and a 
relatively facilitating surround. a-b, Probability distributions of the retinotopic 
distances of detected responders from the photostimulated target group, normalized 
by the distribution of all neurons in the FOV (mean ± s.e.m. across stimulation groups, 
n = 129 LM, n = 180 V1 groups, overall 42 experiments in 11 animals). Grey lines 
represent uniform spatial sampling at y = 1. Suppressed responder distributions (blue) 
are plotted downward by convention. Schematics on the left: Red arrow indicates 
stimulation area, green arrow indicates location of responders. a, Retinotopic 
distribution of local responders in V1 (top) and LM (bottom). b, Retinotopic distribution 
of across-border responders in the feedforward (top) and feedback (bottom) direction. 
Feedforward facilitated and suppressed responders have similar spatial distribution, 
while feedback facilitated and suppressed responders are displaced relative to each 
other. c, Quantification of the relative retinotopic displacement of facilitated and 
suppressed responders as a function of FDR. Feedback facilitated and suppressed 
responders are significantly displaced relative to each other (bottom). 
 

The retinotopic distribution of across-border responders, on the other hand, 

was remarkably different from that of local responders, and revealed an 

asymmetry in the organization of feedforward and feedback information flow 

(Fig. 3.10b): In the feedforward direction, facilitated and suppressed 

responders were retinotopically balanced and not displaced relative to each 

other. We visualized this across experiments using the normalized distance 

distributions which showed facilitated and suppressed responders across a 

wide retinotopic range with a drop-off only at larger distances (Fig. 3.10b, c, 

top). Responders in the feedback direction were topographically biased (Fig. 

3.10b, bottom). The retinotopic distances of facilitated and suppressed 

responders were significantly displaced relative to each other, with suppressed 

responders relatively more retinotopically aligned and facilitated responders 

more likely to come from the retinotopic surround (Fig. 3.10c). Of note, the 

occurrence of facilitated and suppressed responders at a given retinotopic 

distance was not mutually exclusive; we found positive and negative 
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responders across a wide range of overlapping distances (Fig. 3.10b, bottom). 

Importantly, this result is in agreement with the recently published observation 

that feedback from LM contributes to a secondary receptive field induced by 

the receptive field surround (Keller et al., 2020). 

Our finding did not qualitatively depend on the false discovery rate (FDR) used 

for multiple comparisons correction in the responder detection step: Varying 

the FDR threshold, meaning we include a larger number but on average more 

weakly modulated responders, still produced similar topographic biases (Fig. 

3.10c). Gradually relaxing the FDR threshold led to a smooth quantitative 

change in the topographic offset between suppressed and facilitated 

responders, as expected by including larger numbers of false positives which 

dilute the underlying biases (Fig. 3.11a). The degree of photostimulus-induced 

visual response modulation in responders showed no strong dependence on 

topography (Fig. 3.11b). In other words, while facilitated and suppressed 

feedback responders are relatively topographically displaced, the amount by 

which they are modulated is independent of retinotopic structure.  

 

Figure 3.11 | Further characterization of feedback spatial organization. a, Top, 
dependence of retinotopic displacement between feedback facilitated and suppressed 
neurons on FDR. Left plots, difference between retinotopic distance distributions of 
feedback facilitated (top) or suppressed responders (bottom) and their corresponding 
“null” distributions. Increasing the FDR threshold gradually reduces the relative over- 
and under-representations but maintains the general biases. Right column, integral of 
the spatial distributions shown on the left. b, Responder response strength does not 
depend on retinotopic position. Plot shows the magnitude of response as a function of 
retinotopic distance for all responders at FDR = 2.5%. There is no effect of distance 
on response magnitude (ANOVA, p = 0.34 facilitated, p = 0.35 suppressed). Solid lines 
show binned and averaged response magnitude as a function of distance. 
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To rule out that differences in the stimulation strength locally in LM and V1 

accounts for the asymmetry between feedforward and feedback functional 

connectivity, we performed several control analyses using a matching 

procedure. We resampled stimulation groups from V1 and LM to match the 

number (Fig. 3.12a) and local spread (Fig. 3.12d) of stimulated source neurons 

as well as their physical distance from across-border responders (Fig. 3.12g) 

and re-computed the retinotopic distributions of suppressed and facilitated 

across-border responders from these resampled stimulation groups (Fig. 

3.12b, e, h). We then computed, for each resample separately, the retinotopic 

displacement between facilitated and suppressed responders (Fig. 3.12c, f, i). 

We observed that feedback responders were consistently retinotopically 

displaced relative to each other as observed previously, regardless of matched 

variable and FDR (Fig. 3.12c, f, i). This suggests that differences in stimulation 

efficiency or location do not account for our observations of a centre-surround 

feedback structure. Moreover, we confirmed that we still observed the relative 

displacement of feedback-facilitated and suppressed responders when we 

considered only responders more than 500 μm (instead of 150 μm as in the 

other analyses) from the stimulated site (Fig. 3.12j, k).  

Overall, these results demonstrate that the influence of LM to V1 feedback 

depends on the retinotopic alignment between source and target. Where LM 

and V1 represent similar portions of visual space (retinotopic distance ~ 0o), 

LM to V1 feedback was relatively more suppressive. Conversely, where LM 

and V1 represent dissimilar portions of visual space (retinotopic distance > 0o), 

LM to V1 influence was relatively more facilitating of visual responses. In other 

words, LM to V1 feedback influence has a relatively more suppressive centre 

and a relatively more facilitating surround (Fig. 3.13). We did not observe a 

similar structure in the feedforward direction, where facilitating and suppressive 

influences showed the same topographic pattern.  
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Figure 3.12 | Differences in local stimulation parameters do not account for 
across-border response topography. a-c, Matching procedure to control for the 
effect of locally facilitated responder numbers. a, Illustration of matching procedure. 
Distributions show numbers of locally facilitated (”source”) neurons in LM and V1 
across all stimulation groups. Prior to matching, LM stimulation groups recruited more 
neurons. Distributions were matched by randomly sampling the stimulation groups in 
the overlap of the distributions (see Methods). b, Recomputed across-border 
responder topography from stimulation groups in the distribution overlap only. c, 
Quantification of the retinotopic displacement between facilitated and suppressed 
responder distributions. Feedback-facilitated responders are consistently further from 
the target location than feedback-suppressed responders. d-f, Same as panels a-c, 
but controlling for the retinotopic spread of locally facilitated responders (“width of the 
photostimulation effect”). The displacement between facilitated and suppressed 
neurons is maintained after matching. g-i, Same as panels a-c and d-f, but controlling 
for the physical distance between targeted neurons and across-border responders. 
The spatial displacement between facilitated and suppressed neurons is maintained 
after controlling for this variable. j, Left, retinotopic distance between feedback 
responder and target location as a function of physical distance of feedback responder 
to target location. Right, density plot showing the availability of all neurons. k, 
Quantification of retinotopic displacement between feedback facilitated and 
suppressed responders. Same as Fig. 3.10c, but only including responders with > 500 
um distance from the photostimulation site. 
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Figure 3.13 | Feedback functional connectivity is spatially organized. a, 
Schematic of the experimental result. Photostimulation of LM neurons relatively more 
strongly suppresses retinotopically similar V1 locations, and relatively more strongly 
facilitates retinotopically dissimilar locations in V1. b, Potential mechanism of feedback 
influences during visual processing, resulting from the observed spatial organization 
of feedback functional connectivity. Suppressive feedback influences from LM 
(representing the stimulus “centre”) relatively more strongly target retinotopically 
aligned locations in V1 while facilitating feedback influences relatively more strongly 
target retinotopically offset locations in V1 (representing the stimulus ”surround”). 

 

3.5. Discussion: All-optical interrogation of neural populations 
across visual cortical areas in vivo 

In order to map functional connectivity across cortical areas and resolve its 

spatial organization, we used – for the first time – simultaneous holographic 

two-photon optogenetics and calcium imaging with cellular resolution at the 

meso-scale. We imaged LM and V1 simultaneously while delivering 

optogenetic stimuli to clusters of neurons in either area and inferred the 

retinotopic topography of inter-areal functional connectivity from the resulting 

modulation of visual responses in the non-targeted cortical area. Our results 

suggest an asymmetry in the organization of feedforward and feedback 

information flow: we find that LM to V1 feedback influence has a relatively more 

suppressive centre and a relatively more facilitating surround. In contrast, 

suppressive and facilitating influences in the feedforward direction appeared 

coextensive around the retinotopically aligned location in V1.  

Feedforward: Feedforward projections from V1 to LM/V2 are dense (Harris et 

al., 2019; Sincich and Horton, 2005; Wang and Burkhalter, 2007). Silencing V1 

strongly reduces visually-evoked activity in V2 (Girard and Bullier, 1989), 



103 
 
 

suggesting that feedforward projections from V1 drive activity in higher visual 

areas. Using electrical microstimulation, Klink et al. (2017) studied the 

propagation of V1 activity to the higher visual area V4 in macaques (Klink et 

al., 2017). They observed that V1 stimulation reliably propagated to V4; 

specifically, multi-unit-activity in V4 exhibited an early facilitating and later 

suppressive phase. However, it remained unclear whether the same subset of 

neurons that was facilitated in the early phase was also suppressed during the 

later phase, or whether facilitation and suppression affected different subsets 

of neurons. While our experiments could not resolve fine temporal differences 

between facilitation and suppression due to the limited temporal resolution of 

calcium imaging, we measured an integrated overall visual response 

modulation with single neuron precision. We found that some LM neurons were 

on average either facilitated or suppressed by feedforward drive originating 

from the same V1 neurons. The facilitating feedforward influence observed by 

Klink et al. (2017) was stronger when stimulated and recorded sites in V1 and 

V4, respectively, had larger RF overlap. They did not, however, analyse the 

dependence of suppression on RF overlap. Our data suggest that facilitation 

and suppression are co-extensive and both occupy on average retinotopically 

aligned locations of the visual field.   

Feedback: The “suppressive-centre, facilitating-surround” organization of LM 

to V1 feedback is in agreement with and provides mechanistic insights into 

previously observed effects of intra-modality feedback on V1: First, as has 

been shown recently, surround visual stimuli in the absence of a centre 

stimulus can excite neurons in mouse V1, challenging the classical vs. extra-

classical receptive field concept (Keller et al., 2020). Silencing of HVAs (and 

most strongly silencing of LM) reduces this extra-classical excitation, 

suggesting that feedback is involved in generating it. Similar facilitating 

influences of surround stimuli have also been observed previously (Bijanzadeh 

et al., 2018; Schnabel et al., 2018b; Self et al., 2014). We show here by 

mapping functional connectivity directly that LM has facilitating influences on 

V1 (Figs 3.7 & 3.8) and that this facilitation is indeed biased to the receptive 

field surround (Figs 3.9, 3.10 & 3.11). This directly supports the role of LM in 

providing surround stimulus information to V1 neurons and provides a 
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mechanism for known cooperative interactions between stimuli and their 

sensory context (Kapadia et al., 1995; Levitt and Lund, 1997; Polat et al., 1998; 

Sillito et al., 1995). Therefore, feedback from HVAs to V1 may contribute to 

visual computations such as contour integration, which incorporates facilitating 

influences from beyond the classical receptive field (Roelfsema, 2006). This 

view is further supported by evidence that direction-selective feedback 

projections from LM to V1 innervate neurons with a receptive field shifted along 

the axis of the preferred direction of the feedback axon (Marques et al., 2018). 

Using such a mechanism, the surround of the neurons receptive field could 

help predict the expected trajectory of a moving stimulus.  

Second, the relatively suppressive centre we observed is also consistent with 

existing literature on the contribution of feedback on response suppression in 

V1. The reduction of surround suppression when HVAs are silenced suggests 

that feedback contributes directly to the suppression of neural responses to 

stimuli larger than a neuron’s RF (Nassi et al., 2013; Nurminen et al., 2018). 

Neurons in HVAs have larger receptive fields compared to V1 (Burkhalter and 

Van Essen, 1986; Dräger, 1975; Gattass et al., 1981; Wang and Burkhalter, 

2007). Presentation of increasing visual stimulus sizes should therefore lead to 

relatively stronger activation of HVAs, which provide suppressive feedback to 

retinotopically aligned V1 locations, reducing visual responses to these stimuli. 

Simultaneous facilitating feedback influences to the same V1 neurons should 

be relatively weak since retinotopically offset LM neurons should be less well 

stimulated.  

A spatially organized suppressive feedback component is also consistent with 

models of predictive coding. Such models employ retinotopically matched intra-

modality feedback signals (which contain estimates of complex sensory 

features generated by HVAs) to suppress sensory responses caused by 

predictable stimuli (Keller and Mrsic-Flogel, 2018; Mumford, 1992). Contextual 

modulation in the visual cortex can be modelled using such subtractive 

feedback elements (Rao and Ballard, 1999), and silencing experiments have 

supported this interpretation (Nassi et al., 2013; Nurminen et al., 2018). 

Moreover, the response properties along the visual cortical hierarchy satisfy 

many criteria of a predictive coding strategy (Dora et al., 2020) and prediction 
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error signals which depend on higher order activity have been directly 

measured in the visual system (Homann et al., 2017; Jordan and Keller, 2020; 

Richter et al., 2018; Schwiedrzik and Freiwald, 2017).  

On the other hand, our finding stands in contrast to frontal feedback to visual 

cortex. Axonal stimulation of feedback from cingulate cortex has a “facilitating-

centre surround, suppressive-surround” effect on V1 (Zhang et al., 2014). Yet 

another study showed that microstimulation in the frontal eye field enhances 

firing rates in retinotopically aligned V4 (Moore and Armstrong, 2003). Such a 

“Mexican hat” topography would be well suited to mediate the well-known 

attentional modulation of visual cortical processing. It is therefore important to 

note that different kinds of feedback signals, serving varying computational 

purposes, may differ in their organization.  

In addition to the identity of source and target areas, several other factors – 

which we do not systematically explore here – are important to keep in mind 

when considering the generality of our results. First, feedback influence could 

be variable in time (Javadzadeh and Hofer, 2022). Due to the limited temporal 

resolution afforded by calcium imaging, we measure an average integrated 

influence on the visual response to a single stimulus presentation. Second, the 

receptive field size of V1 neurons as well as centre-surround interactions are 

contrast dependent (Polat et al., 1998; Sceniak et al., 1999), which may be the 

result of contrast-dependent functional connectivity. Third, we stimulated 

retinotopically clustered groups of neurons with otherwise unknown stimulus 

preferences. Neuronal feature selectivity (e.g. orientation tuning) has an 

influence on local (functional) connectivity (Chettih and Harvey, 2019; Ko et al., 

2011; Lee et al., 2016). Moreover, inter-areal (Gilbert and Wiesel, 1989; 

Shmuel et al., 2005) and interhemispheric projections (Rochefort et al., 2009) 

in cats and primates show a bias towards targeting functionally co-tuned 

regions. It is therefore conceivable that inter-areal functional connectivity has 

additional layers of organization as well as the average retinotopic effect we 

measured here. Fourth, our experiments targeted cortico-cortically projecting 

layer 5 neurons. Although there is evidence that layers 2/3 and 5 both have a 

facilitating surround (Keller et al., 2020), our results need not generalize across 

all cell types and cortical layers. Finally, behavioural features such as attention, 
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locomotion or task engagement could influence cortico-cortical functional 

connectivity (Javadzadeh and Hofer, 2022). Animals were free to run during 

our experiments, but we were unable to systematically explore differences in 

functional connectivity between stationary and locomoting states. Across-area 

responder numbers were small to start with and their response reliability was 

relatively low compared to within-area responders (Fig. 3.8). Subsampling 

trials by behavioural state would further reduce our statistical power and could 

obscure a behavioural dependence. Moreover, such an analysis is complicated 

by the fact that photostimulation efficiency depends on behavioural state 

(Packer et al., 2015). Local response characteristics (e.g. the number of 

activated neurons or their retinotopic spread, Fig. 3.12) in the targeted area 

could therefore themselves be state-dependent, which needs to be accounted 

for when evaluating inter-areal functional connectivity. We therefore suggest 

that future experiments with a larger number of trials per stimulated group might 

be more suited to answer this question.  

Importantly, functional connectivity and anatomical connectivity are not 

synonymous. It will be critical to understand the synaptic organization 

underlying the functional organization we describe here. 

The experimental strategy we developed is widely applicable and can be 

extended to other optically accessible brain regions. We anticipate that using 

all-optical functional connectivity mapping will greatly aid our understanding of 

how information is exchanged across cortical processing hierarchies and how 

the interaction of distinct brain regions influences sensory processing and 

behaviour. Possible future improvements might include even larger FOVs or 

multi-axis imaging systems (Lecoq et al., 2014; Stirman et al., 2016; Yu et al., 

2021), the use of gradient index (GRIN) lenses to access subcortical structures, 

and the use of next-generation opsins and indicators for enhanced sensitivity.  
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4. ALL-OPTICAL INTERROGATION OF LM FEEDBACK 
INTEGRATION IN V1 APICAL DENDRITES 

4.1. Introduction: Dendritic integration of cortico-cortical 
feedback 

Feedback projections densely target the apical dendrites of pyramidal neurons 

in layer 1 in addition to basal dendrites (Cauller and Connors, 1994; Galloni et 

al., 2022; Yang et al., 2013; Young et al., 2021), as well as several subtypes of 

GABAergic interneurons which in turn inhibit pyramidal neurons (Cohen-Kashi 

Malina et al., 2021; Gonchar and Burkhalter, 2003; Shen et al., 2020), (Fig. 

4.1b). Consistent with this, we observed that feedback from L5 of LM can both 

functionally facilitate and suppress neurons in L5 of V1 (Chapter 3). 

Considering the abundant feedback projections in layer 1, we reasoned that at 

least part of this feedback influence should be mediated by inputs to apical 

dendrites. However, apical dendritic inputs to layer 5 neurons are too distant to 

effectively influence the soma by passive propagation (Williams and Stuart, 

2002), (Fig. 1.9). While it has been extensively studied in vitro how dendritic 

nonlinearities boost the influence of the apical tuft on the soma (Larkum et al., 

2004; Major et al., 2013), it is unclear whether feedback employs such non-

linear mechanisms in vivo. We therefore next measured apical dendritic 

recruitment in V1 in response to direct activation of LM feedback in awake mice. 

To do this, we again employed simultaneous holographic optogenetics (to 

stimulate individual or groups of LM neurons) and calcium imaging (to record 

dendritic activity from individual dendrites in V1), (Fig. 4.1a, b). We performed 

two separate sets of experiments which are explained in detail in the following 

sections (Fig. 4.1c).  

4.2. Combining mesoscale all-optical with subcellular 
resolution calcium imaging 

To photostimulate neurons in LM while recording dendritic calcium signals in 

V1 we again expressed C1V1 in area LM and GCaMP in area V1 (Fig. 4.1d, 

e). Contamination of dendritically recorded calcium signals by dendrites or 

axons of other labelled neurons can lead to spurious detection of local dendritic 

signals (discussed in: Francioni et al., 2019). To avoid this confound, we 

developed an ultra-sparse, dual-AAV-based GCaMP6s expression strategy. 
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We co-injected a highly diluted AAV encoding Cre-dependent Flp-recombinase 

and a high concentration AAV encoding Flp-dependent GCaMP6s into V1 of 

TLX3-Cre transgenic mice. This procedure resulted in GCaMP expression after 

2-3 weeks which was restricted to a small population of genetically defined 

layer 5A neurons (Fig. 4.1e). Since axons from LM densely target layer 1 of V1 

and could therefore also contribute to crosstalk when imaging dendrites, we did 

not express GCaMP in LM. The success of this expression strategy was 

variable, ranging from animals with no GCaMP expression at all to animals with 

too dense expression; we therefore restricted our experiments to animals in 

which only a handful of neurons were labelled and no other GCaMP expressing 

structures overlapped with the imaged dendritic branches, which we confirmed 

manually for each experiment. This method allowed us to unambiguously 

attribute recorded fluorescence signals to the imaged dendrites. Note that the 

same expression strategy was also used to record visual stimulus-evoked 

dendritic signals (Chapter 5.2). As in the functional connectivity experiments, 

we also expressed soma-targeted C1V1 in LM (Fig. 4.1e).  

 

Figure 4.1 | All-optical interrogation of dendritic integration. a, Schematic of 
experimental approach. 2-photon optogenetic stimulation of LM neurons is combined 
with 2-photon imaging of calcium signals in apical dendrites of L5 neurons in V1. b, 
Schematic of feedback connectivity. LM-V1 feedback projections target pyramidal 
neuron dendrites as well as interneurons. We focussed on apical dendritic integration 
of feedback signals. c, Experimental workflow described in this chapter. d, Opsin and 
calcium indicator expression strategy. C1V1 is densely expressed in LM, while 
GCaMP6s is expressed ultra-sparsely in V1. e, Example FOV showing C1V1 
expression in LM (top) and ultra-sparse GCaMP6s expression in V1 (bottom). Scale 
bars, 500 μm. 
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The photostimulation and imaging light paths of our all-optical setup can be 

controlled independently of each other (Fig. 3.2). Photostimulation light can 

address any location in the large 1.9 mm FOV using a combination of the SLM 

and the galvos (GM1) relaying the hologram. Simultaneously, a high-

magnification imaging FOV of arbitrary size can be translocated to any position 

within the addressable volume using the panning galvos (GM2) and the ETL. 

This allowed us to target sites in LM for photostimulation while navigating to 

GCaMP expressing dendrites in V1. 

4.3. Feedback densely suppresses global dendritic activity in 
V1 

We first measured the impact of stimulating larger groups of neurons in LM on 

spontaneous dendritic activity in V1 in the absence of visual stimuli (Fig. 4.2a). 

We semi-automatically detected C1V1-expressing neurons in LM and 

generated random but spatially clustered target groups consisting of 25 

neurons each (Fig. 4.2b). We then selected a well-isolated V1 apical dendritic 

branch that was spatially extended in the imaging plane (Fig. 4.2b). We 

repeatedly photostimulated the target groups in a pseudo-random order while 

recording dendritic calcium signals involving the entire imaged branch (“global” 

dendritic signals), (Fig. 4.2c). On average, across 71 dendrites and a total of 

639 probed 25-neuron target groups, photostimulation of LM neurons reduced 

global calcium signals in V1 apical dendrites (Fig. 4.2d). This finding was 

specific to photostimulation trials and was not present when no 

photostimulation was performed (“blank” trials). Importantly, this average effect 

was not due to a strong suppression in a small subset of dendrites or target 

groups. Randomly sampling 20% of stimulation group-dendrite pairs from this 

dataset consistently yielded this suppression (Fig. 4.2e). We observed a 

positive change in response to photostimulation relative to blank trials in only 

0.7% of these subsamples. Using intrinsic imaging we estimated the retinotopic 

distance between target groups and dendrites; we found no significant 

correlation between retinotopic distance and the strength of dendritic 

suppression. Overall, these results suggest that feedback suppression of apical 

dendrites mediated by LM is dense and non-specific.  
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Figure 4.2 | Feedback suppresses global dendritic activity in V1. a, Schematic of 
experimental setup. 2-photon optogenetic stimulation of groups of neurons in LM is 
combined with imaging of calcium signals from apical dendrites in V1. No visual stimuli 
were presented. b, Superimposed expression images of C1V1 in LM (left) and 
GCaMP6s in V1 (right). Asterisks in LM indicate location of spatially clustered 
stimulation groups. Rectangle in V1 indicates location of imaged apical tuft dendrite 
shown in panel c. c, Top, average image of an example dendrite and a hand-drawn 
ROI used to measure global dendritic calcium signals. Bottom, fluorescence extracted 
from this ROI. Photostimulation times are indicated by vertical bars. d, Average 
dendritic calcium response on trials with (”LM photostim.”) or without (”blank”) 
photostimulation in LM. Photostimulation of LM significantly suppressed dendritic 
calcium signals in V1 (n = 71 dendrites in 14 animals, signed rank tests, pre vs. post 
stim p=1.1x10-7, pre vs. post blank p=0.74, stim vs blank p=3.2x10-6). e, Suppression 
of dendritic calcium by feedback stimulation was consistent across recorded dendrites 
and LM stimulation groups. Dashed vertical line indicates x = 0 (no difference between 
photostimulation and blank trials). f, Suppression of global calcium signals did not 
depend significantly on the retinotopic distance between photostimulation group and 
recorded neuron. 

 

4.4. All-optical inter-areal spine mapping in vivo 

We did not observe feedback-mediated facilitation of apical dendritic activity in 

response to the stimulation of large groups of LM neurons. Facilitating effects 

might be rare or restricted to functionally defined subsets of pairs of neurons. 

Facilitating influences mediated through apical dendrites might involve the 

recruitment of dendritic nonlinearities (Lavzin et al., 2012; Smith et al., 2013), 

and can be potently suppressed by inhibition (Jadi et al., 2012; Larkum et al., 

1999; Llinás et al., 1968; Murayama et al., 2009). Dendritic recruitment may 

therefore be obscured by the strong suppressive effect we measured above.  
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Therefore, to reveal facilitating influences, we first mapped direct synaptic 

connections between feedback-providing LM neurons and V1 apical dendrites, 

using an approach we termed “all-optical spine mapping” (AOSM). Instead of 

fixed groups of neurons, we optogenetically stimulated random combinations 

of 8-25 targets drawn from a 3-dimensional grid of target sites in LM (Fig. 4.3a). 

The correlation between targets was minimized such that each target site was 

stimulated on average 12 times, but never in a group with the same set of other 

targets. Simultaneously, we measured calcium signals from all spine-like 

protrusions of apical dendritic branches of one neuron in V1 (Fig. 4.3b). Note 

that these experiments were performed both in animals where C1V1 

expression was restricted to layer 5A neurons as well as animals where C1V1 

was expressed throughout the cortical column (including cortico-cortically 

projecting layer 2/3 neurons). This strategy was used to increase the number 

of presynaptic target candidate sites that could be probed to find connected 

target-spine pairs. Imaging was always restricted to layer 5A neuron apical 

dendrites.  

As has been demonstrated previously (Francioni et al., 2019; Kerlin et al., 

2019), the majority of dendritic calcium signals reflected global events that were 

shared across the dendritic tree. Some transients, however, were specific to 

single spines and likely reflected synaptic inputs (Fig. 4.3b, bottom), (Chen et 

al., 2011; Nevian and Sakmann, 2006; Yuste and Denk, 1995). We developed 

an online analysis procedure to detect putative connections between targeted 

sites in LM and individual spines: plotting the mean photostimulation-triggered 

activity of all spines (reflecting shared, global dendritic events) against the 

activity of a single spine occasionally revealed a small population of spine-

specific events (Fig. 4.3c). For such spines, we asked whether any specific LM 

target site was consistently photostimulated on trials where a spine-specific 

event occurred. This was indeed the case in some spines, leading to candidate 

connected target-spine pairs (Fig. 4.3c). 
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Figure 4.3 | All-optical spine mapping in vivo, #1. a, Example FOV: superimposed 
C1V1 (left, LM) and GCaMP6s (right, V1) expression images. Asterisks in LM show 
grid of stimulation target positions with one example target group highlighted in yellow. 
Square shown in V1 indicates location of the dendritic imaging FOV in panels b and 
e. b, Top, example dendrite expressing GCaMP6s, and ROIs used to extract spine 
fluorescent signals. Bottom, fluorescence from the three example ROIs indicated in 
the top image. Red arrowhead points to independent spine event. c, Responses of 
spine #1 to photostimulation of LM target groups plotted against the mean response 
of all spine ROIs. Trials that produced spine-specific signals were identified using two 
thresholds (vertical and horizontal black lines). Trials on which LM target location 
#1095 was stimulated disproportionately led to spine #1 activation. d, Same as panel 
a, but illustrating stimulation of identified candidate target site #1095 in LM. Square 
shown in V1 indicates location of the FOV in panels b and e. e, Top, stimulus-triggered 
average image showing spine #1 activated by stimulation of LM target site #1095. 
Bottom, spine #1 ROI fluorescence in response to six consecutive trials in which LM 
target site #1095 was optogenetically stimulated (vertical bars). f, Photostimulus-
triggered average response of spine #1 to photostimulation of LM target site #1095 
(top) and spine activity on control trials without photostimulation (bottom), n = 25 trials. 

To confirm or reject these putative connections, we stimulated the identified 

target site repeatedly in isolation while imaging the same dendritic branch 

containing the candidate spine (Fig. 4.3d). We confirmed a considerable 

number of spines as unambiguously responsive to the photostimulation of a 

single target location in LM, presumably reflecting the location of the neuron 

presynaptic to this spine (Fig. 4.3e, f top). Only the previously identified spine 

was activated by stimulation of the presynaptic target site (Fig. 4.3e, top). Spine 
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calcium signals recruited by presynaptic optogenetic stimulation were often 

remarkably reliable across trials (Fig. 4.3e, bottom, Video 1 – video link and 

legend in Chapter 7. Appendix). When we omitted the photostimulus on 

control trials the spine remained inactive (Fig. 4.3f bottom). Overall, we 

performed 147 AOSM experiments in 25 animals and successfully identified 34 

feedback-recipient spines in 26 neurons of 11 animals as highly significantly 

responsive to a single presynaptic stimulation site (signed rank test, pre-stim 

vs post-stim, p < 0.01). Four additional examples are shown in Fig. 4.4a. 

Spines and corresponding presynaptic sites were widely distributed across the 

FOV, separated by up to 1.7 mm and (by definition) located in different cortical 

areas (Fig. 4.4b). In keeping with previous findings on the retinotopic 

distribution of LM axons in layer 1 of V1 (Keller et al., 2020; Marques et al., 

2018), the presynaptic target site and the postsynaptic neuron represented on 

average similar but overall scattered regions of visual space (Fig. 4.4c). While 

expected, this result is also at least partially a consequence of our experimental 

design and sampling bias. We positioned our target grid in LM (Fig. 4.3a) such 

that it overlapped with the retinotopic location of the imaged neuron in V1. We 

reasoned that this design would improve the chances of finding connected 

pairs compared to blind stimulation.  

In a subset of experiments, we found two feedback-recipient spines on the 

same dendrite (n = 7, Fig. 4.5a). These spines could be located on the same 

(e.g. Fig. 4.8b, Video 2 – video link and legend in Chapter 7. Appendix) or 

different branches of the same dendrite (Fig. 4.5a), and did not share a 

presynaptic site but were responsive to two spatially separated LM target 

locations. In a small number of experiments (n = 2 out of 3 attempts) we located 

a spine and mapped its presynaptic target site in two consecutive imaging 

sessions separated by 3 days (Fig. 4.5b). This suggests that our technique 

does not appear to damage presynaptic targets or spines and could therefore 

be useful to measure connectivity or synaptic plasticity across days. The t = +3 

days session of these proof-of-principle experiments was not included in any 

further analyses of the dendritic integration of feedback.  
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Figure 4.4 | All-optical spine mapping in vivo, #2. a, Four example spines identified 
as responsive to stimulation of a single LM target location. Top, photostimulation-
triggered average images showing activated spines. Bottom, stimulation-triggered 
fluorescence traces for the same four spines. b, Retinotopic and physical distances 
between identified presynaptic target site in LM and responsive spine in V1. 
Retinotopic distances were measured using temporal retinotopic mapping and 
widefield intrinsic imaging under anaesthesia, see Kalatsky and Stryker (2003). c, 
Retinotopic distances (Azimuth and Elevation) between the identified presynaptic 
target site in LM and the parent soma of the responsive spine. Data points with the 
same colour indicate spines detected in the same experiment (also see Fig. 4.5a). 
 
In summary, we show that simultaneous 2-photon optogenetic stimulation and 

dendritic calcium imaging through the same objective are a potent tool for 

mapping synaptic connections over large physical distances and even across 

cortical areas. The AOSM approach we developed provides information on the 

spatial relationship between the presynaptic and postsynaptic neuron as well 

as the location of the synapse on the dendritic tree. We also confirm in vivo that 

LM feedback forms synapses on the apical dendrites of layer 5 IT neurons in 

V1, as was previously shown in vitro (Yang et al., 2013; Young et al., 2021). 

Compared to the consistently suppressive effect of feedback stimulation on 

global dendritic activity (Fig. 4.2e), LM feedback-recipient spines were found 

less frequently (34 feedback-recipient spines in 26 neurons, out of 147 

experiments). In sessions that produced at least one feedback-recipient spine 
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(indicating that LM photostimulation was effective), 1.4% of spine ROIs were 

identified as stimulation responsive. It is important to note, however, that these 

results do not reflect absolute connectivity rates for reasons discussed in detail 

in Chapter 4.7.  

 

Figure 4.5 | All-optical spine mapping in vivo, #3. a, Example of two spines on two 
dendritic branches of the same neuron, which were identified as responsive to two 
different presynaptic target sites in LM. Top left, average image showing apical tuft 
dendrites. Top right, photostimulus-triggered average image showing location of two 
responsive spines (arrowheads). Bottom, photostimulus-triggered average 
fluorescence trace of the two spines. b, Example spine identified in two separate 
experimental sessions, three days apart. The spine responded to stimulation of the 
same presynaptic target site in LM in both experimental sessions. 

 

4.5. Feedback boosts branch-specific calcium signals in apical 
dendrites  

Having isolated excitatory feedback inputs to V1 apical dendrites, we next 

asked whether their activation can lead to recruitment of non-linear dendritic 

processes such as dendritic spikes. We reasoned that stimulating excitatory 

feedback to apical dendrites in isolation might reveal the dendritic mechanisms 

underlying the facilitating feedback influences we observed in our functional 

connectivity measurements. We therefore drove synaptic input to identified 

feedback-recipient spines by repeatedly photostimulating their presynaptic 

target sites (Fig. 4.6a). We simultaneously recorded calcium signals in the 

dendritic branch containing the activated spine (synaptically stimulated branch) 
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and other (not synaptically stimulated, reference) branches (Fig. 4.6b). We 

placed an ROI distally on the synaptically stimulated branch, excluding the 

spine itself (red ROI, Fig. 4.6c, mean spine-to-ROI distance: 5 µm), and a 

reference ROI on a non-stimulated sibling branch of the same neuron. This 

allowed us to compare the relative calcium signals in the two branches on trials 

where feedback input was optogenetically driven (photostimulation trials) and 

on trials without optogenetic stimulation (blank trials), (Fig. 4.6d). To compare 

the branches’ relative activities across trials we defined a boosting index (BI) 

as the ratio between the stimulus-triggered calcium signals in the synaptically 

stimulated and the reference branch for each trial. Note that the response 

window used for this measurement excluded the photostimulation period itself 

to avoid the photostimulation artefact. In many dendrites, we found that this BI 

was significantly larger in trials with input to the feedback spine compared to 

trials without feedback activation (Fig. 4.6e). In other words, photostimulation 

of LM inputs enhanced calcium signals in the branch containing the feedback-

recipient spine relative to other branches of the same neuron. This effect was 

remarkably consistent across experiments, showing boosting of relative 

dendritic activity by on average 10.8% (SEM 2.1%) on the population level (Fig. 

4.6f). We repeated the same analysis with the synaptically stimulated branch 

ROIs moved further away from the spine (orange ROI, Fig. 4.6c, mean spine-

to-ROI distance: 10.5 µm), which resulted in significant boosting of on average 

4.5% (SEM 2%), (Fig. 4.6f). Computing the mean boosting effect within 

dendritic branches (rather than boosting of their trial-wise ratio) revealed an 

average activity increase of 16% in the synaptically stimulated branch and 

3.4% in the reference branch for the near ROI set (Fig. 4.6g). The synaptically 

stimulated branch was significantly more strongly boosted by photostimulation 

than the reference branch. The increase in the boosting index with optogenetic 

feedback stimulation (as shown in Fig. 4.6f) did not depend on visual 

stimulation; branch-specific boosting occurred both during presentation of a 

grey screen (Fig. 4.7a) and an inverse grating centred on the neuron’s 

receptive field which should (based on our functional connectivity 

measurements) recruit additional visually-evoked facilitating feedback (Fig. 

4.7b).  
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Figure 4.6 | Feedback boosts branch-specific calcium signals in apical 
dendrites. a, Optogenetic stimulation of LM neurons was combined with calcium 
imaging of a dendritic branch containing a feedback-recipient spine in V1. b, Example 
FOV showing apical tuft dendrites of the same neuron. Dashed square illustrates 
location of FOV in c, containing the feedback-recipient spine (”synaptically stimulated 
branch”). ROI located on top branch illustrates non-stimulated “reference ROI” used 
to compute the boosting analysis. c, Top, higher magnification image of tuft branch 
containing feedback recipient spine (arrowhead). Two sets of ROIs (placed distally on 
the branch but excluding the spine itself) were used to measure boosting evoked by 
driving synaptic inputs into the feedback-recipient spine. Bottom, schematic of ROIs 
used for boosting analysis. d, Top, example photostim. trial showing calcium 
responses from synaptically stimulated branch and reference branch ROIs. Bottom, 
same for blank trial (no photostim.). Dashed box indicates analysis window used to 
compute the boosting index. e, Histograms of trial-wise boosting indices (ratio of 
synaptically stimulated to reference branch activity) for stimulation and blank trials in 
an example experiment. f, Mean boosting indices on photostimulation trials are larger 
than on blank trials across recordings (paired t-tests). Colours represent results for 
“near” and “far” ROI sets (panel c). Near: mean boosting = 10.8%, far: mean boosting 
= 4.5%. Filled circles are individually significantly modulated dendrites (p < 0.05). g, 
Comparison of change in mean activity due to photostimulation in the reference (x-
axis) and synaptically stimulated (y-axis) dendritic branches (paired t-test) for the near 
ROI set. Photostimulation on average increased activity in the synaptically stimulated 
branch by 16% and in the reference branch by 3% (indicated by the dashed lines). 
 
Overall, these results suggest that specifically driving excitatory feedback 

inputs to V1 apical dendrites has a boosting effect on dendritic calcium signals 

extending beyond the spine itself into the branch. This finding is reminiscent of 

the previously reported non-linear enhancement of dendritic depolarization and 

calcium signals resulting from the interaction of bAPs and local dendritic 

depolarization caused by synaptic inputs (Gasparini et al., 2007; Magee and 

Johnston, 1997; Stuart and Häusser, 2001; Waters et al., 2003). This 

mechanism is thought to facilitate the integration of distal inputs in layer 1 by 

recruiting dendritic nonlinearities (Larkum et al., 1999; Waters et al., 2003). Our 
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results extend these studies by showing that LM feedback inputs from a single 

stimulated presynaptic site can be sufficient to boost dendritic branch calcium 

signals.  

 
Figure 4.7 | Feedback boosts branch-specific dendritic calcium under different 
visual stimulation conditions. a, Boosting indices measured from “near” ROIs (Fig. 
4.6c) while the animal was viewing a grey screen. Left, boosting indices measured on 
blank and stimulation trials. Right, same data shown as a histogram of differences 
between trial types. Filled circles are individually significantly modulated dendrites (p 
< 0.05). b, Same as panel a, but during presentation of inverse grating visual stimuli 
positioned around the RF of the recorded V1 neuron.  

4.6. Feedback can drive local calcium events in apical 
dendrites    

Another amplification mechanism for distal dendritic inputs are local 

regenerative events (dendritic spikes) in fine tuft branches. NMDA-spikes 

(discussed in detail in Chapter 1.5.3) can be triggered by local dendritic 

depolarization, do not require an interaction with bAPs, and have been 

suggested to be the predominant mechanism by which distal dendritic inputs 

can generate APs (Larkum et al., 2009; Schiller et al., 2000). One hallmark of 

NMDA spikes are localized calcium transients which are restricted to the 

activated dendritic segment, and reflect the recruitment of NMDA receptors and 

L-type calcium channels (Schiller et al., 2000). In a subset of feedback-spine 

activation experiments (4 out of 26 neurons), we found calcium transients 

resembling such local events immediately following optogenetic stimulation of 

the presynaptic neuron (Fig. 4.8, Video 2 – video link and legend in Chapter 

7. Appendix). These events included but were extended beyond the feedback-

recipient spine, and were always restricted to the synaptically stimulated 

branch. The more proximal part of the stimulated branch or reference branches 

of the same neuron did not show simultaneous calcium signals, confirming that 

the events we found were indeed branch-specific. The events’ spatial extent 
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(Fig. 4.8) was roughly consistent with the calcium transients induced by focal 

glutamate uncaging in vitro (Schiller et al., 2000), although we did not observe 

enough events to quantify this systematically. The local events did not occur at 

these locations spontaneously (i.e. in inter-trial periods) but started during the 

synaptic feedback stimulation (Fig. 4.8). The frequency of local events was low 

(one to five out of on average 216 trials); intriguingly, the highest frequency 

was observed in a branch with two feedback-recipient spikes located in close 

proximity to each other (Fig. 4.8b). These results demonstrate that few LM 

feedback inputs can be sufficient to recruit local dendritic calcium signals in V1 

apical dendrites. Combined with the observation that excitatory feedback 

boosts dendritic branch calcium signals, these results suggest that layer 1 

feedback inputs can recruit non-linear dendritic processes. In conclusion, by 

using a novel optical approach to study synaptic physiology in vivo, we reveal 

a cellular substrate for how LM feedback is integrated in the apical dendrites of 

V1 layer 5A neurons. 
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Figure 4.8 | Feedback can drive local calcium events in apical dendrites. a-d, 
Four different examples of local calcium events in response to photostimulation. Left 
image, average image of global dendritic calcium events and ROIs placed on 
stimulated (red) and reference (blue) dendritic branch. Red arrowhead indicates 
identified feedback-recipient spine(s). Middle image, photostimulation-triggered 
average image showing spine responses. Right image, average image of a single trial 
showing a branch-specific calcium event triggered by photostimulation of the 
presynaptic LM neuron(s) that provide input to the indicated spine(s). Traces on the 
right, fluorescence signals extracted from the stimulated branch (red) and reference 
(blue) ROIs. Vertical bars indicate photostimulation periods. Photostimulation-evoked 
dendritic events are restricted to the stimulated branch and not present in the 
reference branch. Note that the small fluorescence increase in the reference branch 
during the photostimulation period is due to a stimulation artefact. 
 

4.7. Discussion: All-optical interrogation of LM feedback 
integration in V1 apical dendrites 

By combining simultaneous 2-photon holographic optogenetic stimulation and 

2-photon calcium imaging we studied dendritic integration in layer 5 IT neurons 

of V1. Our results reveal several novel characteristics of feedback: First, 

feedback drive originating from larger groups of LM neurons suppresses global 

apical dendritic signals in V1, suggesting that feedback recruits dense and non-

specific inhibition in V1. Second, feedback excitation onto V1 apical dendrites 
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appeared much sparser in comparison, suggesting a potentially higher degree 

of specificity. And third, feedback excitation in isolation boosts dendritic calcium 

signals in a branch-specific manner and can trigger local dendritic calcium 

events, which are hallmarks of non-linear dendritic integration.  

Feedback-mediated suppression of global dendritic activity: 

Our finding of strong and unspecific feedback suppression is in agreement with 

the average effect of focal V4 activation on V1 activity in macaques. V4 

electrical microstimulation led to a non-specific reduction of multi-unit activity 

in V1 that did not depend on receptive field overlap (Klink et al., 2017). The 

authors suggest two mechanisms that could mediate such a feedback-

mediated suppression. First, feedback could target inhibitory interneurons in 

V1 which in turn suppress nearby neurons. Or second, microstimulation could 

paradoxically cause an indirect suppressive effect locally in the stimulated 

area, withdrawing facilitating feedback. While our experiments cannot 

distinguish directly between these possibilities, we favour the first explanation: 

We observed suppression of V1 apical dendritic activity in the absence of visual 

stimuli. Feedback has a relatively minor influence on V1 during spontaneous 

activity (Nassi et al., 2013), suggesting that removal of feedback drive is 

unlikely to account for our finding. On the other hand, feedback pathways 

(including the LM-to-V1 connection) target several subtypes of interneurons in 

the recipient areas (D’Souza et al., 2016; Shen et al., 2020), providing a 

possible circuit substrate for feedback mediated suppression. It is important to 

note that we studied here the suppression of global dendritic calcium signals 

and not somatic signals. Such global dendritic calcium events engaging the 

entire apical tuft are associated with somatic activity in vivo (Beaulieu-Laroche 

et al., 2019; Francioni et al., 2019; Kerlin et al., 2019). Considering the 

sensitivity of GCaMP6s (Francioni et al., 2019) and the strong distance-

dependent bAP attenuation (Spruston et al., 1995; Stuart and Häusser, 2001; 

Waters et al., 2003) which results in progressively reduced calcium signals 

(Grewe et al., 2010; Landau et al., 2022), the transients we recorded likely 

coincide with high-frequency somatic action potentials, which are often caused 

by dendritic calcium spikes in layer 5 neurons (Grewe et al., 2010; Larkum and 

Zhu, 2002; Larkum et al., 1999; Xu et al., 2012). Dendritic inhibition can potently 
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suppress the recruitment of dendritic spikes and can thereby modulate somatic 

output (Palmer et al., 2012). Layer 1 interneurons, which integrate cortical 

feedback signals (Abs et al., 2018; Shen et al., 2020), inhibit apical dendrites 

(Cohen-Kashi Malina et al., 2021). In agreement with this, electrical stimulation 

of layer 1 suppresses dendritic calcium spikes (Pérez-Garci et al., 2006). 

Therefore, the suppression of dendritic recruitment by feedback-recipient 

interneurons might underlie the effect we observed. Importantly, while layer 1 

interneurons synapse onto pyramidal neurons (Cohen-Kashi Malina et al., 

2021), they also employ GABAergic volume transmission (Oláh et al., 2009), 

possibly contributing to the low specificity of suppression we found. However, 

future work is needed to dissect the exact circuit mechanisms that underlie 

feedback suppression of apical dendrites, for example by measuring 

interneuron activation in response to optogenetic feedback stimulation. Finally, 

non-selective inhibition is also a hallmark of local connectivity in cortical 

circuits, as discussed in Chapter 1.4.3. Our results therefore suggest that at 

least some features of local and feedback inhibition might be shared. 

We observed both feedback-mediated facilitation and suppression in our 

functional connectivity experiments (Chapter 3). Apical dendrites, however, 

were consistently suppressed by stimulating groups of LM neurons. There are 

several possible explanations for this: First, we stimulated much larger groups 

of neurons in the dendritic imaging experiments (25 targets) compared to the 

functional connectivity experiments (6-14 targets). We initially reasoned that 

more source neurons would provide more facilitating drive and allow us to 

measure enhancement of apical dendritic recruitment. It may be, however, that 

non-specific suppression (via pooling of feedback inputs by inhibitory 

interneurons) quenches the facilitating feedback influences which we 

subsequently show to rely on non-linear dendritic recruitment (Palmer et al., 

2012). Increasing total feedback may shift the balance in favour of suppression. 

Second, functional connectivity was measured in the presence of visual stimuli, 

while dendritic recruitment was measured without such stimulation. Layer 5 

neurons are thought to integrate bottom-up sensory and top-down information 

through the coincidence of bAPs and apical dendritic depolarization, leading to 

dendritic calcium spikes (which likely contribute to the global dendritic signals 
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we measured). Apical inputs without coincident bAPs must cross a high 

threshold to initiate a calcium spike (Larkum et al., 1999; Schiller et al., 1997). 

Therefore, additional bottom-up drive by sensory stimulation might help gate 

facilitating feedback influence to the apical dendrites which may not drive 

somatic output otherwise. Third, somatic facilitation and dendritic inhibition are 

not mutually exclusive. We did not record somatic and dendritic activity 

simultaneously in these experiments; it is therefore possible that some somata 

were facilitated (e.g. through basal feedback inputs) even though their apical 

dendrites were not. Future experiments could combine mesoscale holographic 

optogenetics with volume imaging in V1 to address such questions. Finally, we 

recorded feedback-mediated modulation of thousands of potential postsynaptic 

neurons in a single functional connectivity experiment (Chapter 3) but by 

multiple orders of magnitude fewer neurons (usually a single neuron) per 

experiment when measuring dendritic recruitment. This may have impeded the 

discovery of rare facilitating influences on dendrites. 

All-optical spine mapping in vivo: 

To isolate excitatory feedback, we developed an approach to identify synaptic 

connections across cortical areas in vivo (AOSM). This approach allowed us to 

identify the location of both the synapse on the imaged dendritic segment and 

the presynaptic neuron in LM. This enabled us to activate excitatory feedback 

in isolation to avoid non-specific inhibitory feedback effects. Paired electrical 

recordings (Jouhanneau and Poulet, 2019) or a combination of optogenetics 

and postsynaptic electrical recordings (Pala and Petersen, 2015) are suitable 

to map synaptic connections in vivo, but do not allow for precise identification 

of the synapse location. Widefield 1P optogenetics and spine imaging have 

been previously combined to identify pathway-specific spines in slice 

recordings (Gökçe et al., 2016; MacAskill et al., 2012) and in vivo (Lee et al., 

2019), but could not resolve individual pairs of connected neurons. We 

therefore extended this approach by using 2P optogenetic stimulation across a 

large FOV; this enabled us to probe thousands of putative presynaptic locations 

and identify individual pairs of feedback-providing neurons in LM and feedback-

recipient dendritic spines in apical dendrites of V1. 2P targeted 

photostimulation allowed us to assess the dendritic integration of a small 
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subset of isolated excitatory inputs within a specific pathway – in contrast to 

widefield activation which triggers complex local and inter-areal network 

effects. Importantly, AOSM can harness available genetic tools to study 

connectivity and synaptic integration between defined cell types, both within 

and across brain regions. Finally, the mapping procedure can be repeated on 

consecutive experimental sessions and might hence be a suitable tool to study 

synaptic plasticity as well as pathway-specific connectivity during learning. 

AOSM also has limitations which could be addressed by future improvements: 

First, ultra-sparse labelling comes at the cost of a lack of presynaptic activity 

readout. Since photostimulation efficacy can vary across trials, the size of 

evoked spine calcium signals is not directly interpretable. Expressing a red-

fluorescent or cell-body targeted calcium indicator (Shemesh et al., 2020) in 

the presynaptic population might enable such a readout of presynaptic activity. 

Second, the approach does not provide an unbiased measure of absolute 

connectivity rates. In addition to being limited to the few dendritic branches 

within our 2-photon FOV, calcium signals could only be attributed to spines 

extending laterally within the imaging plane. Moreover, due to GCaMP 

sensitivity (Chen et al., 2013) spines with larger calcium accumulation in 

response to synaptic NMDA-receptor activation are more likely to be detected 

(Chen et al., 2011; Mainen et al., 1999). On the other hand, ~30-40% of spines 

in L2/3 cortical neurons (Chen et al., 2013; Kerlin et al., 2019) and >50% of L5 

cortical pyramidal neurons (Kerlin et al., 2019) have been shown to exhibit 

measurable calcium signals in vivo using GCaMP6 variants, providing a lower 

bound for a false negative result (correct presynaptic cell stimulated but no 

detectable spine calcium signal). Future developments could therefore focus 

on more sensitive calcium indicators (Zhang et al., 2020), voltage imaging 

(Chapter 1.6), or glutamate sensors (Marvin et al., 2018). Finally, we identified 

spines manually. This is the first time synaptic connections have been mapped 

using a combination of optogenetics and spine imaging. We therefore opted for 

a conservative strategy which could be performed online. However, this 

approach likely overemphasizes larger spines extending laterally from the 

imaged branch. This could be overcome in the future by optimizing automatic 

segmentation algorithms (Giovannucci et al., 2019; Pachitariu et al., 2017) for 
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spine signals. Due to these limitations, our current implementation of AOSM 

can only provide a lower bound of true connectivity rates.  

Feedback excitation drives global and local dendritic calcium signals: 

Finally, using targeted 2-photon optogenetic activation of feedback-providing 

neurons while measuring calcium activity in feedback-recipient dendrites, we 

were able to study pathway-specific apical dendritic integration in awake mice. 

Studying the integrative properties of apical dendrites has been identified as a 

central pillar for understanding cortical computations (Larkum, 2013). It has 

been hypothesized that non-linear dendritic processes could be involved in 

feedback integration in apical dendrites, for example in the form of a boosting 

of soma-dendrite interactions or dendritic spikes (Larkum, 2013; Larkum et al., 

2004; Major et al., 2013). Non-linear integration of feedback in particular has 

been suggested to be essential for behaviour (Manita et al., 2015, 2017; Xu et 

al., 2012). However, it has been challenging thus far to directly measure 

feedback integration in apical dendrites in vivo. Here, we demonstrate using in 

vivo calcium imaging that synaptic inputs caused by optogenetic activation of 

a single presynaptic location in LM can boost global calcium signals and 

generate local calcium events in feedback-recipient apical dendritic branches 

of V1. Both local and global calcium signals in dendrites are caused by an 

increase in calcium conductances, for example through calcium channels or 

NMDA receptors, whose recruitment is inherently voltage-dependent and 

therefore non-linear (Schiller et al., 2000). Dendritic spikes such as NMDA or 

calcium spikes are accompanied by calcium influx in vitro and in vivo (Larkum 

et al., 2009; Palmer et al., 2014; Schiller et al., 1995, 2000; Waters and 

Helmchen, 2004; Xu et al., 2012). We therefore suggest that the feedback-

evoked dendritic calcium signals we measure reflect non-linear dendritic 

processes, as further discussed in the following paragraphs.  

Amplification (or “boosting”) of calcium signals by apical dendritic 

depolarization has been previously observed in vitro: bAP amplitude and bAP-

evoked calcium influx, which attenuate progressively from soma to dendrite 

(Gasparini et al., 2007; Spruston et al., 1995; Vetter et al., 2001; Williams and 

Stuart, 2002) are non-linearly amplified by subthreshold synaptic potentials in 
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the apical dendrite (Magee and Johnston, 1997; Stuart and Häusser, 2001). 

This dendritic boosting mechanism is thought to facilitate the integration of 

apical dendritic inputs (Major et al., 2013; Stuart and Häusser, 2001; Waters et 

al., 2003). Our results suggest that a single or few feedback inputs to an apical 

tuft branch are sufficient to boost its relative recruitment in vivo. This effect was 

highly consistent across experiments; every experiment (save one) produced 

a positive boosting index modulation. Importantly, we measured a relative 

amplification of dendritic activity in the feedback-recipient compared to 

reference branches of the same apical tuft. This suggests that the boosting 

effect is branch-specific and indeed mediated by the identified presyaptic 

neuron to spine connection we identified using AOSM but not a whole-tuft or 

network process. It is also in agreement with previous studies which found that 

NMDA-receptor depdendent supra-linear calcium influx caused by dendritic 

EPSPs has a spatial profile and is strongest around the stimulation site 

(Canepari et al., 2007). Moreover, it was recently shown that voltage-gated 

calcium channel (VGCC) activation, which is responsible for global dendritic 

calcium signals, is branch-specifically regulated by local depolarization 

(Landau et al., 2022). Importantly, while we observed dendritic boosting both 

in the absence of visual stimuli and in the presence of surround grating stimuli 

(Fig. 4.7), it is likely that stimulus statistics influence the impact of feedback on 

dendritic calcium signals during visual processing. Global dendritic calcium 

signals are thought to reflect the interaction of feedforward and feedback 

pathways (Larkum, 2013; Larkum et al., 1999), both of which are engaged by 

visual stimuli (Keller et al., 2020; Lamme and Roelfsema, 2000; Roelfsema et 

al., 2002). It will be important to assess dendritic feedback integration in the 

presence of different kinds of visual stimuli including natural movies (Ko et al., 

2011, 2013) or figure-ground stimuli (Kirchberger et al., 2021; Roelfsema et al., 

2002). Remarkably, in a subset of cells, feedback stimulation of only one or a 

few feedback inputs triggered local dendritic calcium events extending beyond 

the stimulated spines into the adjacent branch. The spatial profile of these 

calcium transients (restricted to a short branch segment <100 µm, Fig. 4.8) 

resembled both that of NMDA-spikes (Palmer et al., 2014; Schiller et al., 2000) 

and that of the local dendritic events we observed in response to visual 

stimulation (see below, Chapter 5.2). Stimulation-evoked local calcium events 
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were extended beyond the stimulated spines themselves, while no 

simultaneous activity changes were visible more proximally in the same branch 

or nearby reference branches. Local dendritic calcium events, which might 

reflect dendritic NMDA spikes (also see Chapter 1.5.2), are considered a 

hallmark of local dendritic computations (Poirazi et al., 2003) as they provide a 

local thresholding and amplification mechanism (Schiller and Schiller, 2001). 

However, it has been unclear so far whether or under what conditions local 

dendritic spikes are recruited in vivo. The recruitment of dendritic nonlinearites 

generally depends on NMDA-receptor recruitment and requires cooperativity 

between neighboring synapses. Estimates of how many synapses are required 

to cross the dendritic spike initiation threshold depend on many parameters 

such as EPSP size and synapse clustering but generally range from ~5 to more 

than 20 (Gasparini et al., 2007; Losonczy and Magee, 2006; Major et al., 2013). 

Surprisingly, we found that local events can result from the activation of 

remarkably few inputs, specifically from stimulation of 1-2 presynaptic neurons 

in LM. The relatively low proportion of trials that led to local events suggests 

that unexplored additional factors, such as moment-to-moment changes in 

dendritic excitability, might modulate their recruitment. However, in line with our 

observation, a recent modelling study concluded that dendritic spikes (which 

include both NMDA and sodium spikes) can be triggered by a surprisingly small 

number of strong inputs – in some cases even single synapses (Goetz et al., 

2021). 

Future experiments could be aimed at pharmacologically isolating the 

contribution of different ion channels and receptors to the dendritic calcium 

events we observed. Due to their known involvement in dendritic spike 

generation and voltage compartmentalization, NMDA receptors as well as 

voltage-gated calcium and potassium channels (Harnett et al., 2013; Schiller et 

al., 2000) are particularly interesting candidates. Moreover, an important future 

direction of this work is to measure the true voltage profile underlying the 

calcium events we observed, to benchmark calcium imaging for studying 

dendritic spikes in vivo. Finally, non-linear dendritic mechanisms could be 

directly experimentally measured by stimulating inputs to varying numbers of 

synapses on the same branch while simultaneously recording the somatic 
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response. Such experiments may be possible using AOSM with increased 

throughput and sensitivity (as discussed above).  

In summary, we observed that a surprisingly small number of feedback inputs 

(1 or 2) can boost apical dendritic calcium signals and recruit local dendritic 

events which could reflect NMDA spikes. These findings extend our 

understanding of single neuron computation and suggest that non-linear 

dendritic processing might be recruited by feedback inputs in vivo. 
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5. FEEDBACK AND DENDRITIC INTEGRATION 
DURING VISUAL STIMULUS PROCESSING AND 
BEHAVIOUR 

5.1. Introduction: Dendritic computation for sensory 
processing 

In previous chapters we have shown that feedback functional connectivity is 

spatially organized: feedback to retinotopically aligned locations in visual space 

is relatively suppressive, whereas feedback to retinotopically offset locations is 

relatively facilitating (Chapter 3.4). How feedback exerts this functional 

influence depends not just on raw synaptic connectivity, but also on the 

(dendritic) integration of feedback signals in V1 neurons (Hausser et al., 2000; 

Silver, 2010). We show using optogenetic stimulation of LM neurons that 

feedback is sufficient to boost global and drive local events in the apical 

dendrites of L5 IT neurons of V1 (Chapter 4.5 & 4.6). We next focussed on 

apical dendritic integration during the processing of visual stimuli rather than 

direct optogenetic stimulation. We hypothesized that non-linear dendritic 

processes should also be involved in mediating feedback influences during 

sensory processing and behaviour. We tested this prediction using three 

separate experimental approaches (Fig. 5.1). We measured local (Fig. 5.1a, 

b) and global (Fig. 5.1a, c) dendritic recruitment during the presentation of 

visual stimuli, which we designed based on our knowledge about the spatial 

organization of feedback functional connectivity. Moreover, we recorded 

neurotransmitter signals received by V1 dendrites, as well as changes to 

dendritic calcium signals during different behavioural states (Fig. 5.1a, d). The 

results are discussed in the present chapter.  
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Figure 5.1 | Feedback and dendritic integration during visual stimulus 
processing and behaviour. a, Pyramidal neuron schematic illustrating the somatic 
and dendritic signals recorded in the experiments discussed in this chapter. b, 
Summary of experiments designed to measure local apical tuft signals during visual 
stimulus processing. c, Summary of experiments designed to measure apical trunk 
signals during visual stimulus processing. d, Summary of experiments designed to 
measure neurotransmitter signals as well as apical dendritic and somatic calcium 
signals during locomotion. 

 

5.2. Visual stimuli can recruit local dendritic events in V1 

Feedback-mediated facilitation of V1 activity (Chapters 3.3 & 3.4) could in 

principle be mediated by both basal or apical dendritic arbours. Apical 

dendrites, however, represent electrically remote, partially independent 

compartments which depend upon dendritic nonlinearities to amplify their 

influence on somatic activity (Williams and Stuart, 2002). Indeed, we found that 

feedback inputs are sufficient to generate local calcium events in the apical 

dendrites of V1 L5 IT neurons (Chapter 4.6). If these apical dendritic 

nonlinearities contribute to the facilitating influence of feedback, one would 

expect to observe them particularly under conditions which involve feedback 

information flow to V1 neurons. This should be particularly the case when the 

receptive field surround of V1 neurons is stimulated; both direct feedback 

stimulation in the surround (Chapter 3.4) as well as surround visual stimuli 

(Keller et al., 2020) provide response facilitation to V1 neurons. We therefore 

designed visual stimuli which contain different compositions of receptive field 

centre and surround stimulus energy, and asked if these stimuli could recruit 

and modulate local dendritic events in the apical tuft dendrites of L5 IT neurons 

in V1 (Fig. 5.2a). 



131 
 
 

 

Figure 5.2 | Experimental strategy: Measuring apical tuft recruitment during 
visual stimulus processing. a, Schematic illustrating feedback projections from LM 
to V1. We focussed here on apical tuft dendrites. b, Experimental workflow: GCaMP6s 
was expressed ultra-sparsely in L5 IT neurons using a dual-AAV strategy. Isolated 
somata were identified and their receptive field was mapped using sparse noise 
stimuli. Visual stimuli (panel e) were positioned relative to the measured receptive field 
location. Apical dendrites belonging to the somata were then identified and subjected 
to calcium imaging. c-d, Post-hoc reconstruction of two example neurons. Grey boxes 
indicate location of imaged dendritic branch. Inset shows high-magnification dendritic 
imaging FOV. e, Visual stimuli presented during dendritic imaging. All stimuli were 
centred on the recorded neuron’s receptive field. 
 

To measure calcium signals from fine distal tuft dendrites of layer 5 IT neurons 

with minimal contamination from other sources, we again employed the 

ultrasparse viral expression strategy described earlier (Chapter 4.2, Fig. 5.2b). 

This time, we expressed GCaMP6s ultra-sparsely in V1 without an opsin. This 

allowed us to find well-isolated V1 L5 IT neuron somata whose receptive field 

locations we measured using sparse noise stimuli (Fig. 5.2b). We then traced 

the apical dendrite to the fine tuft branches located in layer 1 and imaged their 

calcium activity at high magnification (~100 µm x 100 µm FOV size,  Fig. 5.2c, μ
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d) during visual stimulation. We displayed sinusoidal drifting grating stimuli, 

which were centred on the neuron’s receptive field, and shaped with a 

Gaussian mask to cover either the receptive field centre, the surround, or a 

combination of both (Fig. 5.2e).  

 

Figure 5.3 | Local calcium events in the apical tuft of L5 IT neurons in V1. a-d, 
Four examples of local dendritic events observed in four different neurons. Top left 
images of each panel, mean dendritic fluorescence observed during global dendritic 
calcium events. Middle left images, example local dendritic event observed in this 
branch segment. Bottom left images, local calcium event magnified. By definition, local 
events involved at least two clearly activated spines along with spatially restricted 
stretch of the adjacent branch. Top right images, manually drawn ROIs (red, location 
of local events; blue, proximal part of the same branch). Traces on the right, GCaMP6s 
fluorescence signals measured from the ROIs shown on the left. Example insets show 
local dendritic events which were specific to the identified branch segment but not 
present in the more proximal part of the same branch. 
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Figure 5.4 | Spatial extent of local calcium events in apical tuft dendrites. a, 
Illustration of two ROIs used to measure the spatial extent of local events: 1) a “mask” 
ROI which encapsulated the branch and its spines (red), and 2) a “line” ROI along the 
branch itself (blue). b, Fluorescence recorded from each pixel in the mask ROI was 
projected onto the line ROI, and averaged with all other pixels that fell onto the same 
position on the line ROI. c, Left, fluorescence over time (x-axis) and by position along 
the dendrite (y-axis). Fluorescence was normalized by the standard deviation of the 
whole trace to facilitate comparisons across experiments. Right, spatial profile of event 
marked with a red line on the left. d, Same as panel c, for another example neuron. e, 
Left, spatial profile of all identified local dendritic calcium events, aligned and 
normalized by their peak location. Middle, same as left plot but showing average ± 
standard deviation. Right, average spatial profile fit by a 3-term Gaussian. 

We most frequently observed global dendritic events, which involved calcium 

signals in the entire recorded branch (Fig. 5.3, top left images, Video 3 – video 

link and legend in Chapter 7. Appendix). In addition, we also observed local 

dendritic events, characterized by calcium transients involving ≥2 clearly 

resolved dendritic spines and a short segment of dendritic branch (Fig. 5.3, 

middle and bottom left images, also compare to Chapter 4.6, Video 4 – video 

link and legend in Chapter 7. Appendix). While these events occurred, the 

more proximal part of the same dendritic branches (marked with a “ * ” in Fig. 
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5.3) as well as other tuft branches of the same neuron (if available in the same 

FOV) remained inactive, indicating that they were indeed local and not 

decaying global events. We verified the spatial restriction of events manually 

using hand-drawn proximal and distal branch ROIs placed on the recorded 

dendrite (Fig. 5.3, top right images and traces). Overall, we found local events 

in 13 branches belonging to 9 neurons out of a total of 24 recorded branches 

from 13 neurons, indicating that these events were not uncommon. In branches 

where we observed local events, they occurred on average 3.8 times during 

the recording period (Fig. 5.5b).  

We quantified the spatial extent of local calcium events (n = 50) by measuring 

fluorescence changes projected onto a line ROI representing the dendritic shaft 

over time (Fig. 5.4a-d). This allowed us to average and fit the spatial profile of 

local events, leading to a measurement of 11.2 µm (full-width at half maximum), 

consistent with previous reports of pharmacologically identified NMDA-spikes 

(Palmer et al., 2014; Schiller et al., 2000). Importantly, the frequency of local 

events was modulated by visual stimuli; they were most commonly observed 

during the presentation of an inverse stimulus which provides the strongest 

stimulation of the receptive field surround (Fig. 5.5a). In contrast, classical 

receptive field centre stimuli (8° and 16° Gabor) only infrequently evoked local 

events. Overall, these findings indicate that apical tuft branches of layer 5A 

neurons in V1 support the generation of local calcium events, possibly 

representing NMDA spikes, during visual stimulus processing. Local events 

were most common during receptive field surround stimulation, following the 

pattern predicted by the facilitating surround structure of feedback. These 

results are consistent with the notion that L1 feedback integration involves the 

recruitment of dendritic nonlinearities and that information pertaining to the 

sensory context can be locally and non-linearly integrated in apical dendrites 

(Fig. 5.5c). 
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Figure 5.5 | Visual stimuli that recruit facilitating feedback drive local calcium 
events in apical tuft dendrites. a, Stimulus dependence of local dendritic calcium 
events. Inverse stimuli, which provide the strongest stimulation of the receptive field 
surround, drive more local events than Gabor and annulus stimuli. Lines connect data 
points obtained from a single neuron. Kruskal-Wallis test across all stimuli, p = 0.01; 
followed by post-hoc Dunn’s: 8o vs inverse: p = 0.041,16o vs inverse: p = 0.047, inverse 
vs annulus: p = 0.034, inverse vs full-field: p = 0.48. Stimuli are schematized versions 
of Fig. 5.2e. b, Numbers of neurons and branches with and without observed local 
dendritic calcium events. c, Schematic of surround feedback facilitating local events 
in apical tuft dendrites. 

 

5.3. Relative calcium signals in apical and basal dendrites 
depend differentially on visual stimulus properties 

Local dendritic calcium events were by definition observed in the absence of 

global calcium events, preventing us from drawing conclusions about the 

stimulus-selectivity of somatic spiking or dendritic calcium spikes. Global 

dendritic calcium signals are often associated with high frequency somatic 

activity (Francioni et al., 2019) and can result from a combination of bAPs and 

dendritic calcium spikes (Grewe et al., 2010; Larkum et al., 1999, 2009; Xu et 

al., 2012). The recruitment of widespread dendritic calcium signals is facilitated 

by apical dendritic depolarization: apical tuft inputs, possibly amplified via 

NMDA-spikes, can promote the generation of calcium spikes in the apical trunk 
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and enhance bAP-induced dendritic calcium (Larkum et al., 2009; Sjöström and 

Häusser, 2006; Waters et al., 2003). We reasoned that global dendritic calcium 

signals should be similarly dependent on visual stimuli as local events; stronger 

tuft engagement should promote calcium spikes and bAP propagation, 

boosting apical dendritic calcium signals for a given level of somatic activity. 

We therefore next tested whether global dendritic calcium events carry a 

signature of surround facilitation by performing two volumetric imaging 

experiments. 

First, we expressed the calcium indicator GCaMP7s semi-sparsely in L5 IT 

neurons using small-volume AAV injections (Fig. 5.6a). In this experiment, we 

traced the apical dendrite from the soma to the apical trunk only, which could 

be well resolved in this semi-sparsely expressing preparation (Fig. 5.6b). In 

contrast to tuft imaging experiments, semi-sparse expression allowed us to 

record from several neurons at the same time. We quasi-simultaneously 

imaged somata and apical trunks at the level of the nexus (resonant frame 

scans alternating between two imaging planes at 6.6 Hz final framerate), close 

to the apical trunk bifurcation below layer 1 using an ETL. Somatic and dendritic 

activity was highly correlated; dendritic events were a subset of somatic events; 

and dendritic event frequency decreased with distance from the soma as 

recently shown by other groups (Fig. 5.6c), (Beaulieu-Laroche et al., 2019; 

Francioni et al., 2019). We defined connected pairs of soma and dendrite ROIs 

as those exhibiting highly correlated activity (Fig. 5.6d). Importantly, somatic 

event size was not always predictive of dendritic event size. Relatively small 

somatic transients could co-occur with large dendritic events (Fig. 5.6c, 

example A), while during some large somatic transients barely any or no activity 

was visible in the dendrite (Fig. 5.6c, example B). In general, dendritic activity 

was strongly correlated with somatic activity, but variable (Fig. 5.6e, f). We 

therefore next asked whether the variability in dendritic signals which could not 

be explained by the activity of the parent soma depended on sensory stimuli. 
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Figure 5.6 | Simultaneous calcium imaging of somata and apical trunks. a, 
Expression strategy: GCaMP7s was semi-sparsely expressed by small volume 
injections of AAV into TLX3-Cre mice. b, FOV average images, showing soma and 
apical trunk of the same neuron at three different depths. c, Left, schematic of L5 
pyramidal neuron, indicating imaging locations corresponding to the traces on the 
right. Right, GCaMP7s fluorescence traces recorded quasi-simultaneously using an 
ETL from the soma, as well as the proximal and distal apical trunk. Example A 
indicates a small somatic event that is clearly visible in the distal trunk ROI. Example 
B indicates a large somatic event that is not visible in the distal trunk ROI. d, Recorded 
fluorescence trace correlation (x-axis) and deconvolved event correlation (y-axis) for 
all possible combinations of soma and dendrite ROIs in one experiment. Examples 
from panel c are marked with red circles. Dashed line: thresholds used to identify 
connected pairs. e, Dendrite fluorescence as a function of soma fluorescence, n = 76 
neurons. f, Probability distribution of data points from panel e. 

 

We displayed Gabor gratings of varying sizes and compared the sensory-

evoked responses of connected pairs of somata and their apical trunks. We 

first focussed on a population of neurons preferring 20o stimuli (measured at 

the soma, n = 57): As expected, somatic and dendritic responses were on 

average correlated (Fig. 5.7a). However, the average dendritic responses for 

any given degree of somatic activity depended on the visual stimulus in this 

population of neurons (Fig. 5.7b).  
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Figure 5.7 | Larger visual stimuli more strongly recruit calcium signals in the 
apical trunk. a, Average dendritic fluorescence as a function of somatic fluorescence 
for six stimulus sizes (5-100o). Fluorescence on each trial was binned by somatic 
activity level in 5% increments and averaged across cells (n = 57 neurons, RFs < 20o 
from stimulus centre, significantly size tuned and preferring 20o gratings). A two-way 
ANOVA to determine the effect of somatic activity, stimulus size, and their interaction 
on dendritic fluorescence showed a significant effect of stimulus size, p = 5x10-5, and 
a significant interaction, p = 5x10-4. b, Example dendritic (top) and somatic (bottom) 
fluorescence traces for the somatic activity bin indicated in panel a. c, Dendritic 
residual fluorescence (see Methods) as a function of visual stimulus size, averaged 
across neurons. One way repeated measures ANOVA (n = 57 neurons) shows 
significant effect of size on dendritic residual activity, p = 0.02. Post-hoc tests show 
residual at 5o is significantly smaller than residuals at larger stimulus sizes (paired t-
tests, p < 0.05). d, Preferred visual stimulus sizes of somata and dendritic residual 
activity. Soma and dendrite residual data points from the same cells are connected by 
lines. The preferred size of the dendrite residual is significantly larger, paired t-test: p 
= 1x10-6 (n = 131 neurons, with receptive fields < 20o from stimulus centre and 
significant size tuning (p < 0.01), 26 sessions, 9 mice). 

 

We quantified this effect by fitting the somatic contribution to dendritic signals 

using linear regression on a cell-by-cell basis, and subtracting the fit from the 

dendritic activity. This procedure is similar to subtracting the contribution of 

dendritic shaft signals from spine calcium measurements (Chen et al., 2013; 

Iacaruso et al., 2017; Kerlin et al., 2019) and methods employed by another 

recent study (Francioni et al., 2019). This resulted in dendritic residual activity, 

reflecting variability in dendritic recruitment that is not explained by somatic 
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activity changes. We then asked whether these residuals depended on the 

visual stimulus. Indeed, 53% of dendrites (30 out of 57) were individually 

significantly modulated by visual stimulus size, as was the population on 

average (one-way ANOVA on linear regression residuals, p < 0.05). 

Specifically, dendritic residuals increased as the Gabor stimulus size increased 

to the preferred size (20o), beyond which they remained high while the soma 

was suppressed by definition (Fig. 5.7c). Examining a larger population of 

neurons with diverse size tuning (not just 20o) we found a similar proportion of 

significantly size-modulated dendrites (65 out of 131, 50%). Overall, dendrites 

preferred larger visual stimuli relative to their parent somata (Fig. 5.7d). These 

results suggest that – like local calcium events in the tuft – global calcium 

events in apical dendrites are also modulated by sensory stimuli. Larger visual 

stimuli, which contain relatively more stimulus energy in the receptive field 

surround, recruit larger dendritic residuals measured at the apical trunk. It 

moreover demonstrates that apical dendritic activity does not simply mirror 

somatic activity via stochastic backpropagation but that it can depend on 

additional factors such as visual stimuli.  

 

Figure 5.8 | Simultaneous measurement of basal dendritic, trunk and tuft 
calcium signals. a, Schematic of experimental approach. GCaMP6s was ultra-
sparsely expressed in L5 IT neurons using the dual-AAV strategy described previously 
(Chapters 4.2 & 5.2, Methods). b, Schematic of L5 pyramidal neuron illustrating multi-
plane imaging to record calcium signals from basal dendrites, the apical trunk and the 
apical tuft. Volumetric imaging was performed using an ETL. c, Left, example FOV 
average images of four quasi-simultaneously acquired planes. Right, fluorescence 
traces corresponding to ROIs from the dendritic compartments shown on the left. 
Examples A and B illustrate calcium transients with similar amplitude in basal and 
proximal apical dendrites but different amplitudes near the nexus and in the apical tuft. 
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We then performed a second experiment, which allowed us to resolve not only 

the apical trunk but also apical tuft and basal dendritic calcium signals. We 

expressed GCaMP6s ultra-sparsely and again imaged the neuron at different 

cortical depths using an ETL (Fig. 5.8a, b), while displaying the same visual 

stimuli we used to measure local dendritic events (Chapter 5.2, Fig. 5.2). 

Different ROIs of the same neuron were again highly correlated, while relative 

event sizes were variable (Fig. 5.8c). We first quantified the relative recruitment 

of apical and basal dendritic integration compartments as a whole; we 

represented the “basal compartment” as an average of multiple basal dendritic 

ROIs and the “apical compartment” as an average of apical trunk and tuft ROIs. 

For every visual stimulation trial, we computed a ratio between apical and basal 

compartment responses to the stimulus (“apical-to-basal ratios”). We then 

compared the apical-to-basal ratios for trials with low surround energy (8o and 

16o Gabor stimuli) to trials with high surround energy (inverse and full field 

stimuli, example cell: Fig. 5.9a-c). 19% of neurons (5 out of 26) showed 

significantly larger ratios during presentation of stimuli with high surround 

energy (example cell: Fig. 5.9c, all cells: Fig. 5.9d, top). This is indicative of a 

relative increase in apical dendritic recruitment during presentation of stimuli 

with more surround energy. Only 3.8% of neurons (1 out of 26) showed the 

opposite effect. Finally, we asked whether the relatively stronger apical 

dendritic recruitment during surround stimulation co-varied between tuft and 

trunk ROIs on a trial-by trial basis. We found high correlations between trial-

wise apical-to-basal ratios measured for tuft-tuft or trunk-tuft pairs, suggesting 

that stimulus induced modulation of global signals is shared across the apical 

dendritic arbour (Fig. 5.9d, bottom). Overall, these results support our previous 

results and show that global apical dendritic recruitment can be enhanced by 

visual stimuli with more surround energy (Fig. 5.10). This supports the notion 

that facilitating L1 feedback engages dendritic nonlinearities for its integration.  
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Figure 5.9 | Relative modulation of global event sizes in apical and basal 
dendrites by visual stimuli. a, Left, L5 pyramidal neuron schematic illustrating 
imaging planes. Top left traces, apical dendritic responses in one example neuron to 
stimuli with high surround energy (inverse, full field). Bottom left traces, basal dendritic 
responses to the same stimuli. Top right, apical dendritic responses to stimuli with less 
surround energy (Gabor gratings centred on the RF). Bottom right, basal dendritic 
responses to the same stimuli. Each trace reflects a single trial. If multiple apical and 
basal ROIs could be drawn, these were averaged into one trace. b, Average of data 
in panel a (+/- s.e.m.). High surround energy stimuli shown in red, Gabor grating stimuli 
in blue. c, Top, histogram of the ratio of apical to basal activity in response to the two 
stimulus classes (high surround energy, Gabor gratings centred on RF) across trials. 
Bottom, comparing the difference between the means of above histograms to control 
histograms generated by shuffling the stimulus IDs. d, Top, differences of mean 
apical/basal ratios between the two stimulus classes for 26 recordings. Individually 
significantly modulated neurons in dark grey. Dashed line indicates the mean. Bottom, 
apical/basal ratios of each apical ROI (trunk and tuft) to the average of all basal ROIs. 
Plot shows correlation between ratios computed from different tuft ROIs (blue) and 
between tuft and trunk ROIs (red). 

 

 
Figure 5.10 | Schematic: Topographically offset feedback facilitates apical 
dendritic calcium signals. 
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5.4. Locomotion modulates dendritic recruitment   

Finally, we asked whether an animal’s behavioural state modulates the 

dendritic integration of feedback signals in visual cortex. Behavioural states, 

including attention and locomotion, can modulate cortical responses to sensory 

stimuli (Fu et al., 2014; Lee and Dan, 2012; Niell and Stryker, 2010; Roelfsema 

et al., 1998), but the precise mechanisms involved in this modulation are 

complex and not fully understood (Pakan et al., 2018, 2016). It is thought, 

however, that L1 could play a role in this process (Cauller, 1995) as it receives 

neuromodulatory projections (Alitto and Dan, 2012) which influence L1 

interneurons (Brombas et al., 2014) and apical dendritic excitability (Labarrera 

et al., 2018; Williams and Fletcher, 2019). Moreover, feedback is thought to be 

involved in mediating the effects of state on sensory processing (Gilbert and 

Sigman, 2007; Harris and Thiele, 2011). We therefore hypothesized that 

dendritic integration and feedback signals might jointly contribute to 

behavioural modulation in V1 neural activity. We asked how feedback and 

dendritic recruitment depend on locomotion, which is a simple behavioural 

state variable, yet involves changes in arousal, motor activity, brain-wide 

correlations, and modulation of spatial integration in V1 (Ayaz et al., 2013; 

Clancy et al., 2019; Niell and Stryker, 2010; Saleem et al., 2013; Vinck et al., 

2015). Moreover, locomotion modulates activity in HVAs, suggesting that 

feedback information flow to V1 may be altered (Christensen and Pillow, 2017; 

Lecoq et al., 2014).  

First, we measured the influence of locomotion on activity in LM and V1 using 

meso-scale 2-photon imaging of L5 IT neurons expressing GCaMP6s 

transgenically. We located LM and V1 using sparse noise stimuli (same as for 

functional connectivity measurements, Fig. 3.3), positioned our FOV over the 

border, and measured visually-evoked activity in response to full-field 

sinusoidal gratings or 20o-Gabors during passive (stationary) and active 

(locomoting) states (Fig. 5.11a). We defined a response modulation index as 

the normalized difference between the mean visual stimulus-evoked activity 

during the two behavioural states. Both V1 and LM activity increased during 

locomotion; however, this change was significantly larger in LM compared to 

V1 regardless of the presented visual stimuli (Fig. 5.11b), (also see: 
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Christensen and Pillow, 2017; Lecoq et al., 2014). Considering the dense 

reciprocal connectivity between LM and V1 (Harris et al., 2019; Wang et al., 

2012; Yang et al., 2013; Young et al., 2021), an increase in LM activity should 

lead to an increase in feedback information flow to V1.  

 

Figure 5.11 | Modulation of somatic and dendritic activity by locomotion. a, Left, 
schematic of experimental approach. Running speed was recorded while visual stimuli 
(full-field or 20o Gabor gratings) were presented. Right, example FOV expressing 
GCaMP6s in L5 IT neurons. b, Locomotion-induced change of visually-evoked 
responses in LM neurons (average across neurons) plotted against modulation of V1 
neurons. Locomotion facilitates responses more strongly in LM than V1 (signed-rank 
test, 20o: p = 0.017, n = 32 sessions; full-field: p = 0.042, n = 42 sessions). c, Dendritic 
response to visual stimuli as a function of somatic response, split by behavioural state 
(n = 131 neurons, 9 mice, mean ± s.e.m.). d, Locomotion-induced change of dendritic 
residual for visual stimuli of different sizes. Dendritic residuals were computed as in 
Fig. 5.7, to remove the effect of somatic activity. Suppression of dendritic activity by 
locomotion was significant during presentation of smaller than preferred stimuli (paired 
t-test, p = 0.003), but not for preferred (p = 0.112) or larger than preferred stimulus 
sizes (p = 0.067). e, Size tuning of L5 IT somata during locomotion and stationary 
periods (n = 131 neurons). f, Locomotion-induced change of responses to different 
stimulus sizes. Locomotion suppressed responses to smaller than preferred stimuli 
(paired t-test, p = 5.45x10-7) and facilitated responses to larger than preferred stimuli 
(p = 0.002). Responses to the preferred stimulus size were unchanged (p = 0.32). 
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Figure 5.12 | Simultaneous dual-colour imaging of glutamate and calcium 
signals from L5 IT neurons in V1. a, Schematic illustrating expression strategy used 
for dual-colour imaging. iGluSnFR-A184S and jRGECO1a were co-expressed in L5 IT 
neurons in V1. Two lasers (920 nm, 1070 nm) were co-aligned through the same 
objective to excite both indicators simultaneously. b, Example traces showing bulk 
glutamate signals and deconvolved calcium signals summed across a population of 
neurons. c, Visual stimulus-triggered averages of bulk basal (left) and apical (middle) 
glutamate signals as well as somatic activity (right), split by behavioural state 
(locomotion, stationary). d, Population-level input-output function: Apical glutamate as 
a function of basal glutamate, colour of dots indicates population activity measured at 
the soma. e-g, Comparison of glutamate and calcium signals during stationary and 
locomotion periods, measured in the absence of visual stimulation (”baseline 
periods”). Statistical tests are t-tests. e, Basal glutamate. f, Apical glutamate. g, 
Somatic calcium (deconvolved). h-j, Comparison of glutamate and calcium signals 
during stationary and locomotion periods, measured during visual stimulus 
presentation (”stimulus-evoked”). Statistical tests are t-tests. h, Basal glutamate. i, 
Apical glutamate. j, Somatic calcium (deconvolved). 

 

 



145 
 
 

To test directly whether the inputs received by V1 apical dendrites reflect this 

change, we performed two sets of neurotransmitter imaging experiments, 

measuring postsynaptic glutamate and GABA signals from L5 IT neurons. In 

the first set of experiments, we co-expressed the genetically encoded 

glutamate sensor iGluSnFR-A184S (Marvin et al., 2018) and the calcium 

indicator jRGECO1a (Dana et al., 2016) by co-injection of two AAVs (Fig. 

5.12a). Using dual 2-photon excitation at 920 nm & 1070 nm, we 

simultaneously recorded bulk glutamate signals and cellular resolution calcium 

signals from a population of L5 IT neurons in V1. We first analysed apical 

dendritic glutamate signals; basal glutamate and somatic calcium results will 

be discussed below. We observed that locomotion significantly increased the 

levels of glutamate received by apical dendrites during the presentation of full-

field sinusoidal gratings, but not during baseline periods without visual stimuli 

(Fig. 5.12c, f, i). In a second set of experiments, we co-expressed the 

genetically encoded GABA-sensor iGABASnFR-F102G (Marvin et al., 2019) 

and jRGECO1a in L5 IT neurons. We recorded visually-evoked GABA signals 

averaged from ~250-400 µm wide FOVs in L1 in response to visual stimuli (Fig. 

5.14b). Similar to glutamate, we found that the visually-evoked GABA signal 

increase (i.e. the difference between visual stimulation and baseline periods) 

was larger during locomotion compared to the stationary state (Fig. 5.14c-e). 

Interestingly, however, baseline GABA signals in the absence of a visual 

stimulus decreased during locomotion (Fig. 5.14c-e). Calcium signals in this 

experiment were only used for receptive field mapping and FOV positioning.  

To recapitulate, visually evoked population activity in the prominent feedback 

source LM increases with locomotion and commensurately both glutamate and 

GABA neurotransmitter signalling in L1 of V1 increase. What consequences 

does this have for dendritic recruitment? To answer this question, we compared 

calcium signals recorded from connected pairs of somata and apical trunks 

during the presentation of visual stimuli across the active and inactive state. 

Locomotion on average suppressed dendritic residuals (Fig. 5.11c, residual 

activity defined as before: Chapter 5.3, Fig. 5.7). This effect was significant 

during the presentation of smaller than preferred stimuli (Fig. 5.11d). The lack 

of locomotion-induced facilitation was surprising: It is known that locomotion 
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increases activity in V1 (Niell and Stryker, 2010) and leads to a reduction of 

surround suppression during presentation of larger than preferred stimuli (Ayaz 

et al., 2013). If feedback to L1 were responsible for this effect, we would have 

expected a relative enhancement of dendritic recruitment for larger than 

preferred stimuli during locomotion. Dendritic suppression for smaller than 

preferred stimuli is consistent with our functional connectivity measurements 

(Chapter 3.4); small stimuli recruit retinotopically aligned feedback which we 

found to be relatively suppressive. However, a commensurate suppression of 

somatic activity for small stimuli has not been previously reported in the cortex. 

We therefore measured somatic size tuning during stationary and locomoting 

states (Fig. 5.11e, f). Indeed, locomotion reduced surround suppression, as 

expected (Ayaz et al., 2013). However, responses to smaller than preferred 

stimuli were reduced by locomotion (Fig. 5.11e, f). While correlative in nature, 

these findings are consistent with a model in which locomotion-induced apical 

dendritic suppression contributes to somatic suppression of visual responses 

to smaller than preferred stimuli.  

On the other hand, our findings suggest that apical dendritic recruitment cannot 

account for the locomotion-induced response increase during presentation of 

larger visual stimuli. We therefore asked whether this effect could be instead 

mediated by inputs to basal dendrites. We performed a dual-colour 2-photon 

imaging experiment and simultaneously measured basal and apical 

glutamatergic signals (“inputs”), as well as population calcium signals 

(“output”), (Fig. 5.12). Somatic calcium signals increased with locomotion 

during visual stimulus presentation (Fig. 5.12c, j), but not during spontaneous 

activity (Fig. 5.12c, g). Basal glutamate overall changed similarly to apical 

glutamate; locomotion significantly increased glutamate inputs to L5 IT neurons 

during visual stimulus presentation but not during baseline activity (Fig. 5.12e, 

f, h, i). Overall, basal and apical glutamate signals were highly correlated with 

population calcium signals; as glutamate signals increased, average 

population activity also increased (Fig. 5.12d). We next asked how the 

interaction between locomotion and glutamate signals influenced population 

calcium signals. Since this relationship cannot be easily deduced from input-

output correlations such as in Fig. 5.12d, we employed a linear regression 
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model (Fig. 5.13), which incorporated terms for basal and apical glutamate 

signals, locomotion, and interaction terms between locomotion and glutamate 

signals (Fig. 5.13a). The relationship between these predictors and calcium 

was fitted for the 12 recording sessions individually. Full models for all sessions 

were highly significant compared to the constant model (p < 0.05, F-statistic) 

and on average accounted for a moderate amount of variance (R2 = 0.292 ± 

0.17, mean ± s.d.). To assess the significance of the interaction terms, which 

quantify the interaction between locomotion and glutamate signals, we 

performed a Wald’s model comparison test to compare the full models to 

restricted models excluding both interaction terms. The interaction terms were 

significant in 4 out of 12 experiments. We found that on average across all 

recordings, locomotion and apical inputs interacted negatively, as suggested 

by on average negative coefficients for the interaction term L*GApical (Fig. 5.13b, 

c). This implies that during locomotion, excitatory apical inputs may become 

less effective at driving the soma. Basal inputs, on the other hand, on average 

interacted with locomotion positively (Fig. 5.13b, c), indicating that they might 

become more effective at driving the soma. Note that both the sessions with 

individually significant interaction terms (filled dots) as well as all sessions 

considered together showed this bias. These results may therefore suggest 

that relative changes to apical and basal input effectiveness might contribute 

to changes in neural activity in different behavioural states. 

 

Figure 5.13 | The influence of locomotion on the gain of the neuronal input-
output function. a, Linear model details. A model to measure the influence of the 
interaction of locomotion with glutamatergic input on population output was fitted 
separately for each session (n = 12 sessions, 4 mice). b-c, Coefficients of the 
interaction terms (L*GBasal and L*GApical) across all experiments. b, Coefficients over-
represented positive interactions between basal glutamate and locomotion and 
negative interactions between apical glutamate and locomotion. c, Across all 
experiments, locomotion and basal glutamate interacted positively (t-test, p = 0.01), 
while locomotion and apical glutamate interacted negatively (t-test, p = 0.02). Solid 
data points in panels b and c are sessions with individually significant interactions 
between running and glutamate (Wald test, p<0.05). 
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Figure 5.14 | Simultaneous dual-colour imaging of GABA and calcium signals 
from L5 IT neurons in V1. a, Left, schematic of expression and excitation strategy for 
dual colour imaging. iGABA-SnFR and jRGECO1a were co-expressed in L5 IT 
neurons by AAV injection into V1. Two beams (920 nm, 1070 nm) were co-aligned to 
excite both indicators simultaneously. Right, expression images of iGABA-SnFR in 
layer 1 and jRGECO1a expressing somata ~400 μm below the pia. b, Example trace 
of iGABA-SnFR fluorescence recorded over the entire FOV (panel a, top right) and 
averaged over two imaging planes in layer 1. Grey bars indicate times of visual 
stimulus presentation (full-field gratings). c, Visual stimulus-triggered average of 
GABA signal during stationary and locomotion periods in one example experiment. 
Visual stimulus presentation is indicated by grey bar. d, Same as panel c, but averages 
across n = 33 sessions. e, Comparison of GABA signals during stationary and 
locomotion periods. Top, in the absence of visual stimulation (”baseline GABA”), 
GABA signals significantly decreased with locomotion (t-test, p = 5.5x10-5). Bottom, 
visually-evoked GABA signals (the increase of GABA signals driven by visual 
stimulation) were significantly enhanced with locomotion (t-test, p = 3x10-7). 
 

5.5. Discussion: Feedback and dendritic integration during 
visual stimulus processing and behaviour 

Our previous measurements of functional connectivity and dendritic integration 

indicated that surround visual stimuli should recruit relatively more facilitating 

feedback influence (Chapter 3), which could be implemented through active 

dendritic integration in apical dendrites (Chapter 4). Using 2-photon imaging, 

we therefore studied calcium signals in the apical tufts of L5 IT neurons in 
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response to visual stimuli. Indeed, we found that apical tufts generated local 

calcium events whose frequency was stimulus-specific with more frequent 

event generation during the presentation of surround stimuli. Their appearance 

was consistent with our expectation for NMDA-spikes, which occur in distal tuft 

dendrites and involve calcium influx over a limited stretch of dendritic segment 

with similar spatial scale to the events we found (Schiller et al., 2000). The 

existence of local dendritic events in vivo has been a matter of debate: Although 

localized calcium transients have been reported previously (Cichon and Gan, 

2015; Hill et al., 2013; Palmer et al., 2014; Takahashi et al., 2016), several 

recent studies demonstrated that dendritic calcium dynamics are 

overwhelmingly dominated by global calcium signals with little evidence for 

compartmentalized calcium events (Beaulieu-Laroche et al., 2019; Francioni 

and Harnett, 2021; Francioni et al., 2019; Kerlin et al., 2019). These 

discrepancies may stem from differences in experimental (e.g. labelling 

density, indicators, imaging strategy, cell type, brain area, stimuli/behaviour), 

or analysis approaches (e.g. automated detection via thresholding). Here, we 

use ultra-sparse expression in a single genetically identified cell type (L5 IT 

neurons), manual curation, and a set of visual stimuli designed based on the 

spatial organization of functional connectivity. This approach is conservative, 

and directed at testing a specific prediction, which may have contributed to our 

ability to find relatively rare local calcium events. It is, moreover, possible that 

our choice of cell type has contributed to this finding; previous experiments 

focussed on thick-tufted/pyramidal tract projecting (PT) L5 neurons (Beaulieu-

Laroche et al., 2019; Francioni et al., 2019) whose dendritic calcium dynamics 

may be dominated by global calcium events associated with dendritic calcium 

spikes (Larkum and Zhu, 2002; Schiller et al., 1995; Xu et al., 2012). The apical 

tuft of slender-tufted L5 IT neurons in comparison appears less able to support 

active backpropagation (Grewe et al., 2010). AP firing patterns containing high-

frequency components were shown to backpropagate efficiently to the apical 

nexus, but were steeply attenuated after entering the apical tuft. Similar to L2/3 

neurons (Waters et al., 2003), but in stark contrast to L5B neurons (Larkum et 

al., 1999), single APs failed to evoke any calcium signals in the apical tuft of 

L5A neurons. This could be due to a lower density of active depolarizing 

conductances in L5 IT neuron dendrites (suggested by Grewe et al., 2010) or 
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expression of calcium and voltage-dependent repolarizing conductances 

(e.g. calcium-activated potassium channels or slow after-hyperpolarization 

channels, see Guan et al., 2015), raising the threshold for dendritic 

electrogenesis in the form of calcium spikes or BAC firing. Consistent with this, 

L5 IT neurons are regular spiking in contrast to L5 PT neurons, which exhibit 

the distinctive burst-firing patterns of BAC firing (Guan et al., 2015; Kasper et 

al., 1994; Kim et al., 2015). Altogether, this indicates that the apical dendritic 

compartment might be more electrically isolated from the somatic compartment 

in L5 IT neurons. They may therefore rely more strongly on local amplification 

of apical tuft inputs (e.g. via NMDA spikes) compared to PT neurons, which 

more commonly recruit calcium spikes. Thus, distal dendritic amplification 

mechanisms in L5 IT neurons may more closely resemble that in L2/3 

dendrites, which have been previously shown to exhibit NMDA spikes (Palmer 

et al., 2014). Moreover, L5 IT neurons in V1 receive relatively more cortical 

feedback inputs to their apical tuft than L5 PT neurons (Young et al., 2021), 

and as we show these inputs can recruit local calcium transients resembling 

NMDA-spikes in L5 IT apical dendrites (Chapter 4). In conclusion, designing 

visual stimuli based on our observation of feedback functional connectivity and 

our focus on a specific cell type may together account for our ability to measure 

local dendritic calcium events in apical dendrites in vivo.  

What could be the functional significance of localized calcium events? The 

recruitment of local dendritic nonlinearities has been suggested as the main 

mechanism of tuft integration (Larkum et al., 2009). Is has been theoretically 

shown that by acting as independent subunits, apical tuft branches represent 

the first layer in a neural network describing single-neuron computation (Poirazi 

et al., 2003). Individual branches represent independent sigmoidal integration 

units, whose threshold is determined by NMDA currents. However, it has so far 

been contentious whether and under what conditions local regenerative events 

are recruited and play a role for single-neuron computation in vivo. Our results 

provide evidence for the utilization of dendritic branch specific computation 

during the processing of visual stimuli. Local dendritic mechanisms have been 

previously shown to contribute to processing of sensory information in 

individual neurons by influencing their tuning (Goetz et al., 2021; Lavzin et al., 
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2012; Smith et al., 2013; Wilson et al., 2016). These computations are 

classically associated with feedforward processing; our results demonstrate 

that feedback can similarly exploit local dendritic nonlinearities. Finally, the 

higher local event frequency in response to stimuli in the neurons’ RF surround 

indicates that local events integrate information pertaining to sensory context, 

expanding the computational repertoire of single neurons beyond their 

feedforward receptive field. Such a mechanism could contribute to key cortical 

computations such as contour integration or figure-ground segmentation (Hupé 

et al., 1998; Kirchberger et al., 2021; Roelfsema, 2006; Roelfsema et al., 2002; 

Schnabel et al., 2018a). Integrating contextual information in the apical 

dendritic compartment, furthermore, allows for additional flexibility since apical 

dendritic excitability and coupling to the soma can be regulated by network 

activity (Waters and Helmchen, 2004), inhibition (Jadi et al., 2012; Murayama 

et al., 2009), neuromodulation (Labarrera et al., 2018; Williams and Fletcher, 

2019), or behaviour (Xu et al., 2012).  

There are a number of considerations to keep in mind when evaluating the 

generality of our results. First, visual stimuli simultaneously engage a variety of 

areas and pathways in the brain (Steinmetz et al., 2019). While we demonstrate 

that feedback can drive local calcium events (Chapter 4) and that their stimulus 

preference is consistent with functional feedback connectivity (Chapter 3, 

Keller et al., 2020), feedback need not be solely responsible for the local events 

we measured. We cannot exclude the possibility that lateral cortical interactions 

or thalamic projections to L1 contribute to visually-evoked dendritic 

electrogenesis. Both cortical (Petreanu et al., 2009) and thalamic projections 

(Galloni et al., 2022) synapse onto apical dendrites of L5 neurons. Moreover, 

feedback could also partially act cooperatively with horizontal cortical 

connections in V1 (Liang et al., 2017; Ramalingam et al., 2013). Interestingly, 

long-range (callosal) and locally originating synapses are clustered by 

orientation preference in mouse visual cortex (Lee et al., 2019), possibly 

providing a wiring substrate for dendritic recruitment by joint long-range and 

local interactions. Finally, NMDA spikes are not specific to apical tufts, but they 

also occur in basal dendrites (Nevian et al., 2007; Schiller et al., 2000). We 

focussed here on apical tuft dendrites because their remote electrotonic 
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structure poses a particular problem for synaptic integration. We anticipate, 

however, that our ultra-sparse expression method could be similarly used to 

record basal dendritic responses to visual stimuli or direct presynaptic 

stimulation in future experiments. It will be particularly interesting to see 

whether apical and basal feedback integration strategies differ.  

After finding the centre-surround structure of feedback mirrored in the pattern 

of local event recruitment, we next examined global dendritic signals. These 

were of particular interest to us since they reflect the interaction of dendritic 

depolarization and somatic activity (Larkum, 2013; Larkum et al., 1999), and 

are therefore of major relevance for sensory processing. We found that apical 

trunk modulation, just like apical tuft modulation, exhibited the functional 

signature of feedback organization; visual stimuli with a stronger surround 

component recruited larger global calcium signals after accounting for the 

effect of somatic activity. This suggests that feedback can enhance the 

recruitment of apical dendritic calcium. Importantly, while bAPs likely contribute 

to global dendritic events, they cannot account for this global event modulation 

alone. If dendritic calcium signals reflected only immutable bAPs, the 

relationship between somatic and dendritic fluorescence should only depend 

on somatic activity level. We find, however, that even after accounting for 

somatic activity, dendritic activity was modulated by visual stimuli. We presume 

that modulation of bAP-efficacy and dendritic excitability both must contribute 

to this stimulus-induced variability. It has been previously shown that such 

excitability changes, which are accompanied by boosting of bAP-mediated 

dendritic calcium, can be mediated by a variety of factors such as activation of 

subcortical systems (Svoboda et al., 1999), network-activity driven up-states 

(Waters and Helmchen, 2004), stimulation of layer 1 projections in general 

(Waters et al., 2003), or perirhinal inputs to layer 1 during learning (Doron et 

al., 2020). Importantly, bAP-efficacy  is lower in L5 IT compared to L5 PT 

neurons, and propagation into the distal apical dendrites likely requires 

coincidence of bAPs and dendritic depolarization (Grewe et al., 2010). Thus, 

modulation of dendritic recruitment by L1-targeting input pathways such as 

feedback might be a defining integration mode of L5 IT neurons. However, 

feedback inputs need not be solely responsible for the effects we found. 
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Because dendritic recruitment depends on postsynaptic voltage, other inputs 

that can influence the voltage in the apical compartment could contribute to 

global event modulation. These inputs may come from other feedback-

providing areas besides LM, lateral interactions within V1 or even subcortical 

areas. Future efforts could disentangle the contributions of these diverse input 

pathways to sensory stimulus-evoked modulation of dendritic recruitment.  

Finally, we measured the effect of behavioural state on feedback and dendritic 

recruitment in V1. Locomotion increased population activity in LM. Since V1 is 

the major target area of LM (V2) projections (Harris et al., 2019; Kennedy H et 

al., 2000; Sincich and Horton, 2005; Wang et al., 2012), this suggests that LM-

to-V1 feedback increases during locomotion. Moreover, we found that while 

both glutamatergic and GABAergic signalling onto apical dendrites in L1 of V1 

increased during locomotion, apical dendritic calcium residuals were relatively 

suppressed, in particular during presentation of small visual stimuli. This 

suppression might contribute to the locomotion-induced reduction of somatic 

activity during the presentation of small stimuli. On the other hand, locomotion-

induced suppression of responses to small stimuli has also been observed in 

the thalamus (Erisken et al., 2014), which sends locomotion-related signals to 

L1 (Roth et al., 2016), indicating that feedforward mechanisms could contribute 

to this cortical modulation. 

Consistent with the observations above, we found that apical influence over 

somatic activity decreased during locomotion, while basal influence increased. 

This suggests that during locomotion, inhibitory influences on apical dendrites 

dominate, while basal dendritic gain increases. A recent study came to the 

same conclusion (Cohen-Kashi Malina et al., 2021); during high-arousal states, 

top-down-mediated activation of L1 NDNF interneurons inhibits the apical 

dendrites of pyramidal neurons while disinhibiting their somata. This 

mechanism could directly explain the relative shift in compartment-specific 

coupling during locomotion we observe. L1 interneurons receive long-range 

inputs from many source areas (Abs et al., 2018; Cohen-Kashi Malina et al., 

2021), including those in V1 which receive strong inputs from LM (Shen et al., 

2020). They are also activated by neuromodulatory transmitters (Alitto and 

Dan, 2012; Letzkus et al., 2011, 2015; Poorthuis et al., 2014), placing them in 
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an ideal position to mediate state-dependent changes to cortical computations. 

However, VIP, PV and SOM interneurons are also modulated by locomotion in 

a context-dependent manner (Fu et al., 2014; Pakan et al., 2016), and are 

generally thought to mediate the effect of locomotion on pyramidal neurons. 

Rather than recording interneuron activity, we therefore chose to directly record 

neurotransmitter signals received by our cell type of interest. Direct imaging of 

GABAergic inhibition of different dendritic compartments (e.g. using 

iGABASnFR, Marvin et al., 2019), combined with presynaptic recordings of 

genetically identified interneuron subtypes – including L1 interneurons – will be 

needed to disentangle the contribution of different interneuron types to state-

modulation of pyramidal neurons.  

What role this compartment-specific regulation of inhibition plays for neural 

computation remains to be investigated. It is conceivable that increased basal 

input gain leads to a prioritization of feedforward processing over 

feedback/recurrent processing (Clancy et al., 2019; Larkum, 2013), e.g. by 

gating direct thalamic inputs to deep layers (Constantinople and Bruno, 2013). 

Basal forebrain stimulation, which mimics some of the locomotion-induced 

effects on the cortex, has been shown to reduce the influence of LM feedback 

on V1 visual responses (Pafundo et al., 2016). Moreover, cholinergic 

neuromodulation, which is strongly upregulated during locomotion (Reimer et 

al., 2016), could selectively enhance thalamocortical, but not intracortical 

synapses (Gil et al., 1997). However, basal dendrites also receive feedback 

inputs (Yang et al., 2013; Young et al., 2021). Whether feedback information 

relayed to basal and apical dendrites represents different processing streams 

is unknown and represents an interesting question for future research.  
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6. GENERAL DISCUSSION AND FUTURE DIRECTIONS 

6.1. General discussion  

The present thesis outlines the technical and scientific advances which allowed 

us to relate long-range connectivity to dendritic integration in the mouse visual 

cortex. Our findings significantly advance our understanding of cortical 

computations in vivo. In the following sections, I summarize and discuss our 

key technical and scientific achievements. 

6.1.1. Key technical advances  

Measuring functional connectivity between cortical areas (Chapter 3) requires 

simultaneous manipulation and recording of neural activity in populations of 

neurons separated by hundreds of micrometres to several millimetres. While 

the all-optical method (simultaneous holographic 2-photon optogenetics and 2-

photon calcium imaging) has been used previously to interrogate local 

functional connectivity (Chettih and Harvey, 2019; Marshel et al., 2019; Russell 

et al., 2019), measurements of inter-areal influences have been hampered by 

the relatively small FOV sizes used in these studies. Here, we used for the first 

time a meso-scale all-optical approach with a FOV size of up to 1.9 mm. This 

allowed us to place a single 2-photon imaging FOV over the border between 

V1 and LM, while retaining the ability to address any location within this FOV 

for holographic all-optical stimulation. We then combined transgenic 

expression of GCaMP6s with AAV-mediated expression of C1V1 to achieve 

reliable co-expression of indicator and opsin in thousands of neurons. This 

allowed us to record both feedforward and feedback functional connectivity of 

a genetically defined cell type using a single experimental preparation.  

Measuring dendritic integration of inputs from a defined presynaptic pathway 

in vivo (Chapter 4) poses several technical challenges. Existing methods for 

high-resolution input mapping are optimized for in vitro experiments, making it 

difficult to relate the circuit and subcellular levels of feedback organization in 

vivo (Lee et al., 2019; Petreanu et al., 2009). We therefore developed a new 

method, combining 2-photon optogenetic stimulation of presynaptic neurons 

with high-magnification, dendritic 2-photon calcium imaging in awake mice, 

which we termed all-optical spine connectivity mapping (AOSM). AOSM 
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exploits the dual beam path configuration of our all-optical microscope (Fig. 

3.2a), which allowed us to stimulate thousands of candidate presynaptic 

neurons in LM while placing a high magnification FOV over a manually selected 

apical dendrite in V1. By developing a quick online analysis approach, we were 

thus able to probe thousands of potential pairs of feedback-providing neurons 

in LM and feedback-recipient spines in V1. Importantly, these microscope and 

analysis configurations were complemented by localized opsin and indicator 

expression strategies. We expressed C1V1 densely across LM by using 

multiple small-volume AAV injections; C1V1 expression coverage was then 

verified post-hoc using intrinsic imaging and retinotopic mapping. Moreover, we 

expressed GCaMP6s ultra-sparsely in V1, allowing for crosstalk-free imaging 

of synaptically-evoked calcium signals from individual dendritic spines (see 

next paragraph).  

Finally, a key technical advance that made not just AOSM but also recording 

of visually-evoked local dendritic calcium signals possible, was the use of ultra-

sparse GCaMP-expression, which we developed specifically for dendritic 

imaging. Contamination of dendritic calcium imaging signals, for example by 

overlap of the recorded branch with processes from other labelled neurons, can 

result in spurious detection of local dendritic signals (discussed in Francioni et 

al., 2019). We therefore developed an ultra-sparse GCaMP-expression 

strategy by combining two AAVs (Chapters 4 & 5): an ultra-low titer AAV 

encoding Cre-dependent Flp-recombinase and a concentrated AAV encoding 

Flp-dependent GCaMP6s. This procedure led to high GCaMP expression 

levels in a small population of genetically defined neurons locally in V1. 

Importantly, this ultra-sparse expression strategy can be extended to other 

indicators or opsins and should therefore be of interest to many other groups 

undertaking dendritic recordings in vivo.  

6.1.2. Key scientific advances  

Overall, our results constitute an important step towards understanding circuit 

and subcellular organization principles of cortico-cortical communication. We 

believe it is of paramount importance to connect these disparate fields, since 

both network and cellular-level mechanisms can contribute to cortical 

computations in vivo (Francioni and Harnett, 2021; Larkum, 2013; Silver, 2010; 
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Yuste, 2015). This is clearly evidenced by our finding that LM-to-V1 feedback 

might be able to leverage active dendritic mechanisms, thereby allowing circuit 

and cellular-level processes to work cooperatively. I summarize our goals and 

key findings in the following sections.  

First, using all-optical circuit interrogation for the first time across cortical areas 

in awake mice, we mapped the functional connectivity between higher visual 

area LM and primary visual cortex V1 at cellular resolution (Chapter 3). 

Importantly, we focussed on a single, genetically identified cell type: L5 IT 

neurons. We find that feedback can have both facilitating and suppressive 

influences on visually-evoked activity in V1. Moreover, feedback is spatially 

organized and obeys a suppressive-centre facilitating surround retinotopic 

structure. 

Second, we identified dendritic spines in the apical dendrites of V1 that are 

responsive to optogenetic stimulation of presynaptic neurons in LM using a 

newly developed approach (AOSM, Chapter 4). We then show in awake mice 

that activation of the presynaptic feedback-providing neurons boosts branch-

specific calcium signals and can recruit local dendritic events in the feedback-

recipient apical tuft branches of pyramidal neurons in V1. This demonstrates 

that feedback from LM, possibly as little as a single input, can recruit dendritic 

nonlinearities in V1 neurons.  

Third, L5 IT neuron apical dendrites show local dendritic calcium events that 

resemble NMDA-spikes in response to visual stimuli (Chapter 5). These events 

are stimulus specific and occur most frequently during the presentation of 

stimuli expected to enhance facilitating feedback. By performing volumetric 

calcium imaging experiments, we then show that global apical dendritic events 

carry a similar signature of surround facilitation, possibly providing a 

mechanistic link between local and global input integration stages. Moreover, 

we find that behavioural state can modulate dendritic recruitment during the 

processing of visual stimuli. We find that the coupling of apical and basal input 

streams to somatic firing is state-dependent, potentially reflecting a rebalancing 

of compartment-specific input streams.  
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6.2. Future directions  

6.2.1. Possible future research questions  

In this thesis, I provide the first cellular resolution map of functional connectivity 

between LM and V1 and show that feedback influence depends on the 

retinotopic locations of feedback sources and targets. Importantly, we did not 

explore possible additional levels of organization beyond retinotopy in this 

project. The following sections outline possible additional levels of feedback 

organization which could provide exciting targets for future research.    

First, inter-areal functional influence and dendritic integration could be cell-type 

or layer-specific. We focussed on L5 IT neurons as a first target because they 

represent a strong, reciprocal, and well-studied cortico-cortical pathway (Harris 

et al., 2019; Wang et al., 2012; Young et al., 2021). It is possible, however, that 

functional connectivity or dendritic integration depend on pre- and postsynaptic 

cell types. This would not be surprising considering that LM-to-V1 connectivity 

rates and synaptic strengths depend both on cell type and cortical layer 

(D’Souza et al., 2016; Gonchar and Burkhalter, 2003; Shen et al., 2020; Yang 

et al., 2013), Chapter 1.4.1). Indeed, silencing of LM has been shown to reduce 

sensory-evoked firing rates in L2/3 pyramidal neurons by much more than L4 

excitatory neurons or PV INs (Pafundo et al., 2016). A natural progression of 

our work would be to systematically dissect how inter-areal functional 

connectivity depends on cell type. The all-optical approach we developed 

should be ideally suited for this purpose since pre- and postsynaptic cells can 

be defined based on genetic markers, morphology, and/or cortical depth.  

Second, feature selectivity could influence functional connectivity in addition to 

retinotopic preference. For most experiments and analyses presented in this 

thesis, we pooled data across neurons with varying preferences for stimulus 

orientation or spatial and temporal frequency. There is evidence that in 

primates, feedback projections preferentially connect orientation columns with 

similar tuning in a like-to-like connectivity profile (Shmuel et al., 2005; Stettler 

et al., 2002). Interestingly, this is also the case for interhemispheric projections 

(Rochefort et al., 2009). Which cell types these projections provide feedback 

to, however, how these inputs translate into functional connectivity, and 
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whether a similar pattern exists in rodents (which lack orientation columns) is 

an open question. The all-optical functional connectivity technique we 

developed allows both feedback-source and target neurons to be functionally 

characterized. This way, photostimulation groups could be intentionally 

enriched with cells of similar orientation tuning to record their joint influence on 

similarly or differently tuned neurons across areas (Marshel et al., 2019; 

Russell et al., 2019).  

Third, by choosing different sets of feedback-source and target-areas, future 

efforts should investigate to what degree inter-areal functional connectivity 

rules generalize across brain-wide pathways. Our results indicate that intra-

modality LM-to-V1 feedback is organized differently from frontal feedback 

(Zhang et al., 2014). However, even within a sensory modality, inter-areal 

information flow appears to be segregated into different – area-specific – 

communication channels (Federer et al., 2021; Glickfeld et al., 2013; Huh et 

al., 2018). This suggests that functional connectivity between visual cortical 

areas might not be uniform but instead be fit to support stream-specific 

computations distributed across these areas.  

Fourth, clustering of synaptic inputs by feature selectivity has been contentious 

(discussed in Chapter 1.5.1). There is some initial evidence that synaptic 

clustering may be circuit-specific: callosal inputs cluster with similarly tuned 

non-callosal inputs on L2/3 dendrites in V1 while neither callosal nor non-

callosal inputs cluster with themselves (Lee et al., 2019). The all-optical spine 

mapping technique we developed could allow identification of spines receiving 

inputs from multiple cortical areas (e.g. different HVAs) at the same time. In 

light of our findings of active dendritic feedback integration, it will be essential 

to understand the spatial arrangement of synapses belonging to different input 

streams in addition to connectivity rates or synaptic strength (D’Souza et al., 

2016; Gonchar and Burkhalter, 2003; Shen et al., 2020). 

Fifth, while we show that feedback inputs can be sufficient to recruit local 

dendritic calcium events, other input streams – including local cortico-cortical 

or thalamo-cortical pathways – could themselves recruit such events, 

independently of feedback. Performing AOSM experiments with different 
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presynaptic neuron pools (e.g. the local network or thalamus) could answer this 

question directly, although improvements to FOV size, accessibility (especially 

for thalamic stimulation), and spine detection efficiency could greatly facilitate 

this effort. Increasing experimental throughput to map >2 spines on a single 

branch would be particularly impactful; this could allow us to study the 

summation and non-linear interaction of synaptic inputs in vivo, complementing 

results from in vitro uncaging experiments (Branco and Häusser, 2011; Branco 

et al., 2010). 

Finally, AOSM might enable measuring and manipulating synaptic plasticity 

with single synapse resolution in vivo. We were able to successfully record from 

the same pairs of presynaptic neurons and postsynaptic spines across 

consecutive imaging sessions separated by several days (Fig. 4.5b). 

Precisely-timed inputs to specific spines could be paired with sensory stimuli, 

or triggered by behavioural state transitions or neural activity (Zhang et al., 

2018). 

6.2.2. Technical improvements for future experiments  

Many recent developments in imaging and SLM technology, as well as 

indicator and optogenetic actuator engineering (reviewed in Chapters 1.6-1.8) 

could further significantly improve the tools we established here. I outline a few 

examples in the following section.  

Larger FOVs or multi-axis imaging systems (Lecoq et al., 2014; Stirman et al., 

2016; Yu et al., 2021) permit recordings of even larger cortical areas at cellular 

resolution. Most computations and behaviours engage distributed networks 

spanning many brain areas (Felleman and Van Essen, 1991). Decoding such 

complex network activity patterns, and studying how functional inter-areal 

influences evolve over time will require optogenetic control and activity 

readouts in areas separated by several millimetres. Large imaging FOVs could 

be combined with adapted holographic stimulation systems in the future to 

allow for optogenetic control at a similarly large spatial scale (Adesnik and 

Abdeladim, 2021; Yang et al., 2015). Moreover, imaging and holographic 

stimulation through GRIN lenses (Accanto et al., 2019) could allow subcortical-

to-cortical functional and synaptic connectivity mapping.  
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Recent advances in engineering of improved GECIs (Zhang et al., 2020) but in 

particular GEVIs (Liu et al., 2022; Villette et al., 2019), could substantially 

broaden the scope of the all-optical experiments presented in this thesis. Next-

generation GEVIs, which are optimized for in vivo use with 2-photon excitation, 

allow measurements of subthreshold membrane potential fluctuations as well 

as recordings from dendrites or deep-tissue somata (Cornejo et al., 2022; Liu 

et al., 2022; Villette et al., 2019). However, these novel 2-photon GEVIs have 

not yet been used in combination with 2-photon holographic optogenetics in 

vivo. Such a strategy would be extremely powerful (Adam, 2021); combining 

optogenetic stimulation with optical subthreshold membrane potential readout 

could allow high-accuracy mapping of large-scale network architectures in vivo, 

akin to traditional paired whole-cell recordings in slices (Song et al., 2005). 

Moreover, voltage imaging could provide an alternative readout method for 

AOSM. A recent study was able to resolve spine and dendritic voltage 

fluctuations in vivo using a novel sensor optimized for 2-photon excitation 

(Cornejo et al., 2022). Combining dendritic voltage imaging with presynaptic 

optogenetic stimulation could enable the detection of weaker synaptic 

connections which may not involve sufficient calcium to be detectable using 

calcium imaging.  

Finally, ultra-fast opsins with greatly increased potency have recently been 

introduced (Kishi et al., 2022; Marshel et al., 2019; Sridharan et al., 2022). 

Employing these novel constructs for use in all-optical functional connectivity 

measurements would allow for stimulation of larger groups of neurons with 

higher temporal resolution. Combining ultra-fast opsins with 2-photon voltage 

imaging would enable “playing in” of precise physiological firing patterns. 

Future research could investigate in what way cortico-cortical communication 

and dendritic integration may depend not just on overall presynaptic activity 

rates but on spike timing or synchrony.   

In conclusion, this thesis introduces several novel approaches for the all-optical 

interrogation of neural circuits from the population to the subcellular scale. We 

believe that these methods, which can be further improved using the novel 

developments discussed above, provide a solid basis for extensive future 
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research aimed at dissecting the distinct contributions of neural circuits and 

individual neurons to brain-wide computations.  
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7. Appendix 
 
 

7.1. Video files and legends 
 
Video files are available online:  
 
https://www.dropbox.com/sh/5e9gt7xfrlcv83m/AABu8FscnonKHXUHLi2MMA
O_a?dl=0 
 
 
Video legends:   
 

Video 1 | Photostimulation response of identified feedback-recipient 

spine. Spine calcium signals in response to optogenetic stimulation of the 

presynaptic target site in LM, identified using AOSM. Video part 1: Consecutive 

single-trial responses. Lightning bolt indicates time of photostimulation, 

arrowhead marks feedback-recipient spine. The spine is reliably active upon 

photostimulation. Video part 2: average spine response to 25 consecutive 

trials. Videos have been downsampled by averaging four consecutive imaging 

frames. Shown dendrite is the same as in Fig. 4.3b, e.  

 

Video 2 | Local dendritic event in response to feedback spine stimulation. 

Example video of calcium signals in two feedback-recipient spines as well as 

stimulation-evoked local dendritic calcium event. Lightning bolt indicates time 

of photostimulation, arrowheads indicate feedback-recipient spines (identified 

using AOSM) located on the same branch. Trials #1 and #2 show synaptic 

spine responses, trial #3 shows a dendritic calcium event restricted to the 

branch containing the two synaptically activated spines, but not involving the 

other tuft branches of the same neuron. A global calcium event at the end of 

the video highlights other tuft branches of the neuron (which did not contain 

feedback-recipient spines). Shown dendrite is the same as in Fig. 4.8b. The 

video has been downsampled in time by averaging four consecutive frames. 

 

Video 3 | Global calcium event in V1 apical dendrite during visual 

stimulation. Example video illustrating a global dendritic event (same as in 

Fig. 5.3a) during visual stimulation. For a local event in the same dendrite see 
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Video 4. The video has been downsampled in time by averaging four 

consecutive frames.   

 

Video 4 | Local calcium event in V1 apical dendrite during visual 

stimulation. Example video illustrating a local dendritic calcium event recorded 

in a terminal branch (same as in Fig. 5.3a) during visual stimulation. For a 

global event in the same dendrite see Video 3. The video has been 

downsampled in time by averaging four consecutive frames.   

 

7.2. All-optical spine mapping code and GUIs 
 
 
All-optical spine mapping pipeline code (publically available, MATLAB): 

https://github.com/herrmanndus/all-optical-spine-mapping-AOSM- 

 

Steps:  

1. Generate transform between 2-photon and 1-photon imaging space 

using manually matched landmarks based on blood vessel patterns: 
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2. Select soma location in V1 (GCaMP6s expressing) and LM area to be 

probed using the stimulation grid (C1V1 expressing): 

 

 
 

3. Perform AOSM experiment: optogenetically target grid locations in LM 

while recording spine calcium signals from single apical dendrite in V1: 
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