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Abstract

In the past decades, communications primarily focus on how to accurately and effectively

transmit symbols (measured by bits) from the transmitter to the receiver. Recently, var-

ious new applications appear, such as autonomous transportation, consumer robotics,

environmental monitoring, and tele-health. The interconnection of these applications

will generate a staggering amount of data in the order of zetta-bytes and require massive

connectivity over limited spectrum resources but with lower latency, which poses critical

challenges to conventional communication systems. Semantic communication has been

proposed to overcome the challenges by extracting the meanings of data and filtering

out the useless, irrelevant, and unessential information, which is expected to be robust

to terrible channel environments and reduce the size of transmitted data. While seman-

tic communications have been proposed decades ago, their applications to the wireless

communication scenario remain limited. Deep learning (DL) based neural networks can

effectively extract semantic information and can be optimized in an end-to-end (E2E)

manner. The inborn characteristics of DL are suitable for semantic communications,

which motivates us to exploit DL-enabled semantic communication.

Inspired by the above, this thesis focus on exploring the semantic communication the-

ory and designing semantic communication systems. First, a basic DL based semantic

communication system, named DeepSC, is proposed for text transmission. In addition,

DL based multi-user semantic communication systems are investigated for transmitting

single-modal data and multimodal data, respectively, in which intelligent tasks are per-

formed at the receiver directly. Moreover, a semantic communication system with a mem-

ory module, named Mem-DeepSC, is designed to support both memoryless and memory

intelligent tasks. Finally, a lite distributed semantic communication system based on DL,

named L-DeepSC, is proposed with low complexity, where the data transmission from

the Internet-of-Things (IoT) devices to the cloud/edge works at the semantic level to
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improve transmission efficiency. The proposed various DeepSC systems can achieve less

data transmission to reduce the transmission latency, lower complexity to fit capacity-

constrained devices, higher robustness to multi-user interference and channel noise, and

better performance to perform various intelligent tasks compared to the conventional

communication systems.
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Chapter 1

Introduction

The wireless communication systems were born to connect and transmit information

between two ends, in which the data are collected at the transmitters and reconstructed

at the receivers. With the development of wireless communication systems spanning

from the first generation to the fifth generation, the achieved transmission rate has

been improved tens of thousands of times than before and the system capacity is able

to support connecting massive machines. Such evolution caters to various data-hungry

applications, e.g., high-resolution video streams, multimodal data transmission, and real-

time online games. However, as we step into the era of connected intelligence [2], the

widely deployed devices have been generating unprecedented amounts of multimodal

data. According to a report published by Ericsson in November of 2021, the monthly

global data traffic is predicted to grow exponentially over the next five years [3]. Besides,

the appearing various applications, such as artificial intelligence, autonomous cars [4],

Internet-of-Things (IoT) [5], virtual/augmented reality [6, 7], and mobile robots [8],

need the additional constraints, e.g., the larger bandwidth, higher power, and the lower

latency, which makes conventional communications facing a new bottleneck and perfor-

mance limit.

It’s time to shift to the new communication paradigm. Based on Shannon and

1
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Weaver [9], communications could be categorized into three levels:

• The technical problem: How accurately can the symbols of communication be

transmitted?

• The semantic problem: How precisely do the transmitted symbols convey the

desired meaning?

• The effective problem: How effectively does the received meaning affect conduct

in the desired way?

Conventional communications focus on the first level which mainly concerns about the

successful transmission of symbols from the transmitter to the receiver, where the trans-

mission accuracy is mainly measured at the level of bits or symbols. Conventional com-

munications are built upon the separate source-channel information theory [10], which

faces several limitations to address the upcoming huge data traffic and serve the applica-

tions. First, conventional communications mainly consist of several modules over noisy

channels, such as source coding, channel coding, modulation, channel estimation, and

so on, in which each module is modeled mathematically and optimized individually.

While the design of each module has been mature after decades of development, design-

ing these modules separately may lead to error propagation and prevent reaching joint

optimality. Second, conventional communications are content-irrelevant, which requires

error-free full data reconstruction recovery. The generated unprecedented volume of data

inevitably increases the transmission time, which makes conventional communications

hard to satisfy latency-sensitive tasks in the future.

The second level of communication deals with the semantic information sent from

the transmitter and the meaning interpreted at the receiver, named semantic communi-

cation. In semantic communications, the transmitted source can be different from the

recovered source but with the same meanings, which can improve robustness and save

communication overheads. For example, given the transmitted sentence, “where is the

car?”, the semantic communication systems aim to recover a similar meaning sentence,
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i.e., “where is the automobile?” However, the sentence, “where is the automobile?” is not

satisfied with the metrics of conventional communications, and then automatic repeat

request is employed to recover the exact same sentence, “where is the car?”, which will

cost the additional communication resource and introduce the higher latency.

The third level deals with the effects of communication that turn into the ability of the

receiver to perform specific tasks in the way desired by the transmitter, named goal/task-

oriented semantic communication. In goal/task-oriented semantic communication, only

important, relevant, and useful information to the users/applications is extracted from a

large amount of data and delivered to the destinations. Adopting such systems can reduce

the transmission time to meet the requirements of latency-sensitive tasks as well as keep

the same performance. For example, given the fire alert monitor scenario, the goal/task-

oriented semantic communication systems can extract the fire-related information of

images captured from a camera at the transmitter and infer whether sounds fire alert at

the receiver directly. However, conventional communication systems have to recover the

image first and then infer the categories of images, which causes a higher latency.

In summary, different from the conventional communications rooted in the first level,

the semantic communications derived from the second level and the goal/task-oriented

semantic communications derived from the third level do not require the recovery of

accurate data but reconstructing the data having the same meanings or performing the

intelligent tasks directly [11], which are promising solutions to the upcoming challenges.

However, how to achieve semantic communications is still an open problem. In this

thesis, we aim to explore semantic communications and goal/task-oriented semantic

communications and give various designs for different scenarios.

1.1 Motivations and Contributions

In this thesis, we will investigate deep learning (DL) based semantic communications.

The proposed semantic communication systems have the capable of gathering multi-
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modal data from different users/devices, transmitting over the air, and processing/fusing

multimodal data at the receiver, with low complexity to the transceiver. The specific

motivations and contributions are summarized in the following.

1.1.1 Point-to-Point Semantic Communication

Historically, the concept of semantic communication was developed several decades ago.

The pioneer works provide some insights into the semantic theory and remarks on the

initial design of semantic communications. However, many issues remain unexplored,

i.e., the measure of meanings, the design of semantic communication, and the effects

of wireless channels. These remaining problems make semantic communication still far

from satisfactory for practical applications. Therefore, a point-to-point semantic com-

munication system over the physical channels is needed to solve the problems.

In this thesis, we propose a DL based semantic communication system, named DeepSC,

for text transmission. Based on the Transformer, the DeepSC aims at maximizing the

system capacity and minimizing the semantic errors by recovering the meaning of sen-

tences, rather than bit- or symbol-errors in traditional communications. Moreover, trans-

fer learning is used to ensure that the DeepSC is applicable to different communication

environments and to accelerate the model training process. To justify the performance

of semantic communications accurately, we also initialize a new metric, named sentence

similarity. Compared with the traditional communication system without considering

semantic information exchange, the proposed DeepSC is more robust to channel varia-

tion and is able to achieve better performance, especially in the low signal-to-noise ratio

(SNR) regime, as demonstrated by the extensive simulation results.

1.1.2 Multi-User Semantic Communication

Except for point-to-point semantic communications, the task-oriented multiple users

transmission is another challenge, in which different users extract important data at the

transmitter to directly serve for different intelligent tasks at the receiver. In conventional
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communications, each user transmits and restores its data independently. However, in

practice, we must gather multimodal data from different users/devices, transmit it over

the air, and process/fuse multimodal data at the receiver. It is natural to evolve from

single-user semantic communications to multiple users semantic communications.

In this thesis, we investigate DL based multi-user semantic communication systems

for transmitting single-modal data and multimodal data, respectively. We will adopt

three intelligent tasks, including, image retrieval, machine translation, and visual ques-

tion answering (VQA) as the transmission goal of semantic communication systems.

We will then propose a Transformer based unique framework to unify the structure of

transmitters for different tasks. For the single-modal multi-user system, we will propose

two Transformer based models, named, DeepSC-IR and DeepSC-MT, to perform image

retrieval and machine translation, respectively. In this case, DeepSC-IR is trained to

optimize the distance in embedding space between images, and DeepSC-MT is trained

to minimize the semantic errors by recovering the semantic meaning of sentences. For

the multimodal multi-user system, we develop a Transformer enabled model, named,

DeepSC-VQA, for the VQA task by extracting text-image information at the trans-

mitters and fusing it at the receiver. In particular, a novel layer-wise Transformer is

designed to help fuse multimodal data by adding connections between each of the encoder

and decoder layers. Numerical results will show that the proposed models are superior

to traditional communications in terms of the robustness to channels, computational

complexity, transmission delay, and task execution performance at various task-specific

metrics.

1.1.3 Semantic Communication with Memory

While semantic communication succeeds in recovering data and performing intelligent

tasks due to its ability to extract important information, it can only deal with memoryless

transmission tasks. Similar to the memory and memoryless channel, memoryless tasks

are only related to the current input, e.g., the image classification. The memory tasks
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are related to both the current input and the previous inputs, e.g., scenario question

answering and scenario conversations. Therefore, in order to achieve general semantic

communications to support both the memoryless and memory tasks, a memory semantic

communication system is needed to be designed.

In this thesis, we investigate the DL based memory semantic communication systems,

named Mem-DeepSC, by considering the scenario question answer task. We proposed

the universal Transformer based transceiver to extract the semantic information and

introduce the memory module to process the context information. To make the Mem-

DeepSC applicable to various SNRs, we derive the semantic-aware channel capacity to

validate the possibility of dynamic transmission. Specially, we propose two dynamic

transmission methods to enhance the reliability of transmission as well as reduce the

communication overhead, by masking some unimportant elements, in which the model

is trained with mutual information to recognize the unimportant elements. Numerical

results show that the proposed model with memory is superior to the benchmarks in

terms of answer accuracy and transmission efficiency.

1.1.4 Low-Complexity Semantic Communication

The task-oriented semantic communication can transmit less number of symbols under

the narrow band and achieve better performance for the tasks, which is suitable for com-

munication in the IoT scenario. The DL-enabled IoT devices are capable of exploiting

and processing different types of data more effectively as well as handling more intelli-

gent tasks than before. Although some IoT devices have certain capabilities to process

simple DL models, the limited memory, computing, and battery capability still prevent

wide applications of DL [12]. Therefore, a low-complexity DL enabled semantic commu-

nication system for lower latency and power consumption at the IoT devices is needed

to solve the challenges.

In this thesis, we consider an IoT network where the cloud/edge platform performs the

DL based semantic communication model training and updating while IoT devices per-
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form data collection and transmission based on the trained model. To make it affordable

for IoT devices, we propose a lite distributed semantic communication system based

on DL, named L-DeepSC, for text transmission with low complexity, where the data

transmission from the IoT devices to the cloud/edge works at the semantic level to

improve transmission efficiency. Particularly, by pruning the model redundancy and

lowering the weight resolution, the L-DeepSC becomes affordable for IoT devices and

the bandwidth required for model weight transmission between IoT devices and the

cloud/edge is reduced significantly. Through analyzing the effects of fading channels in

forward-propagation and back-propagation during the training of L-DeepSC, we develop

a channel state information (CSI) aided training processing to decrease the effects of

fading channels on transmission. Meanwhile, we tailor the semantic constellation to

make it implementable on capacity-limited IoT devices. Simulation demonstrates that

the proposed L-DeepSC achieves competitive performance compared with traditional

methods, especially in the low SNR region. In particular, it can reach as large as a 20x

compression ratio without performance degradation.

1.2 Associated Publications

The publications during my Ph.D. study are listed below. Part of [J1] and [C1] are

included in Chapter 3. The work in [J3] is discussed in Chapter 4. The work in Chapter

5 has been published as [J2]. Moreover, the work in Chapter 6 has been submitted as

[J5].

Journal Paper

1. H. Xie, Z. Qin, G. Y. Li, and B.-H. Juang, “Deep learning enabled semantic

communication systems,” in IEEE Trans. Signal Processing, vol. 69, pp. 2663-

2675, Apr. 2021.

2. H. Xie and Z. Qin, “A Lite Distributed Semantic Communication System for

Internet of Things,” in IEEE J. Select. Areas in Commun., vol. 39, no. 1, pp.
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142–153, Jan. 2021.

3. H. Xie, Z. Qin, and G. Y. Li, “Task-Oriented Multi-User Semantic Communica-

tions for VQA Task,” in IEEE Wireless Commun. Letter, Dec. 2021.

4. H. Xie, Z. Qin, X. Tao, and K. B. Letaief, “Task-Oriented Multi-User Semantic

Communications,” in IEEE Journal on Selected Areas in Communications, Jul.

2022.

5. H. Xie, Z. Qin, and G. Y. Li “Semantic Communication with Memory,” Submitted

to IEEE Journal on Selected Areas in Communications.

6. Q. Fu, H. Xie, Z. Qin, G. Slabaugh, and X. Tao “Vector Quantised Semantic

Communication System”, Submitted to IEEE Wireless Commun. Letter.

Conference Paper

1. H. Xie, Z. Qin, G. Y. Li, and B.-H. Juang “Deep Learning based Semantic Com-

munications: An Initial Investigation,” IEEE Global Telecommunications Confer-

ence, Taiwan China, Dec. 2020.

1.3 Thesis structure

Chapter 2 covers the background of conventional communication and semantic com-

munications. Additionally, various intelligent tasks are introduced.

Chapter 3 investigates the point-to-point semantic communication system. Specifically,

a deep learning enabled semantic communication system is proposed. The extensive

simulation results demonstrate the effectiveness and robustness of the proposed system.

Chapter 4 proposes the unified multimodal multi-user semantic communications frame-

work to support the text and image tasks. The numerical results verified the effectiveness

and robustness of the proposed multi-user semantic communication systems.
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Chapter 5 designs the semantic communication system with a memory module to

support the memory tasks. Besides, the proposed dynamic transmission methods are

detailed. Numerical results are presented to show the performance of the proposed

memory semantic communication.

Chapter 6 proposes a distributed semantic communication system for IoT networks,

where a lite DeepSC is proposed, called L-DeepSC. The numerical results show the low

complexity of the proposed L-DeepSC.

Chapter 7 draws the conclusions of this thesis and potential future research work.



Chapter 2

Background

This chapter provides an overview of the background knowledge used in this thesis,

including the concepts of conventional communications and semantic communications,

the related literature review, the employed DL models in the thesis, the intelligent tasks,

and their responding metrics.

2.1 Conventional Communications

In 1948, Shannon firstly introduced the concept of information entropy, which exploits

uncertainty to measure the information in the unit of bits, as well as the concept of

separation theorem stated in Theorem 1, which enables to design the source coding and

channel coding separately.

Theorem 1. If s1, s2, · · · , sn satisfies asymptotic equipartition property (AEP) and

H(S) ≤ C, there exists a source-channel code with p(s̃n ̸= sn) → 0. Conversely, for

stationary process, if H(S) > C, probability of error is bounded away from 0.

Based on the Shannon separation theory, the conventional communication system

shown in Fig. 2.1 consists of multiple modules. Given the source data, the system firstly

converts the source data into the bit streams by source coding, in which Shannon source

10
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Figure 2.1: The conventional communication systems.

coding theorem gives the limit to compress data, and adds the parity bits by the channel

coding, in which Shannon capacity indicates the bound of transmission rate to ensure

the bit streams transmitted correctly, which can be expressed mathematically by

y = hfc(fs(s)) + n, (2.1)

where s is the source data, h is the transmission channel coefficient, n is the additive

white Gaussian noise (AWGN), fs(·) is the source encoder, fc(·) is the channel encoder.

Notice that the output of fs(·) and fc(·) will be the bit streams.

At the receiver, the channel coding can correct the error bits disrupted by the physical

channels and the source coding reconvert the bit streams to the original source data,

which can be expressed mathematically by

ŝ = f−1
s (f−1

c (y)), (2.2)

where ŝ is the recovered data, f−1
s (·) is the source decoder, f−1

c (·) is the channel decoder.

The source coding and channel coding follow s = f−1
s (fs(s)) and fs(s) = f−1

c (fc (fs(s))),

respectively.

In the past 70 years, this system has been the template for most modern commu-

nication systems. Massive efforts have been made to optimize each module of source

coding and channel coding so that the recovered data can be as much as accurate. For

the source coding, Shannon’s source coding theorem gives the limit to compress data,

it is possible to compress the source data by removing the redundancy in the entropy
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domain. The source coding can be divided into lossless compression and lossy compres-

sion. Lossless compression allows the original data to be perfectly reconstructed from

the compressed data. Such codes are also called entropy coding, which analyzes the

source distribution to design the code length. The representative codes are Huffman

coding [13] and lempel-ziv coding [14] for general compression purposes, 8-bit Unicode

transformation format (UTF-8) [15] for text, H.264 lossless [16] for video, tagged image

file format (TIFF) lossless [17] for graphics data, and free lossless audio codec (FLAC)

[18] for audio, and so on. By contrast, lossy compression permits reconstruction only of

an approximation of the original data with greatly improved compression rates, where

information loss is inevitable. In general, these information that cannot be observed

by humans will be discarded, e.g, the high-frequency information in image and audio.

The widely employed lossy codes are joint photographic experts group (JPEG) 2000 [19]

for image, H.261 [20] for video, MPEG layer III (MP3) [21] for audio, linear predictive

coding [22] for speech, and so on.

For channel coding, Shannon’s channel coding theorem establishes that for any given

degree of noise communication channels, it is possible to communicate discrete data

(digital information) nearly error-free up to a computable maximum rate through the

channel. Based on Shannon’s noisy-channel coding theorem, it is possible to control

errors in data transmission over noisy communication channels by encoding the bits in

a redundant way, named error-correction coding (ECC), where the redundancy can be

used to detect and correct the error bits. ECC has two main categories, block cod-

ing and convolutional codes. Block codes work on fixed-size blocks (packets) of bits or

symbols of predetermined size, i.e., Reed-Solomon coding [23], Hamming coding [24],

Bose–Chaudhuri–Hocquenghem (BCH) codes [25], Low-density parity-check (LDPC)

codes [26], polar codes [27], and so on. Convolutional codes work on bit or symbol

streams of arbitrary length, i.e., recursive systematic convolutional (RSC) codes [28],

turbo codes [29], and so on.

Recently, there appear many works to optimize the source coding and channel coding
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separately by using machine learning (ML) techniques. These ML-based approaches can

be expressed mathematically by

s =f−1
s (fs(s;w1);w2) , (2.3)

fs(s) =f−1
c (fc (fs(s);w3) ;w4) , (2.4)

in which fs(·;w1) and f−1
s (·;w2) are the source encoder and decoder with the learnable

parameters w1 and w2; fc(·;w3) and f−1
c (·;w4) are the channel encoder and decoder

with the learnable parameters w3 and w4. With introducing the learnable parameters,

different from the traditional coding, these ML-based coding methods can automatically

discover the latent structure behind the source data, rather than manually engineered,

by updating the learnable parameters.

For ML-based source coding, Bottou et al. [30] introduced the DjVu format for

document image compression, which employs techniques such as segmentation and K-

means clustering to separate foreground from background, and analyzes the document’s

contents. More recently, with the introduction of the DL, the main idea to achieve

image compression is to employ the autoencoder framework to learn the latent features

and map into bit streams[31–33]. In [34], Toderici et al. firstly proposed the recurrent

neural network (RNN) for binary feature extraction, which demonstrates the power of

DL to compress the data. Rippel et al. [35] proposed real-time image compression by

using the convolutional neural network (CNN) based autoencoder structure, in which

the pyramidal decomposition analyzes individual scales and adversarial training pursues

realistic image reconstructions.

For the ML based channel coding, most works focus on improving the channel encod-

ing and decoding with the DL techniques [36–41], in which the channel coding modules

are replaced by the neural network and trained by the designed loss function. In [36],

Gruber et al. proposed the DL-based polar decoding method, in which the neural net-

works replace the traditional polar decoding and learn how to decode the structured
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codes. Similarly, Wu et al. [37] employed the neural networks to design the LDPC

decodings. Jiang et al. [38] employed the autoencoder to re-design Turbo codes and

Kim et al. [39] introduced the feedback codes by using the RNN.

All of the developed methods have fostered the connected intelligent society and

have been applied to the on-demand mobile applications [2, 42]. For more and more

latency-sensitive applications, it requires both high transmission efficiency to perform

the applications and a shorter code length to satisfy the latency requirement. However,

these separate optimization only hold on when the coding length is infinite, which incurs a

larger latency. Besides, the main metrics for the separate-based methods are the bit-error

ratio (BER) or symbol-error ratio (SER), which cannot directly measure users’ quality

of service. Meanwhile, these developed separate methods ignore semantics underlying

the source data and the intentions behind the users, which cannot provide the desired

services effectively for the users. Therefore, it needs to transfer to the new communication

paradigm.

2.2 Semantic Communications

The concept of semantic communication was developed by engineers and philosophers

several decades ago. As early as in 1925, Dewey [43] stated that “communication must

be considered as a means to an end” and Wittgenstein [44] said that “brought to the

forefront of philosophy.” In 1949, Weaver [9] brought the semantics into the engineering

problem and identified the three levels of communication. With the idea of semantic com-

munications, Carnap and Bar-Hillel [45] attempted to outline the “Theory of Semantic

Communication” in 1952. After that, the research of semantic communication proceeded

in fits and starts. Until recently, semantic communications have been attracting more

and more attention as the potential to solve high-level problems, such that the exchange

of information is achieved most efficiently.

As shown in Fig. 2.2, different from conventional communications, semantic commu-
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Figure 2.2: The semantic communication systems.

nications introduce semantic coding to find the semantics underlying the source data.

In detail, semantic communications extract the semantic features related to the data

or tasks by the semantic encoder and prevent the effects from physical channels by

the channel encoder. At the receiver, the distorted semantic features are recovered by

the channel decoder and employed to reconstruct the original data or perform different

intelligent tasks directly by the semantic decoder. In semantic communications, only

those semantic features will be transmitted, which reduces the required communica-

tion resources significantly to meet the requirements of latency-sensitive tasks as well as

keep the same performance. Besides, the source data are not processed at the bit level,

but at the semantic level. Therefore, the metrics for the semantic communications will

no longer be the BER or SER but be the ones that can measure the performance of

applications directly. The main difference between joint source-channel coding (JSCC)

and semantic communication is semantic processing. The JSCC is a type of semantic-

agnostic approach of conventional wireless communication systems. Most existing JSCC

solutions combine conventional source and channel code designs, and jointly optimize

their parameters for improved end-to-end performance. On the other hand, semantic

communication is the type of semantic-relevant approach, which seeks to ensure that

only the relevant information for the underlying task is communicated to the receiver.

Generally, as shown in Fig. 2.3, we can apply the semantic coding before the JSCC

to compress the source at the semantic domain, then apply the JSCC to further com-
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Figure 2.3: The semantic-JSCC communication systems.

press the semantic information at the entropy domain, which can further improve the

transmission rate.

There are mainly four types of semantic communications: 1) logical probabilities-

based semantic communications, in which the semantics are explained by the logical

probabilities and truth values; 2) knowledge-based semantic communications, using

structured knowledge to represent semantics; 3) DL-based semantic communications,

which employs the DL model parameters to learn semantics; 4) goal-oriented semantic

communications, in which the importance of information is semantics.

2.2.1 The Logical-Probability-based Semantic Communications

Inspired by Shannon and Weaver [9], Carnap et al. [45] were the first to introduce

the semantic information theory (SIT) based on logical probabilities ranging over the

contents. To elaborate, any sentence can either be logically true, logically false, or

logically indeterminate. For example, for sentences i and j, we have i logically implies

j defined to mean that “if i then j” is logically true. With the logical relations, the

definition of semantic entropy is derived in Definition 1.

Definition 1. Let m(x) denote the logical probability of a message x, the semantic

entropy of x is defined by

Hs(x) = − log2 (m(x)) . (2.5)

However, the logical contradiction was ignored in the [45], e.g., the contradiction rela-
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tion, “i and not i,” which will give the maximum semantic information instead of the

minimum semantic information. In order to solve the problem, Floridi et al. [46] out-

lined theory of strongly semantic information (TSSI), which characterized the semantic

information with the truth lies in the paradox, i.e., the degrees of vacuity and inaccu-

racy. Simon et al. [47] built the foundations for both the SIT and TSSI of quantifying

the semantic information, in which two approaches, named Tichie-Oddie approach and

Niiniluoto approach, have been proposed. Afterward, Bao et al. [48] have proposed a

generic model of semantic communication (GMSC) as an extension of the SIT, where

the concepts of the semantic channel were first defined (shown in Definition 2). The

defined semantic channel capacity provides the bound of transmitting the information

with arbitrary semantic errors.

Definition 2. For every discrete memoryless channel, the channel capacity can be given

by

Cs = sup
P (X|W )

{I (X;Y ) −H (W |X ) + E [Hs (Y )]} , (2.6)

in which X, Y , and W are transmitted signals, received signals, and the set of interpre-

tations, respectively, I (X;Y ) is the mutual information between X and Y , H(W |X ) is

the conditional entropy of P (W |X ), and Hs (Y ) is the semantic entropy of Y .

In [49], a lossless semantic data compression theory by applying the GMSC was

developed, which means that data can be compressed at the semantic level so that the size

of the data to be transmitted can be reduced significantly. These prior works have more

concerned with the semantic information theory and semantic communication theory,

however, there are no applications of the proposed theory to confirm this potential.

2.2.2 Knowledge-based Semantic Communications

In psychology, the semantics reflect on how humans solve problems and represent knowl-

edge in order to design formalisms that will make complex systems easier to design and

build [50]. Followed by the idea, the research on knowledge representation have been

begun as early as 1959, Simon et al. [51] developed the general problem solver system.
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With the development in knowledge representation, the knowledge graph has been one

of the prevalent methods of representing knowledge. A simple example of a knowledge

graph is shown in Fig. 2.4. The graph is modeled as “entity-relations-entity”, in which

entities and relations are represented as the nodes and edges, respectively.

Jeong et al. [52] were the first to employ the knowledge graph in semantic communi-

cations, in which two knowledge graph-based methods, domain dictionary and ontology

dictionary, were proposed to correct the semantic and lexical errors for speeches. The

main idea behind [52] is to replace these syntactic or semantic errors using a semantic

confusion table firstly, then the lexical errors are corrected by the domain or ontology

dictionaries. Guler et al. [53] have proposed an end-to-end (E2E) semantic communica-

tion framework that integrates the semantic inference and physical layer communication

problems, where the transceiver is optimized by minimizing the average semantic errors.

This error is derived by the similarity between two word knowledge graphs proposed

in [54]. Designing such transceiver is an NP hard problem until introducing the third

agent to provide intentions of communication agents, it reached a sequential equilibrium.

It is shown that, when sufficient information is available regarding the intentions of users

involved in the communication, efficient semantic communication can be achieved. Wang

et al. [55] have proposed the semantic communication framework, in which the semantic

of text is defined as the knowledge graph. In more detail, the transmitter models the

text data into the knowledge graph and the receiver recovers the text with the received

knowledge graph, such that the recovered text is not the same as the original text but has

similar meanings. Zhou et al. [56] have proposed a cognitive semantic communication

framework, which is similar to the framework proposed in [55]. Different from [55] that

only consider the resource allocations, the cognitive framework takes the physical chan-

nels into consideration and the semantic error can be corrected via inference driven by

knowledge graph-based pre-trained model. Wang et al. [57] have proposed the semantic

image reconstruction from scene graphs, in which the image is described by the text at

the transmitter to reduce the communication overheads and the receiver can restore the
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Figure 2.4: An example of knowledge graph [1].

scene graph directly according to the received text.

Knowledge graph is a natural way to represent knowledge in a system, which can

then be used to facilitate semantic communication. However, this approach comes with

several challenges. First, as knowledge in the system grows, working with knowledge

graph becomes difficult since the latent knowledge graph becomes massive. Scalability

for other modal data is also a challenge. The mainstream is built from text-to-graph-to-

text. The applications of other modal data are still unexplored.

2.2.3 DL-based Semantic Communications

With the development of DL in the recent decade, computer vision and nature lan-

guage processing (NLP) driven by deep neural networks have reached nearly or the same

performance as people judgment [58, 59]. The early successful work was proposed by

Krizhevsky et al. [60] in 2012, which employs the CNN to largely improve the per-

formance of image classification in terms of top-1 and top-5 test error. To construct

the deeper neural networks, He et al. [61] in 2016 proposed the residual connections

to alleviate gradient explosion such that training the deep neural networks with more

than 100 layers. Later one year, Vaswani et al. [62] proposed the Transformer network

for NLP. It has shown that its ability to translate certain languages is the same as that
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of humans. These indicate that the machine has the initial ability to understand the

meanings behind the data. Regarding the DL based semantic communications, a DL

based general framework is shown in Fig. 2.5. The transceiver is replaced by DNNs

to learn the meanings behind source data as well as merge the blocks in conventional

communication systems to achieve the global optimum.

The DL-based semantic communications often depend on the modality of communi-

cation (text, images, speech, etc.). Farsad et al. [63] have designed the initial deep joint

source-channel coding for text transmission, in which the text sentences are encoded

into fixed-length bit streams over simple channel environments. With the depth explo-

ration in semantic communications, Xie et al. [64] have developed more powerful joint

semantic-channel coding, named DeepSC, to encode text information into various lengths

over complex channels. Moreover, Xie et al. [65] also have proposed an environment-

friendly semantic communication system, named L-DeepSC, for capacity-limited devices.

Peng et al. [66] have designed robust semantic communication systems to prevent the

semantic delivery from the source noise, e.g., typos and syntax errors. Except for the

end-to-end semantic communication systems, Jiang et al. [67] have exploited hybrid

automatic repeat request to reduce the semantic transmission error further for sentence

transmission, where the system is the hybrid of semantic coding and traditional channel

coding. Zhang et al. [68] have proposed the semantic-based Huffman coding to reduce

the number of bits and the semantic decoder to correct the semantic errors.

Bourtsoulatze et al. [69] have investigated the initial deep image transmission seman-

tic communication systems, in which the semantic and channel coding are optimized

jointly. Kurka et al. [70] extended Bourtsoulatze’s work with the channel feedback to

improve the quality of image reconstruction. The authors [71] also have explored the ini-

tial relationship between the length of transmitted signals and the different bandwidths

in the deep image transmission systems, which can achieve the initial adaptive trans-

mission. Yang et al. [72] have combined the deep image transmission systems with the

orthogonal frequency division multiplexing (OFDM) transmission so that transmitting
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Figure 2.5: A general DL based semantic communication framework.

the image information effectively over the multipath fading channels. Besides, there exist

several studies focusing on semantic coding. Huang et al. [73] have designed the image

semantic coding method by introducing the framework of rate-distortion, which can save

the number of bits as well as keep the good quality of the reconstructed image.

Weng et al. [74] have developed the initial deep speech semantic communication

systems, named DeepSC-S, by employing an attention mechanism to extract the semantic

features at the transmitter and reconstructing speech signals at the receiver. Tong et al.

[75] have proposed a federal learning-based approach to further improve the accuracy of

recovered speech signals at the receiver. Han et al. [76] have designed efficient speech

semantic communication systems by introducing the connectionist temporal classification

alignment module to identify the auxiliary to help reconstruct speech signals.

Tung et al. [77] have designed the initial deep video semantic communications by

accounting for occlusion/disocclusion and camera movements. Especially, the authors

considered the DL-based frame design for the video reconstruction. Wang et al. [78]

have proposed the adaptive deep video semantic communication systems by learning to

allocate the limited channel bandwidth within and among video frames to maximize the

overall transmission performance. Jiang et al. [79] have investigated the application

of semantic communications in the video conference, in which the proposed system can

maintain high resolution by transmitting some keypoints to represent motions and keep

the low communication overheads. Similarly, Tandon et al. [80] also considered the video

conference transmission. Different from [79], the authors have designed the video seman-

tic communication by converting the video to text at the transmitter and recovering the
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video from the text at the receiver.

DL is an efficient way to learn semantics. Many of the discussed works provide

quantitative results demonstrating efficient semantic communication. However, the DL-

based approach comes with an interpretation problem due to the black-box nature of

DL models. In addition, the data-driven model needs large data to be fed such that

improves intelligence.

2.2.4 Goal-Oriented Semantic Communications

The goal-oriented semantic communications take the importance of information as seman-

tics. Such communication systems generally have the transmission goal, e.g., specific

intelligent tasks (image classification, machine translation, ...), robot controlling, and so

on. Given such transmission goals, the system can filter the information related to goals

and discard the unimportant information. Regarding goal-oriented semantic communi-

cations, it can be divided into DL-based systems and signal sampling-based systems.

The DL-based goal-oriented semantic communication systems are similar to the DL-

based semantic communication systems mentioned in section 2.2.3, which mainly consist

of deep neural networks. The difference is that goal-oriented semantic communication

systems directly perform intelligent tasks instead of data reconstruction. Xie et al.

[81] have designed the task-oriented semantic communication systems by considering

machine translation as the transmission task, in which the transmitter sends the text

in one language and the receiver receives the text in another language but keeps the

same meanings. Sana et al. [82] have designed the new loss function to achieve the

balance between mutual information and semantic errors. Weng et al. [83] designed

speech recognition-oriented semantic communications, named, DeepSC-SR, to directly

recognize the speech signals into texts. Han et al. [84] have designed the more energy-

efficient speech-to-text systems by introducing the redundancy removal module to reduce

the transmission data. Lee et al. [85] developed an image classification-oriented semantic

communications for improving the recognition accuracy rather than performing image
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reconstruction and classification separately. Hu et al. [86] have proposed robust semantic

communication systems for the image classification by training the model against the

source image noise. Jankowski et al. [87] considered image based re-identification for

persons or cars as the communication task, in which two schemes (digital and analog)

are proposed to improve the retrieval accuracy. Similarly, Xie et al. [81] have proposed

the vision Transformer based image semantic communication systems for image retrieval,

in which only the global semantic feature is transmitted to further adopt the narrow

bandwidth. Kang et al. [88] have taken the scene classification into consideration, in

which the drones capture the scene images, extract the image semantic features, and

transmit them to the edge server for scene classification.

A multi-user semantic communication system was proposed to support multimodal

data transmission. The MU-DeepSC is for serving the VQA task to improve the answer

accuracy [89], which adopts Long Short Term Memory (LSTM) for the text transmitter

and CNN for the image transmitter. Zhang et al. [90] have proposed the unified model,

named U-DeepSC, to serve various transmission tasks with the sharing weights, where

the text reconstruction, image reconstruction, and the VQA tasks are considered.

The signal sampling-based semantic communications aim to sample the more valu-

able information for the applications. The idea can be tracked as early as 1956, Yen

[91] proposed the nonuniform sampling for bandwidth-limited signals, in which the more

significant values of signals are sampled instead of sampling the uniformly-spaced val-

ues. Thereafter, a lot of works were proposed [92–96], which reveals the importance of

significant values in signal sampling. Inspired by this idea, Kountouris et al. [97] have

proposed the concept of the value of information, in which the more significant and use-

ful values to the task are sampled. It is shown that, considering the transmission goal

over the wireless communication channels, the performance of the goal can be improved

largely in terms of real-time reconstruction error and cost of actuation error. Uysal et

al. [98] have proposed a similar idea “a redesign of the entire process of information

generation, transmission, and usage in unison.” The entire system is optimized by the
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freshness, relevance, and value of information.

The two types of goal-oriented semantic communications are facing several challenges,

i.e., the interpretation and training data requirements for the DL-based systems and the

realization problems for sampling-based systems.

We aim to build such semantic communication systems for the various types of sources

and serve intelligent tasks. Compared to the four types of semantic communications, DL-

based semantic communications can support various modal data and different intelligent

tasks, which follow the aim. In general, the DL-based perform the semantic coding

locally. However, if the DL-based semantic communication systems do not have enough

computational capacity, it needs to offload the semantic processing to the edge but with

the cost of more communication rounds and the risk of privacy leakage.

2.3 Transformer Models and Loss Functions

In this section, we will introduce the basic Transformer model and its variants for the

Transformer model. Besides, we also elaborate on the classic loss functions.

2.3.1 Transformer Models

The Basic Transformer Model

The basic Transformer model [62] was proposed for the natural language processing

firstly, which consists of the encoder blocks and decoder blocks. Each encoder block

includes two main modules: 1) a Multi-Headed Self Attention (MHSA) network; and

2) a Feed-Forward network (FFN). The MHSA applies a self-attention operation to

different projections of input tokens, which can learn what are the important tokens

in the input tokens. The MHSA employs the softmax activation to perform the self-

attention operation, which is expressed as

Attention(Q,K,V) = softmax

(
QKT

√
dk

)
V (2.7)
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where the Q,K,V are the projections of the input data s. Then, the FFN applies two

dense layers to the weighted projections. This consists of two linear transformations with

a ReLU activation in between, which is

FFN (O) = f2 (W2f1 (W1O + b1) + b2) (2.8)

where O is the output of MHSA.

Similarly, the decoder block includes three main modules: 1) a Multi-Headed Self

Attention network; 2) a Multi-Headed Guided Attention network, which applies an atten-

tion operation to the projections of input tokens and the output tokens of the encoder;

and 3) a Feed-Forward network. All modules are preceded by layer normalization and

followed by a skip connection.

Universal Transformer Model

Although Transformer shows its success on some sequence modeling tasks such as machine

translation, it fails to generalize some tasks that RNN can handle with. Dehghani et

al. [99] proposed the universal Transformer by combining the characteristic of RNN and

the Transformer, the model of which is shown in Fig. 2.7.

The universal Transformer consists of the encoder and decoder. The encoder consists

of only one Transformer encoder block, in which a recurrent mechanism connects the

outputs of encoder block to the inputs of encoder block. After T steps, the outputs

of encoder will be inputted into the decoder. Similarly, the decoder includes only one

Transformer decoder block and performs forward-propagation recurrently. After T steps,

the decoder will give the outputs.

Vision Transformer Model

Transformer was proposed for text-related tasks initially. However, the researcher found

its potential in image-related tasks. Dosovitskiy et al. [100] have applied the Transformer

model in image classification, in which the vision Transformer was proposed.



Chapter 2. Background 26

Encoder Decoder

Multi-Head
Self-Attention

Feed Forward

Multi-Head
Guided-Attention

Add & Norm

Feed Forward

Add & Norm

Add & Norm

Add & Norm

Add & Norm

Multi-Head
Self-Attention

Nx

Nx

Embedded Tokens Embedded Tokens

Figure 2.6: The structure of Transformer.

Transformer Decoder 
Block

Encoder Decoder

After T StepsTransformer Encoder 
Block

After T Steps

Embedded Tokens Embedded Tokens

Figure 2.7: The universal Transformer.

The vision Transformer is shown in Fig. 2.8. The vision Transformer employs the

same structure as the Transformer encoder. The main challenge is how to map an image

to several tokens. In the vision Transformer, the input image is first decomposed into

fixed-sized patches, e.g., 16×16. Each patch is linearly projected into vector-shaped

tokens and used as an input to the Transformer. An extra learnable <CLS> token is

added to the input sequence such that its corresponding output token serves as a global
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representation of the input sequence.

2.3.2 Loss Functions

The loss function is the learning objective to guide the DNN. In general, intelligent tasks

can be categorized into three parts, regression tasks, classification tasks, and knowledge

representation. The typical loss functions are MSE loss function, CE loss function, and

contrastive loss function

Mean-Square Error Loss

The regression task is to predict the contiguous values, e.g., images, speeches, and prices.

The MSE loss function can measure the differences between two contiguous values as

LMSE = ∥o− or∥2, (2.9)

where o and or are the predicted values and real valus, respectively. After minimizing

the LMSE, the differences between o and or decrease, which means that the DNN learns

to create the desired outputs.

Cross-Entropy Loss

The classification task is to predict the discrete values, e.g., the image category, and the

answer category. The CE loss function can be computed by

LCE = −pr(o) log p(o), (2.10)

where p(o) and pr(o) are the predicted and the real probability, respectively. By mini-

mizing LCE, the DNN can learn the real probability distribution, thereby increasing the

probability of predicting the correct category.

Contrastive Loss

The knowledge representation employs the DNNs to learn the latent semantic vectors.
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The contrastive loss function [101] is expressed by

LContrastive =E

∑
li=lj

(
1 − oT

i oj

) +E

∑
li ̸=lj

(
oT
i oj − ξ

)
+

, (2.11)

where oi and oj are the features of i-th and j-th datum, respectively, and li and lj are

the corresponding labels. The operator (x)+ returns max (x, 0). The goal of contrastive

loss is to discriminate the source that belongs to different categories.

2.4 Intelligent Tasks and its Metrics

In this section, four different intelligent tasks chosen in this thesis are detailed. Its

corresponding metrics are also introduced.

2.4.1 Image Retrieval

Task Descriptions

The image retrieval task aims to identify the top-k similar images by matching the query

images with those stored in a remote server and returning the similar ones to users
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sending the query.. For example, the user uploads a dress image to the Amazon app and

wishes to find similar dress products. Such image retrieval tasks cannot be performed

locally due to the centralized database at the server. For the image retrieval task, the

transmitter sends the query image to the receiver, and then the receiver identifies and

returns the top-k images to users by reliable channels.

Modern methods for image retrieval typically rely on DL-based models by extracting

compact image-level features [102] for image matching or classification. Recent tech-

niques mainly focus on two parts: deep network architectures and training algorithms.

The deep network architectures include single forward pass models [103], multiple for-

ward pass models [104], attention-based models [105], and deep hashing embedding based

models [106]. The training algorithms focus on classification based learning [107], metric

based learning [108], and unsupervised-based learning [109].

Metrics

The general metric to measure image retrieval is the recall, which is the fraction of

the relevant items that are successfully retrieved. Assume the system gets a top-K

recommended list of items, the recall@k can be computed by

recall@k =
Relevant Items Recommended in top-k

Total Relevant Items
. (2.12)

The output of recall@k is a number between 0 and 1, which indicates how the ability

of the system to recommend correct items. Here is an example to understand Recall@K.

Assume we are providing 5 recommendations in this order — 1 0 1 0 1, where 1 represents

relevant and 0 irrelevant. The total relevant item is 3. The recall@k would be, recall@3

is 2/3, recall@4 is 2/3, and recall@5 is 3/3.

2.4.2 Machine Translation

Task Descriptions



Chapter 2. Background 30

Machine translation task aims to translate text or speech from one language to another,

e.g., from Chinese to English. One core of communication is to transmit the meanings

behind the text, and one of the major obstructs to communication is the different gram-

mar and presentations for different languages. Therefore, for the machine translation

task, the intention is that the transmitter sends one language, e.g., Chinese, and the

receiver directly receives the desired language, e.g., English, which aims to break the

obstruct of communications and improve communication efficiency.

The recent successful approaches for machine translation problems are mostly based

on the classic encoder-decoder structure [110], in which the encoder extracts the sentence-

level intermediate features at the source language and the decoder provides the entire

sentence at the target language based on the intermediate features. The representative

models include CNN-based models [111], Transformer based models [62], and RNN-based

models, e.g., LSTM networks [112] and Gated Recurrent Units (GRU) networks [113].

Metrics

BLEU Score is a general metric to measure the performance of machine translation.

Through counting the difference of n-grams between transmitted and received texts,

where n-grams means the size of a word group. For example, for the sentence “weather

is good today”, 1-gram: “weather”, “is”, “good” and “today”, 2-grams: “weather is”,

“is good” and “good today”. The same rule applies to the rest.

For the transmitted sentence s with length ls and the decoded sentence ŝ with length

lŝ, the BLEU can be expressed as

log BLEU = min

(
1 − lŝ

ls
, 0

)
+

N∑
n=1

wn log pn, (2.13)

where wn is the weights of n-grams and pn is the n-grams score by computing the word

frequency.

The output of BLEU is a number between 0 and 1, which indicates how similar
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the decoded text is to the transmitted text, with 1 representing the highest similarity.

However, few human translations will attain the score of 1 since word errors may not

make the meaning of a sentence different. For instance, the two sentences, “my car was

parked there” and “my automobile was parked there”, have the same meaning but with

different BLEU scores since they use different words. To characterize such a feature, we

propose a new metric, sentence similarity, at the sentence level in addition to the BLEU

score.

2.4.3 Visual Question Answering

Task Descriptions

Given an image and a natural language question about the image, the VQA task is to

provide an accurate natural language answer. Vision information and text information

are the representative type of data used in daily life, which can be adopted for many IoT

scenarios, e.g., environment monitor, autonomous retail, and intelligent assistant. Take

the fire alarm scenario as an example, the camera sends the scenario vision information

and the temperature sensor transmits the scenario temperature information. Then,

the transmitted vision and temperature information from different users is employed to

carry out a scenario fire alarm monitor at the remote receiver. For the VQA task, one

transmitter sends an image and another one sends a question related to the image. The

receiver directly gets the answer based on the received image and question.

The core of VQA tasks is multimodal data fusion techniques [114], in which the image

and questions in text are first represented as global features and then fused by a multi-

modal fusion model to predict the answer. Recent approaches adopt the visual attention

mechanism by attending image features with given question features, which include mul-

timodal bilinear pooling methods [115], stacked attention network [116], bottom-up and

top-down attention mechanism [117], and co-attention network [118].
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Metrics

The metric for the VQA is the answer accuracy, which is the fraction of the number of

correctly predicted answers and the total number of answers. The answer accuracy is

computed by

Answer Accuracy =
The Number of Correct Answers

The Number of Total Answers
. (2.14)

The answer accuracy is between 0 and 1, indicating how accurately the system answers

the questions.

2.4.4 Scenario Question Answering

Task Descriptions

Given the scenario information, the scenario QA task aims to provide an accurate natural

language answer for the text question about the scenario. This task can be applied to the

scenario monitor, intelligent conversations, and so on. In this context, the transmitter

sends the scenario text information over multiple time slots. The receiver directly gets

the answer based on the received scenario information.

Unlike these memoryless tasks related to only the current input, the scenario QA

task belongs to the memory tasks related to both the current input and the previous

inputs. Therefore, the core of the scenario QA task is the processing of scenario infor-

mation. Recent approaches focus on the processing of memory module, which includes

different variants, e.g., dynamic memory networks [119] and end-to-end memory neural

networks [120].

Metrics

The metric for the scenario QA task is the same as the VQA task. The answer accuracy

is employed here to measure the performance of the scenario QA task.
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2.5 Summary

This chapter presents the fundamental concepts of conventional communications, as

well as semantic communication systems. Additionally, the concept of Transformer is

demonstrated in this chapter. Finally, various intelligent tasks are introduced in this

chapter.



Chapter 3

Point-to-Point Semantic

Communications

In this chapter, the main contributions are reviewed in Section 3.1. The framework of a

semantic communication system is presented and a corresponding problem is formulated

in Section 3.2. Section 3.3 details the proposed DeepSC and extends it to dynamic

environments. Numerical results are presented in Section 3.4 to show the performance

of the DeepSC. Finally, Section 3.5 concludes this chapter.

3.1 Introduction

Recent advancements on DL based NLP and communication systems inspire us to inves-

tigate semantic communication to realize the second level communications as aforemen-

tioned [58, 59, 121–124]. The considered semantic communication system mainly focuses

on the joint semantic-channel coding and decoding, which aims to extract and encode

the semantic information of sentences rather than simply a sequence of bits or a word.

For the semantic communication system, we face the following questions:

Question 1: How to define the meaning behind the bits?

34



Chapter 3. Point-to-Point Semantic Communications 35

Question 2: How to measure the semantic error of sentences?

Question 3: How to jointly design the semantic and channel coding?

The main contributions of this chapter are summarized as follows:

• Based on the Transformer [62], a novel framework for the DeepSC is proposed,

which can effectively extract the semantic information from texts with robustness

to noise. In the proposed DeepSC, a joint semantic-channel coding is designed to

cope with channel noise and semantic distortion, which addresses aforementioned

Question 3.

• The transceiver of the DeepSC is composed of semantic encoder, channel encoder,

channel decoder, and semantic decoder. To understand the semantic meaning as

well as maximize the system capacity at the same time, the receiver is optimized

with two loss functions: cross-entropy and mutual information. Moreover, a new

metric is proposed to accurately reflect the performance of the DeepSC at the

semantic level. These address the aforementioned Questions 1 and 2.

• Based on extensive simulation results, the proposed DeepSC outperforms the tradi-

tional communication system and improves the system robustness at the low SNR

regime.

3.2 System Model and Problem Formulation

The considered system model consists of two levels: semantic level and transmission

level, as shown in Fig. 3.1. The semantic level addresses semantic information process-

ing for encoding and decoding to extract the semantic information. The transmission

level guarantees that semantic information can be exchanged correctly over the trans-

mission medium. Overall, we consider an intelligent E2E communication system with

the stochastic physical channel, where the transmitter and the receiver have certain

background knowledge, i.e., different training data. The background knowledge could
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be various for different application scenarios.

Definition 3. Semantic noise is a type of disturbance in the exchange of a message that

interferes with the interpretation of the message due to ambiguity in words, a sentence

or symbols used in the message transmission.

Definition 4. Physical channel noise is caused by the physical channel impairment, such

as, additive white Gaussian noise (AWGN), fading channel, and multiple path, which

incurs the signal attenuation and distortion.

3.2.1 Problem Description

As in Fig. 3.1, the transmitter maps a sentence, s, into a complex symbol stream, x,

and then passes it through the physical channel with transmission impairments, such as

distortion and noise. The received, y, is decoded at the receiver to estimate the original

sentence, s. We jointly design the transmitter and receiver with DNNs since DL enables

us to train a model with inputting variable-length sentences and different languages.

Particularly, we assume that the input of the DeepSC is a sentence, s = [w1, w2, · · · , wL],

where wl represents the l-th word in the sentence. As shown in Fig. 3.1, the transmit-

ter consists of two parts, named semantic encoder and channel encoder, to extract the

semantic information from s and guarantee successful transmission of semantic informa-

tion over the physical channel. The semantic information can be extracted by

z = S (s;α), (3.1)

where z is the semantic information and S (·;α) is the semantic encoder network with

the parameter set α.

Then, the transmitted symbol stream can be represented by

x = C (z;β) , (3.2)
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Figure 3.1: The framework of proposed DL enabled semantic communication system,
DeepSC.

where x is the encoded signal, and C (·;β) is the joint source-channel (JSC) encoder

with the parameter set β. The JSC encoder can compress semantic information and

deal with the effects from physical channels.

If x is sent, the signal received at the receiver will be

y = hx + n, (3.3)

where y is the received signal, h represents the Rayleigh fading channel with CN (0, 1)

and n ∼ CN
(
0, σ2n

)
. For E2E training of the encoder and the decoder, the channel must

allow back-propagation. Physical channels can be formulated by neural networks. For

example, simple neural networks could be used to model the AWGN channel, multiplica-

tive Gaussian noise channel, and the erasure channel [125]. While for the fading channels,

more complicated neural networks are required [126]. In this chapter, we mainly consider

the AWGN channel and Rayleigh fading channel for simplicity while focus on semantic

coding and decoding.

As shown in Fig. 3.1, the receiver includes channel decoder and semantic decoder

to recover the transmitted symbols and then transmitted sentences, respectively. Before

recover the semantic information, the least squares (LS) signal detection is applied to
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alleviate the effects from physical channels, which is given by

x̂ =
ĥHy

∥ĥ∥2
, (3.4)

where x̂ is the estimated transmitted symbols and ĥ is the estimated CSI.

Then, the recovered semantic information can be expressed as

ẑ = C−1 (x̂;γ) (3.5)

where C−1 (·;γ) is the JSC decoder with the parameter set γ to decompress semantic

information and eliminate the distortion from channels.

Finally, the recovered source signal can be represented as

ŝ = S−1 (ẑ;φ) , (3.6)

where the ŝ is the recovered sentence and S−1 (·;φ) is the semantic decoder network

with the parameter set φ.

The goal of the system is to minimize the semantic errors while reducing the number

of symbols to be transmitted. However, we face two challenges in the considered system.

The first challenge is how to design joint semantic-channel coding. The other one is

semantic transmission, which has not been considered in the traditional communication

system. Even if the existing communication system can achieve a low BER, several bits,

distorted by the noise and beyond error correction capability, could lead to understanding

difficulty as the partial semantic information of the whole sentence might be missed. In

order to achieve successful recovery at semantic level, we design semantic and channel

coding jointly in order to keep the meaning between ŝ and s unchanged, which is enabled

by a new DNN framework. The cross-entropy (CE) is used as the loss function to measure



Chapter 3. Point-to-Point Semantic Communications 39

the difference between s and ŝ, which can be formulated as

LCE(s, ŝ;α,β,χ, δ) = −
∑
l=1

q (wl) log (p (wl)) + (1 − q (wl)) log (1 − p (wl)) , (3.7)

where q(wl) is the real probability that the l-th word, wl, appears in estimated sentence

s, and p(wl) is the predicted probability that the i-th word, wi, appears in sentence

ŝ. The CE can measure the difference between two probability distributions. Through

reducing the loss value of CE, the network can learn the word distribution, q(wl), in

the source sentence, s, which indicates that the syntax, phrase, the meaning of words in

context can be learnt by the network. Besides, jointly designing and training semantic-

channel coding can make the whole network learning the knowledge for the specific goal.

In other words, the channel coding can pay more attention in protecting the semantic

information related to transmission goal while neglecting other irrelevant information.

Separately designing will make channel coding addressing all information equally.

3.2.2 Channel Encoder and Decoder Design

One important goal on designing a communication system is to maximize the capacity

or the data transmission rate. Compared with BER, the mutual information can provide

extra information to train a receiver. The mutual information of the transmitted symbols,

x, and the received symbols, y, can be computed by

I (x;y) =

∫
X×Yp (x, y) log

p (x, y)

p (x) p (y)
dxdy = Ep(x,y)

[
log

p (x, y)

p (y) p (x)

]
, (3.8)

where (x,y) is a pair of random variables with values over the space X × Y, where X and

Y are the spaces for x and y. p(x) and p(y) are the marginal probability of sending x

and received y, respectively, and p(x, y) is the joint probability of x and y. The mutual

information is equivalent to the Kullback-Leibler (KL) divergence between the marginal

probabilities and the joint probability, which is given by
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I (x;y) = DKL (p (x, y) ∥p (x) p (y)) . (3.9)

From [127], we have the following theorem,

Theorem 2. The KL divergence admits the following dual representation

DKL (P ∥Q) = sup
T :Ω→R

EP [T ] − log
(
EQ

[
eT

])
, (3.10)

where the supremum is taken over all functions T such that the two expectations are

finite.

According to Theorem 2, the KL divergence can also be represented as

DKL (p (x, y) ∥p (x) p (y)) ⩾ Ep(x,y) [T ] − log
(
Ep(x)p(y)

[
eT

])
. (3.11)

Thus, the lower bound of I (x; y) can be obtained from (3.9) and (3.11). In order to

find a tight bound on the I (x; y), an unsupervised method is used to train the network

T , where T can be approximated by neural network. Meanwhile, the expectation in

(3.11) can be computed by sampling, which converges to the true value as the number

of samples increases. Then, we can optimize the encoder by maximizing the mutual

information defined in (3.11) and the related loss function can be given by

LMI(x, y;T ) = Ep(x,y) [fT ] − log
(
Ep(x)p(y)

[
efT

])
, (3.12)

where fT is composed by a neural network, in which the inputs are samples from p(x, y),

p(x), and p(y). In our proposed design, x is generated by the function Cα and Sβ, thus

the loss function can be represented by LMI(x, y;T,α,β) with

LMI(x, y;T,α,β) ⩽ I(x; y). (3.13)

From (3.13), the loss function can be used to train neural networks to get α, β, and
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T . For example, the mutual information can be estimated by training network T when

the encoders α and β are fixed. Similarly, the encoder can be optimized by training α

and β when the mutual information is obtained.

3.2.3 Performance Metrics

Performance criteria are important to the system design. In the E2E communication

system, the BER is usually taken as the training target by the transmitter and receiver,

which sometimes neglects the other aspect goals of communication. For text transmis-

sion, BER cannot reflect performance well. Except from human judgement to establish

the similarity between sentences, bilingual evaluation understudy (BLEU) score is usu-

ally used to measure the results in machine translation [128], which will be used as one

of the performance metrics in this section. However, the BLEU score can only compare

the difference between words in two sentences rather than their semantic information.

Therefore, we initialize a new metric, named sentence similarity, to describe the similar-

ity level of two sentences in terms of their semantic information, which is introduced in

the following. This provides a solution to Question 2.

3.2.3.1 Sentence Similarity

A word can take different meanings in different contexts. For instance, the meanings of

mouse in biology and machine are different. The traditional method, such as word2vec

[129], cannot recognise the polysemy, of which the problem is how to use an numeri-

cal vector to express the word while the numerical vector varies in different contexts.

According to the semantic similarity, we propose to calculate the sentence similarity

between the original sentence, s, and the recovered sentence, ŝ, as

match (ŝ, s) =
BΦ (s) ·BΦ(ŝ)T

∥BΦ (s)∥ ∥BΦ (ŝ)∥
, (3.14)

where BΦ, representing BERT [130], is a huge pre-trained model including billions of

parameters used for extracting the semantic information. The sentence similarity defined
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Figure 3.2: The proposed neural network structure for the semantic communication
system.

in (3.14) is a number between 0 and 1, which indicates how similar the decoded sentence

is to the transmitted sentence, with 1 representing highest similarity and 0 representing

no similarity between s and ŝ.

Compared with BLEU score, BERT has been fed by billions of sentences. Therefore,

it has already learnt the semantic information from these sentences and can generate

different semantic vectors in different contexts effectively. With the BERT, the semantic

information behind a transmitted sentence, s, can be expressed as c. Meanwhile, the

semantic information conveyed by the estimated sentence is expressed as ĉ. For c and

ĉ, we can compute the sentence similarity by match(c, ĉ).

3.3 Proposed Deep Semantic Communication Systems

In this section, we propose a DNN for the considered semantic communication system,

named as DeepSC, of which the Transformer is adopted for text understanding. Then,

transfer learning is adopted to make the DeepSC applicable to different background

knowledge and dynamic communication environments. This provides the solutions to

Question 1,3.

3.3.1 Basic Model

The proposed DeepSC is as shown in Fig 3.2. Particularly, the transmitter consists of a

semantic encoder to extract the semantic features from the texts to be transmitted and

a channel encoder to generate symbols to facilitate the transmission subsequently. The

semantic encoder includes multiple Transformer encoder layers and the channel encoder
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uses dense layers with different units. The AWGN channel is interpreted as one layer

in the model. Accordingly, the DeepSC receiver is composited with a channel decoder

for symbol detection and a semantic decoder for text estimation, the channel decoder

includes dense layers with different units and the semantic decoder includes multiple

Transformer decoder layers. The loss function can be expressed as

Ltotal = LCE(s, ŝ;α,β,χ, δ) − λLMI(x, y;T,α,β), (3.15)

where the first term is the loss function considering the sentence similarity, which aims

to minimize the semantic difference between s and ŝ by training the whole system. The

second one is the loss function for mutual information, which maximize the achieved

data rate during the transmitter training. The parameter λ (0 ≤ λ ≤ 1) is the weight

for the second term.

The core of Transformer is the multi-head self-attention mechanism, which enables

the Transformer to view the previous predicted word in the sequence, thereby better

predicting the next word. Fig. 3.3 gives an example of the self-attention mechanism for

the word ‘it’. From Fig. 3.3, attention attend to a distant dependency of the pronoun, ‘it’,

completing pronoun reference “the animal”, which demonstrates that the self-attention

mechanism can learn the semantic and therefore solve aforementioned Question 1.

Algorithm 3.1: DeepSC network training algorithm.

Initialization: Initial the weights W and bias b.

1: Input: The background knowledge set K.
2: Create the index to words and words to index, and then embedding words.
3: while Stop criterion is not met do
4: Train the mutual information estimated model.
5: Train the whole network.
6: end while
7: Output: The whole network Sβ(·), Cα(·), C−1

δ (·), S−1
χ (·).

As shown in Algorithm 3.1, the training process of the DeepSC consists of two phases

due to different loss functions. After initializing the weights, W, bias, b, and using

embedding vector to represent the input words, the first phase is to train the mutual
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Figure 3.3: An example of the self-attention mechanism following long-distance depen-
dency in the Transformer encoder.

information model by unsupervised learning to estimate the achieved data rate for the

second phase. The second phase is to train the whole system with (3.15) as the loss

function. Each phase aims to minimize the loss by gradient descent with mini-batch

until the stop criterion is met, the max number of iteration is reached, or none of terms

in the loss function is decreased any more. Different from performing semantic coding

and channel coding separately, where the channel encoder/decoder will deal with the

digital bits rather than the semantic information, the joint semantic-channel coding

can preserve semantic information when compressing data, which provides the detailed

solution for aforementioned Question 3. The two training phases are described in the

following:

3.3.1.1 Training of mutual information estimation model

The mutual information estimation model training process is illustrated in Fig. 3.4

and the pseudocode is given in Algorithm 3.2. First, the knowledge set K generates

a minibatch of sentences S ∈ ℜB×L×1, where B is the batch size, L is the length of

sentences. Through the embedding layer, the sentences can be represented as a dense

word vector E ∈ ℜB×L×E , where E is the dimension of the word vector. Then, pass the

semantic encoder layer to obtain M ∈ ℜB×L×V , the semantic information conveyed by
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Figure 3.4: The training framework of the DeepSC: phase 1 trains the mutual information
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S, where V is the dimension of Transformer encoder’s output. Then, M is encoded into

symbols X to cope with the effects from the physical channel, where X ∈ ℜB×NL×2. After

passing through the channel, the receiver obtains signal Y distorted by the channel noise.

Based on (3.10), the loss, LMI(X,Y;T,α,β), can be computed based on the transmitted

symbols, X, and the received symbols, Y, under the AWGN channels. Finally, according

to computed LMI, the stochastic gradient descent (SGD) is exploited to optimize the

weights and bias of fT (·).

Algorithm 3.2: Train mutual information estimation model.

1: Input: The knowledge set K.
2: Transmitter:
3: BatchSource(K) → S.
4: Sβ(S) → M.
5: Cα(M) → X.
6: Transmit X over the channel.
7: Receiver:
8: Receive Y.
9: Compute loss LMI by (3.10).

10: Train T → Gradient descent (T,LMI).
11: Output: The mutual information estimated model fT (·).
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3.3.1.2 Whole network training

The whole network training process is illustrated in Algorithm 3.3. First, minibatch S

from knowledge K is encoded into Z at the semantic level, then Z is encoded into symbol

X for transmission over the physical channels. At the receiver, distorted symbols Y are

received and then decoded by the channel decoder layer, where Ẑ ∈ ℜB×L×V is the

recovered semantic information of the sources. Afterwards, the transmitted sentences

are estimated by the semantic decoder layer. Finally, the whole network is optimized by

the SGD, where the loss is computed by (3.15).

Algorithm 3.3: Train the whole network.

1: Input: The knowledge set K.
2: Transmitter:
3: BatchSource(K) → S.
4: Sβ(S) → Z.
5: Cα(M) → X.
6: Transmit X over the channel.
7: Receiver:
8: Receive Y.
9: C−1

δ (Y) → Ẑ.

10: S−1
χ (M̂) → Ŝ.

11: Compute loss function Ltotal by (3.15).
12: Train β,α, δ,χ → Gradient descent (β,α, δ, χ,Ltotal).
13: Output: The whole network Sβ(·), Cα(·), C−1

δ (·), S−1
χ (·).

3.3.2 Transfer Learning for Dynamic Environment

In practice, different communication scenarios result in the different channels and

the training data. However, the re-training of transmitter and receiver to meet the

requirements of dynamic scenarios introduces extra costs. To address this, a deep transfer

learning approach is adopted, which focuses on storing knowledge gained while solving

a problem and applying it to a different but related problem.

The training process of adopting transfer learning is illustrated in Fig. 3.5 and the

pseudocode is given in Algorithm 3.4, where the training modules, mutual information

estimation model training, and whole network training, are the same as Algorithm 3.2

and Algorithm 3.3. First, load the pre-trained transmitter and receiver based on knowl-
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Figure 3.5: Transfer learning based training framework: (a) re-train channel encoder and
decoder for different channels; (b) re-train semantic encoder and decoder for different
background knowledge.

Algorithm 3.4: Transfer learning based training for dynamic environment.

Initialization: Load the pre-trained model Sβ(·), Cα(·),
C−1
δ (·), S−1

χ (·).
Optimal algorithm Training for different background knowledge
1: Input: The different background knowledge set K1 .
2: Freeze Cα(·) and C−1

δ (·).
3: Redesign and train part of Sβ(·) and S−1

χ (·).
4: while Stop criterion is not met do
5: Train the mutual information estimated model.
6: Train the whole network.
7: end while
8: Output: The adopted whole network.

Optimal algorithm Training for different channel conditions
9: Input: The background knowledge set K with the different channel parameters.

10: Freeze Sβ(·) and S−1
χ (·).

11: Redesign and re-train part of Cα(·) and C−1
δ (·).

12: while Stop criterion is not met do
13: Train the mutual information estimated model.
14: Train the whole network.
15: end while
16: Output: The re-trained network.

edge K0 and channel N0. For applications with different background knowledge, we only

need to redesign and train part of the semantic encoder and decoder layers and freeze

the channel encoder and decoder layers. For different communication environments, we

redesign and train part of the channel encoder and decoder layers and freeze the semantic

encoder and decoder layers. If the knowledge and channel are totally different, the pre-
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trained transceiver can also reduce the time consumption because the weights of some

layers in the pre-trained model can be reused in the new model even if the most layers

need to redesign. After the other modules are trained, we will unfreeze them and train

the whole network with few epochs to converge to the global optimum.

3.4 Numerical Results

In this section, we compare the proposed DeepSC with other DNN algorithms and the

traditional source coding and channel coding approaches under the AWGN channels and

Rayleigh fading channels, where we assume perfect CSI for all schemes. The transfer

learning aided DeepSC is also verified under the erase channel and fading channel as well

as different background knowledge.

3.4.1 Simulation Settings

The adopted dataset is the proceedings of the European Parliament [131], which consists

of around 2.0 million sentences and 53 million words. The dataset is pre-processed into

lengths of sentences with 4 to 30 words and is split into training data and testing data.

In the experiment, we set three Transformer encoder and decoder layer with 8 heads

and the channel encoder and decoder are set as dense with 16 units and 128 units,

respectively. For the mutual information estimation model, we set two dense layers with

256 units and one dense layer with 1 unit to mimic the function T in (3.10), where 256

units can extract full information and 1 unit can integrate information. These settings

can be found in Table 3-A. For the baselines, we adopt joint source-channel coding based

on neural network and the typical methods for separate source and channel codings.

• DNN based joint source-channel coding [125]: The network consists of Bi-directional

Long Short-Term Memory (BLSTM) layers. We label it as JSCC [125] in the sim-

ulation figures.

• Traditional methods: To perform the source and channel coding separately, we use
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Table 3-A: The setting of the developed semantic network.

Layer Name Units Activation

Transmitter
(Encoder)

3×Transformer Encoder 128 (8 heads) Linear

Dense 256 Relu

Dense 16 Relu

Channel AWGN None None

Receiver
(Decoder)

Dense 256 Relu

Dense 128 Relu

3×Transformer Decoder 128 (8 heads) Linear

Prediction Layer Dictionary Size Softmax

MI Model

Dense 256 Relu

Dense 256 Relu

Dense 1 Relu

the following technologies respectively:

– Source coding: Huffman coding, fixed-length coding (5-bit), and Brotli cod-

ing, where Brotli coding uses 2nd context model to compress the context

information and every 128 sentences are compressed together in the simula-

tion.

– Channel coding: Turbo coding [132] and Reed-Solomon (RS) coding [133].

We adopt turbo decoding method is log-MAP algorithm with 5 iterations.

The BLEU and sentence similarity are used to measure the performance. The simulation

is performed by the computer with Intel Core i7-9700 CPU@3.00GHz and NVIDIA

GeForce GTX 2060.

3.4.2 Basic Model

Fig. 3.6 shows the relationship between the BLEU score and the SNR under the same

number of transmitted symbols over AWGN and Rayleigh fading channels, where the

traditional approaches use 8-QAM, 64-QAM, and 128-QAM for the modulation. Among

the traditional baselines in Fig. 3.6(a), Brotli coding outperforms the Huffman and

fixed-length encoding over AWGN channels when the turbo coding is adopted for channel

coding. The traditional approaches perform better than the DNN based method when

the SNR is above 12 dB since the distortion from channel is decreased, where the Brotli
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Figure 3.6: BLEU score versus SNR for the similar total number of transmitted symbols
over the AWGN channels and Rayleigh fading channels.

with turbo coding performs better than the DeepSC. We observe that all DL enabled

approaches are more competitive in the low SNR regime.

In Fig. 3.6(b), the DL enabled approaches outperform all traditional approaches over

the Rayleigh fading channels, where RS coding is better than turbo coding in terms of

2-grams to 4-grams. This is because RS coding is linear block coding with long block-

length, and can correct long series of bits, however, turbo coding is a type of convolu-
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Figure 3.7: Sentence similarity versus SNR for the similar total number of transmitted
symbols over the AWGN channels and Rayleigh fading channels.

tional coding with short block-length, so that the adjacent words have higher error rate.

DeepSC is not only suitable for short block-length but also performs better in decoding

adjacent words, i.e., 4-grams. Note that the BLEU score of the method with Brotil cod-

ing and turbo coding is always 0 over Rayleigh fading channels. This is because that 128

sentences are compressed together, while Brotil decoding requires error-free codes after

channel decoding for the codes corresponding to the 128 sentences. However, it is almost

to guarantee the error-free transmission over Rayleigh fading channels. Therefore, we

fail to restore any of the 128 sentences compressed together in Brotil coding as shown

in Fig. 3.6(b). Besides, the lower BLEU score of the DL enabled approaches may not
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be caused by word errors. For example, it may be due to substitutions of words using

synonyms or rephrasing, which does not change the meaning of the word. Fig. 3.6 also

demonstrates that the joint semantic-channel coding design outperforms the traditional

methods, which provides the solution to Question 1 and 3.

Table 3-B: The sample sentences received using different methods over Rayleigh fading
channels when SNR is 18 dB.

Transmitted sentence it is an important step towards equal rights for all passengers.

DeepSC it is an important step towards equal rights for all passengers.

JSCC-[22] it is an essential way towards our principles for democracy.

Huffman + Turbo coding rt is a imeomant step tomdrt equal rights for atp passurerrs.

Huffman + RS coding it is an important step towards ewiral rlrsuo for all passengess.

Bit5 + Turbo coding it is an yoportbnt ssep sowart euual qighd fkr ill passeneers.

Bit5 + RS coding it iw an ymp!rdbnd stgo to!atds eq.al ryghts dkr alk passengers.

Fig. 3.7 shows that the proposed performance metric, the sentence similarity, with

respect to the SNR under the same total number of symbols, where the traditional

approaches use 8-QAM, 64-QAM and 128-QAM. In Fig. 3.7(a), the proposed metric

has shown the same tendency compared with the BLEU scores. Note that for part of

the traditional methods, i.e., Huffman with Turbo coding, even if it can achieve about

20% word accuracy in BLEU score (1-gram) from Fig. 3.6(a) when SNR = 9 dB, people

are usually unable to understand the meaning of texts full of errors. Thus, the sentence

similarity in Fig. 3.7(a) almost converges to 0. For the DeepSC, it achieves more than

90% word accuracy in BLEU score (1-gram) when SNR is higher than 6 dB in Fig. 3.6(a),

which means people can understand the texts well. Therefore the sentence similarity

tends to 1. Fig. 3.6(b) and Fig. 3.7(b) show the same tendency. The benchmark,

including the DNN based JSCC method in [125] under Rayleigh fading channels, also

gets much higher score than the traditional approaches in terms of the sentence similarity

since it can capture the features of the syntax and the relationship of the words, as well

as present texts that is easier for people to understand. Few representative results are

shown in Table 3-B.

In brief, we can conclude that the tendency in sentence similarity is more closer to
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human judgment and the DeepSC achieves the best performance in terms of both BLEU

score and sentence similarity. Compared to the simulation results with BLEU score as

the metric, the sentence similarity score can better measure the semantic error, which

solves the Question 2.

Fig. 3.8 illustrates that the impact of the number of symbols per word on the 1-

gram BLEU score when SNR is 12 dB. As the number of symbols per word grows, the

BLEU scores increase significantly due to the increasing distance between constellations

gradually. Generally, people can understand the basic meaning of transmitted sentences

with over 85% word accuracy in BLEU score (1-gram). For short sentences consisted of

5 to 13 words, our proposed DeepSC can achieve 85% accuracy with 4 symbols per word,

which means that we can use fewer symbols to represent one word in the environment

that mainly transmits short sentences. Therefore, it can achieve high speed transmission

rate. For longer sentences consisted from of 21 to 30 words, the proposed DeepSC faces

more difficulties to understand the complex structure of the sentences in the transmitted

texts. Hence the performance is degraded with longer sentences. One way to improve

the BLEU score is to increase the average number of symbols used for each word.

3.4.3 Mutual Information

Fig. 3.9 demonstrates the relationship between SNR and mutual information after train-

ing. As we can imagine, the mutual information increases with SNR. From the figure, the

performance of the transceiver trained with the mutual information estimation model

outperforms that without such a model. From Fig. 3.9, with the proposed mutual infor-

mation estimation model, the obtained mutual information at SNR = 4 dB is approxi-

mately same as that without the training model at SNR = 9dB. From another point of

view, the mutual information estimation model leads to better learning results, i.e., data

distribution, at the encoder to achieve higher data rate. In addition, this shows that

introducing (3.10) in loss function can improve the mutual information of the system.

Fig. 3.10 draws the relationship between the loss value in (3.15) and the mutual



Chapter 3. Point-to-Point Semantic Communications 54

1 2 3 4 5 6 7 8 9 10

Number of Symbols

0

0.2

0.4

0.6

0.8

1

B
L

E
U

 S
c
o

re

Sentence with 5-13 words

Sentence with 13-21 words

Sentence with 21-30 words

Figure 3.8: BLEU score (1-gram) versus the average number of symbols used for one
word in the DeepSC.

0 3 6 9 12 15 18

SNR (dB)

0

0.5

1

1.5

2

M
u
tu

al
 I

n
fo

rm
at

io
n
 (

b
it

)

Training with MI model

Training without MI model

Figure 3.9: SNR versus mutual information for different trained encoders, with 8 symbols
per word.

information with increasing epoch. Fig. 3.11 indicates the relationship between BLEU

score and SNR. The two figures are based on models with the same structure but different

training parameters, i.e., learning rate. In Fig. 3.10, the obtained mutual information

is different, i.e., the mutual information of model with learning rate 0.001 increases

along with decreasing loss value while the other one with learning rate 0.002 stays zero

although the loss values of two models gradually converge to a stable state. From Fig.

3.11, the BLEU score with learning rate 0.001 outperforms that with learning rate 0.002,

which means that even if the neural network converges to a stable state, it is possible

that gradient decreases to a local minimum instead of the global minimum. During the
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Figure 3.10: The impact of different learning rates.

training process, the mutual information can be used as a tool to decide whether the

model converges effectively.

3.4.4 Transfer Learning for Dynamic Environment

In this experiment, we present the performance of transfer learning aided DeepSC for

two tasks: transmitter and receiver re-training over different channels and diffident back-

ground knowledge.

Fig. 3.12 shows the training efficiency and the performance for different background

knowledge, where the model will be trained and re-trained in new background knowledge

with the same channel (AWGN) for different background knowledge. The models have

the same structure and re-train with the same parameters in each scenario. From Fig.

3.12(a), the epochs are reduced from 30 to 5 to reach convergence. In Fig. 3.12(b), the

pre-trained model can provide additional knowledge so that the corresponding model

training outperforms that of re-training the whole system. This demonstrates that the

transfer learning aided DeepSC can help the transceiver to accommodate the new require-

ments of communication environment.

Fig. 3.13 shows the training efficiency and the performance for different channels,
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Figure 3.11: BLEU score (1-gram) versus SNR for different learning rates.
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Figure 3.12: Transfer learning (TL) aided DeepSC with different background knowledge:
(a) loss values versus the number of training epochs, (b) BLEU score (1-gram) versus
the SNR.

where the DeepSC transceiver is pre-trained under the AWGN channel, and then it is

re-trained under the erasure channel and the Rician fading channel, respectively, with

the same background knowledge. The models have the same structure and re-train

with the same parameters in each scenario. From Fig. 3.13(a) and Fig. 3.13(b), the

adoption of the pre-trained model can speed up the training process for both the erasure

channel and Rician fading channel. In Fig. 3.13(c) and Fig. 3.13(d), the performance of

the DeepSC with pre-trained model is similar to that without pre-trained model channel
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Figure 3.13: Transfer learning aided DeepSC with different channels: (a) loss values
versus epochs under the erasure channel; (b) Loss values versus epochs under the Rician
fading channel; (c) BLEU score (1-gram) versus the dropout rate; (d) BLEU score (1-
gram) versus the SNR.

while the required complexity is reduced significantly as less number of epochs is required

during the re-training process. It is further noted that the BLEU score achieved by the

DeepSC is slightly degraded under the fading channel, especially in the lower SNR region,

compared to that under the erasure channel.

3.4.5 Complexity Analysis

The computational complexities of the proposed DeepSC, the JSCC in [125], the RS cod-

ing, Turbo coding, are compared in Table 3-C in terms of the average processing runtime

per sentence1. All the DL enabled approaches have lower runtime than the traditional

approaches, where turbo coding costs much longer runtime in log-map iterations and

the JSCC [125] requires the lowest average time due to its simple network architecture,

however, it comes with poorer semantic processing capability. As a comparison, the

runtime of our proposed DeepSC significantly outperforms the traditional schemes and

is slight higher than JSCC [125] but with significant performance improvement.

1The runtime of source coding and decoding are omitted in the comparison.
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Table 3-C: The average sentence processing runtime versus various schemes.

DeepSC JSCC [22] RS coding Turbo coding

Runtime 3.27ms 2.71ms 4.14ms 8.59ms

3.5 Summary

In this chapter, we have proposed a semantic communication system, named DeepSC,

which jointly performs the semantic-channel coding for texts transmission. With the

DeepSC, the length of input texts and output symbols are variable, and the mutual infor-

mation is considered as a part of the loss function to achieve higher data rate. Besides,

the deep transfer learning has been adopted to meet different transmission conditions and

speed up the training of new networks by exploiting the knowledge from the pre-trained

model. Moreover, we initialized sentence similarity as a new performance metric for the

semantic error, which is a measure closer to human judgement. The simulation results

has demonstrated that the DeepSC outperforms various benchmarks, especially in the

low SNR regime. The proposed transfer learning aided DeepSC has shown its ability

to adapt to different channels and knowledge with fast convergence speed. Therefore,

our proposed DeepSC is a good candidate for text transmission, especially in the low

SNR regime, which could be very useful for cases with massive number of devices to be

connected with the limited spectrum resource. In the next chapter, we will investigate

multimodal multi-user semantic communications for serving specific tasks.



Chapter 4

Task-Oriented Multi-User

Semantic Communications

In this chapter, the contributions are introduced in Section 4.1. The system model is

introduced in Section 4.2. The proposed single-modal multi-user semantic communica-

tions are proposed in Section 4.3. Section 4.4 details the proposed multimodal multi-user

semantic communications. Numerical results are presented in Section 4.5 to show the

performance of the proposed frameworks. Finally, Section 4.6 concludes this chapter.

4.1 Introduction

While semantic communications have shown the potential in the case of single-modality

single-user, its applications to multi-user remain limited. In this chapter, we investi-

gate the DL based single-modality and multimodal multi-user semantic communication

systems in consideration of three intelligent tasks: image retrieval, machine translation,

and VQA. For the design of multi-user semantic communications, we face the following

challenges:

• Question 1: How to extract semantic information at the transmitter for both single-

59
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modal and multimodal multi-user semantic communications?

• Question 2: How to reduce the interference from other users for both single-modality

and multimodal multi-user semantic communications?

• Question 3: How to process/fuse the received semantic information at the receiver

for multi-user semantic communications to transmit multimodal data?

For the above questions, we proposed three different DL enabled multiuser semantic

communication systems, named DeepSC-IR for image retrieval, DeepSC-MT for machine

translation, and DeepSC-VQA for VQA task, to address the aforementioned challenges.

The main contributions of this chapter are summarized as follows:

• We propose a Transformer [62] based transmitter structure, which is applicable for

both text and image transmission by effectively extracting semantic information

for different tasks. This addresses the aforementioned Q1.

• We demonstrate the efficient methods for training the proposed structure. In

particular, the transmitters and receiver in the proposed frameworks are trained

jointly to eliminate distortion from the channels and interference from other users.

This addresses the aforementioned Q2.

• Based on the proposed structure, we propose three different DL enabled mul-

tiuser semantic communication frameworks, named DeepSC-IR for image retrieval,

DeepSC-MT for machine translation, and DeepSC-VQA for VQA. Specially, we

propose a novel layer-wise Transformer, which can exploit more text information

to guide image information, to fuse the text and image information. This addresses

the aforementioned Q3.

• Based on extensive simulation results, the proposed frameworks outperform the

traditional communication systems with lower requirements on the communication

resources and improved system robustness at the low SNR regimes.
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Figure 4.1: The proposed framework for multi-user semantic communication systems.

4.2 System Model

As shown in Fig. 4.1, we consider the multi-user semantic communication system, which

consists of one receiver equipped with M antennas and K single-antenna transmitters.

We will focus on the multi-user semantic communication system with single-modal data

and multimodal data to transmit, respectively. The single-modal multi-user scenario

means that each user transmits independent semantic information to perform its own

task. The multimodal multi-user scenario indicates that the different types of data from

different users are semantically complementary. The semantic complementary means

the different multimodal data, e.g., image and text, can provide the complementary

information for each other. For example, images are usually associated with tags and

text explanations.

4.2.1 Semantic Transmitter

As shown in Fig. 4.1, we denote the source data of the k-th user as sQk with modality

Q ⊆ {I : image, T : text,V : video,S : speech}, where each source contains the semantic

information. The semantic information is extracted first by

zQ
k = S

(
sQk ;αQ

k

)
, (4.1)
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where zQ
k ∈ RLS×1 is the semantic information with length LS

1 and S
(
·;αQ

k

)
is the

modality Q semantic encoder for the k-th user with learnable parameters αQ
k . Due to

the limited resource and complex wireless communication environments, the semantic

information of the k-th user is compressed by

xQ
k = C

(
zQ
k ;βQ

k

)
, (4.2)

where xQ
k ∈ CLC×1 is the transmitted complex signal with length LC < LS and C (·;βk)

is the k-th user JSC encoder for modality Q with learnable parameters, βk. The neural

JSC encoder in semantic communications compresses semantic information to reduce the

number of transmitted symbols, as well as improve the robustness to channel variations.

After the joint source-channel encoder, the signal power is normalized as

1

Lc
E
[
∥xQ

k ∥
2
2

]
≤ P, (4.3)

where P is the power constraint for each transmitter.

4.2.2 Semantic Receiver

When the transmitted signal passes a multiple-input multiple-output (MIMO) physical

channel, the received signal, Y ∈ CM×LC , at the receiver can be expressed as

Y = HX + N, (4.4)

where XT =
[
xQ
1 ,x

Q
2 , · · · ,x

Q
K

]
∈ CLC×K denotes transmit symbols from all K users,

H = [h1,h2, ...,hK ] ∈ CM×K is the channel matrix between the BS and users. For

the Rayleigh fading channel, the channel coefficients follows hk ∼ CN (0, IM ); for the

Rician fading channel, it followshk ∼ CN (µ1M×1, σ
2IM ) with µ =

√
r/(r + 1) and σ =√

1/(r + 1), where IM is theM×M is the identity matrix, 1M×1 is the all-one vector with

1The transmitted lengths of zQ
k for different users could be different. To simplify the analysis, we

choose the same length here for all users.
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length M , and r is the Rician coefficient. N ∈ CM×LC denotes the circular symmetric

Gaussian noise. The elements of N are i.i.d with zero mean and variance σ2n, and SNR

is
∑
k

∥∥hkx
Q
k

∥∥2/σ2n.

Subsequently, the transmitted signals are recovered by the linear minimum mean-

squared error (L-MMSE) detector with the estimated CSI, which could be given by

X̂ = ĤH
(
ĤĤH + σ2nI

)−1
Y, (4.5)

where X̂T =
[
x̂Q
1 ; x̂Q

2 ; · · · ; x̂Q
K

]
∈ CLC×K is the recovered transmitted signals, Ĥ =

H+∆H is the estimated CSI, in which ∆H is the estimation error with ∆H ∈ CN (0, σ2e).

Here, σ2e is the measure of how accurate the channel estimation is.

The semantic information from the k-th user, ẑQ
k ∈ RLS×1, is recovered by the JSC

decoder as

ẑQ
k = C−1

(
x̂Q
k ;γQ

k

)
, (4.6)

where C−1
(
x̂Q
k ;γQ

k

)
2 is JSC decoder for the k-th user with the modality Q and the

learned parameters γQ
k . The JSC decoder aims to decompress the semantic information

while mitigating the effects of channel distortion and inter-user interference. For serving

the different transmission tasks, we will have the single-modal semantic receiver and the

multimodal semantic receiver.

4.2.2.1 Single-Modal Semantic Receiver

For single-modal semantic transmission, the semantic information from each user is

exploited to perform different tasks independently. The recovered semantic information

is employed for the task of the k-th user by

pQ
k = S−1

(
ẑQ
k ;φQ

k

)
, (4.7)

2In order to reduce the number of representation symbols, we use ·−1 here to represent the decoder.
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where pQ
k is the predicted probability of the task, e.g., the predict probability of each

word in the translated sentence for the machine learning task, and retrieval results for

the image retrieval task. S−1(·;φQ
k ) is the modality Q semantic decoder for the k-th

user with learning parameters φQ
k .

4.2.2.2 Multimodal Semantic Receiver

With the multimodal semantic information, the final task is performed directly by merg-

ing the semantic information from different users. This is expressed by

p = S−1
(
ẑQ
1 , ẑ

Q
2 , · · · , ẑ

Q
K ;φ(1,2,··· ,K)

)
, (4.8)

where p is the results of the multimodal task and S−1
(
·;φ(1,2,··· ,K)

)
is the multimodal

semantic decoder with learnable parameters φ(1,2,··· ,K).

4.3 Single-Modal Multi-user Semantic Communications

In this section, we focus on the multi-user semantic communication system to transmit

single-modal data from multiple users. We propose semantic communication systems

for the image retrieval task (e.g., DeepSC-IR), and the machine translation task (e.g.,

DeepSC-MT). Particularly, we adopt the vision Transformer for image understanding

and text Transformer for text understanding, in which the vision Transformer and text

Transformer are assumed to have the same network structure.

4.3.1 Image Retrieval Task

Assume that DI
k =

{
(sIk,j , l

I
k,j)

}D

j=1
with size D is the training image dataset for the

k-th user, where sIk,j and lIk,j are the j-th image and its corresponding label in DI
k ,

respectively. SIR
(
·;αI

k

)
, CIR

(
·;βI

k

)
, and C−1

IR

(
·;γI

k

)
represent the semantic encoder,

JSC encoder, and JSC decoder of the i-th user for the image retrieval task, respectively.
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Figure 4.2: The proposed network structure of single-modal multi-user semantic com-
munications, including the DeepSC-IR transceiver and DeepSC-MT transceiver.

4.3.1.1 Model Description

The proposed image retrieval network is shown in Fig. 4.2. Specifically, the DeepSC-IR

transmitter consists of an image semantic encoder to extract image semantic informa-

tion to be transmitted and a JSC encoder to compress the semantic information, where

the semantic encoder includes multiple vision Transformer layers and the JSC encoder

uses fully-connected layers with different units. Compared with CNNs, the vision Trans-
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former can be better in capturing the global features and more robust to input image

distortions. Specifically, we choose only the <CLS> vector-token to be transmitted as it

represents the global image information. After transmitting and performing signal detec-

tion, the DeepSC-IR receiver employs the JSC decoder with different units to recover the

transmitted image semantic information. Compared with CNNs, the FC layer is good

at dealing with the two-dimensions inputs and preserving the entire attributes at once.

The recovered semantic information after the JSC decoder at the receiver can be

used to match the other image semantic information in the database by computing the

euclidean distance to find similar images as

d(zI
k,j , z

I
k,i) =

∥∥zI
k,j − zI

k,i

∥∥
2
. (4.9)

The euclidean distance becomes the cosine similarity when zI
k,j and zI

k,i are l2 normalized.

4.3.1.2 Training Algorithm

As shown in Algorithm 4.1, the training process of the DeepSC-IR consists of two phases

due to different loss functions. The first phase is to train the semantic encoder, and the

second phase is to train the JSC codec.

In the first phase, the semantic encoder will be trained by the function, Train

Semantic Encoder. Different from other tasks, image retrieval is performed by com-

puting the distance between images to return similar images. Therefore, we choose met-

ric learning as the learning paradigm. Such paradigm aims at minimizing the distance

between images belonging to the same category and maximizing the distance between

images belonging to different categories. The loss function [101] is expressed by

LIR = E

 ∑
lIk,j=lIk,i

(
1 − (zI

k,j)
TzI

k,i

) + E

 ∑
lIk,j ̸=lIk,i

(
(zI

k,j)
TzI

k,i − ξ
)
+

, (4.10)

where the operator (x)+ returns max (x, 0), zI
k,j is the image semantic information, i.e.,
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the <CLS> token from the outputs of image semantic encoder, ξ is a constant margin

to prevent the training signal from being overwhelmed by easy negatives. After training

the semantic encoder with (4.10), the semantic encoder becomes capable of extracting

semantic image information, which returns a smaller euclidean distance if they are from

images within the same category.

In order to compress semantic redundancy while overcoming the distortion from the

channels, the JSC codec is trained in the second phase. The MSE [134] is employed

as the loss function to minimize the difference between the transmitted and recovered

semantic image information, which is represented as

LMSE = E
[∥∥ẑI

k,j − zI
k,j

∥∥2
2

]
, (4.11)

where ẑI
k,j is the semantic image information recovered at receiver and zI

k,j is the trans-

mitted semantic image information. By minimizing the LMSE, the JSC codec will learn

to compress and decompress semantic image information for fewer transmitted symbols

while guaranteeing on accurate semantic recovery by dealing with the distortion and

interference from the channels and inter-users.

4.3.2 Machine Translation Task

Assume DT
k =

{
(sTk,j ,p

T
k,j)

}D

j=1
with size D as the training text dataset for the k-th

user, where sTk,j and pT
k,j are the j-th sentence in the source language and the translated

sentence in the target language, respectively. sTk,j [n] and pT
k,j [n] represent the n-th

word in sentence sTk,j and pT
k,j , respectively. SMT

(
·;αT

k

)
, CMT

(
·;βT

k

)
, C−1

MT

(
·;γT

k

)
, and

S−1
MT

(
·;φT

k

)
represent the semantic encoder, JSC encoder, JSC decoder, and semantic

decoder of the k-th user for the machine translation task, respectively.

4.3.2.1 Model Description

The proposed machine translation network is shown in Fig. 4.2. The transmitter includes

a text semantic encoder and a text JSC encoder to extract and compress the semantic text
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Algorithm 4.1: DeepSC-IR Training Algorithm.

1: Input: The training dataset Di.
2: Function: Train Semantic Coder{}
3: Choose mini-batch data {(si,j , li,j)}n+B

j=n from Di.

4: {SIR (si,j ;αi)}n+B
j=n → {zi,j}n+B

j=n ,

5: Compute the LIR by (4.10) with {zi,j}n+B
j=n ,

6: Train αi → Gradient descent (αi,LIR),
7: Return SIR (;αi).

1: Function: Train JSC Codec{}
2: Choose mini-batch data {(si,j , li,j)}n+B

j=n from Di.
3: Transmitter:
4: SIR (si,j ;αi) → zi,j ,
5: CIR (zi,j ;βi) → xi,j ,
6: Transmit xi,j over the channel,
7: Receiver:
8: Receive Y,
9: MIMO detection by (4.5) to get x̂i,j ,

10: C−1
IR (x̂i,j ;γi) → ẑi,j ,

11: Compute the LMSE by (4.11) with zi,j , ẑi,j ,
12: Train βi,γi → Gradient descent (βi,γi,LMSE),
13: Return CIR (;βi), C

−1
IR (;γi).

information, respectively, where the text semantic encoder adopts multiple Transformer

encoder layers and the designed text JSC encoder in Fig. 4.2 is with multiple dense layers.

Compared with RNNs, the Transformer can be better in capturing the relations between

sentences and trained significantly faster than architectures based on recurrent layers. At

the receiver, the designed text JSC decoder recovers the semantic text information from

distorted signals. Subsequently, the semantic decoder consists of multiple Transformer

decoder layers to derive the translated sentence based on the recovered semantic text

information.

4.3.2.2 Training Algorithm

As shown in Algorithm 4.2, the training process of DeepSC-MT consists of three phases:

Train Semantic Codec, Train JSC Codec, and Train Whole Network.

The first phase is Train Semantic Codec. The semantic codec, SMT
(
·;αT

k

)
and

S−1
MT

(
·;φT

k

)
, will be trained firstly with the CE loss function, which enables the model
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Algorithm 4.2: DeepSC-MT Training Algorithm.

1: Input: The training dataset Di.
2: Function: Train Semantic Codec{}
3: Choose mini-batch data {(sk,j ,pk,j)}n+B

j=n from DT
k.

4: For j = n→ n+B
5: SMT (sk,j ;αk) → zk,j ,
6: S−1

MT (zk,j ;φk) → p̂k,j ,
7: Compute the LMT by (4.12) with pk,j , p̂k,j ,
8: End
9: Train αk,φk → Gradient descent (αk,φk,LMT),

10: Return SMT (;αk), S−1
MT (;φk).

1: Function: Train JSC Codec{}
2: Choose mini-batch data {(sk,j ,pk,j)}n+B

j=n from DT
k.

3: For j = n→ n+B
4: Transmitter:
5: SMT (sk,j ;αk) → zk,j ,
6: CMT (zk,j ;βk) → xk,j ,
7: Transmit xk,j over the channel,
8: Receiver:
9: Receive Y,

10: MIMO detection by (4.5) to get x̂k,j ,
11: C−1

MT (x̂k,j ;γk) → ẑk,j ,
12: Compute the LMSE with (4.13),
13: Train βk,γk → Gradient descent (βk,γk,LMSE),
14: Return CMT (;βk), C−1

MT (;γk).

1: Function: Train Whole Network{}
2: Choose mini-batch data {(si,j , li,j)}n+B

j=n from Di.
3: For j = n→ n+B
4: Repeat line 5, 4-11, and 6 to get p̂T

k,j ,
5: Compute the LMT by (4.12) with pk,j , p̂k,j ,
6: Train αk,βk,γk,φk → Gradient descent (αk,βk,γk,φk,LMT),
7: Return SMT (;αk), CMT (;βk), C−1

MT (;γk), S−1
MT (;φk).

to convert the meaning to the target sentence by learning the target language word

distribution. The CE loss function [58] is represented by

LMT = E

[
−
∑
n

P (pT
k,j [n])log

(
P (p̂T

k,j [n])
)]
, (4.12)

where P (p̂T
k,j [n]) is the predicted probability that the n-th word appears in sentence p̂T

k,j ,

and P (pT
k,j [n]) is the real probability that the n-th word appears in the sentence pT

k,j .
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Figure 4.3: The proposed network structure of multimodal multi-user semantic commu-
nication system with DeepSC-VQA transceiver.

After convergence, the model learns the syntax, phrase, the meaning of words in the

target language.

In the second training phase that is listed as Train JSC Codec of Algorithm 2, the

JSC codec, CMT(·;βT
k ) and C−1

MT (·;γT
k ), are also trained to learn the compress and decom-

press semantic text information, as well as deal with the channel distortion and multi-user

interference with the MSE loss function given by

LMSE = E
[∥∥ẑT

k,j − zT
k,j

∥∥2
2

]
, (4.13)

where ẑT
k,j is the recovered semantic text information at the receiver and zT

k,j is the

transmitted semantic text information, i.e., the all outputs of text semantic encoder.

Different from the DeepSC-IR training algorithm, there exists a semantic decoder at

the DeepSC-MT receiver. This means that semantic errors between ẑT
k,j and zT

k,j can

be mitigated by jointly training the whole system shown as Train Whole Network in
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Algorithm 2 with the loss function (4.12).

The separate training can make it easier to fit with adaptive communication envi-

ronment. e.g., new channel environment. With such a separate design, we only need to

replace and train the JSC encoder, and then train the entire system for several epochs,

which can converge quickly and reduce the difficulty of design. In contrast, with the

joint design, we will have to re-design and re-train the entire system from scratch. Even

if the system is designed separately, it can still be trained and optimized jointly due to

the advantages of deep learning.

4.4 Multimodal Multi-user Semantic Communications

In this section, the multimodal multi-user semantic communications are investigated for

serving the VQA task, namely DeepSC-VQA, in which the transmitters adopt the same

structures as that of DeepSC-IR for images and DeepSC-MT for texts. They also share

the same JSC decoder design. Particularly, a novel semantic decoder is proposed to

merge the image-text semantic information.

4.4.1 Model Description

Assume that the k-th user for image transmission and the i-th user for text transmis-

sion, DI,T
k,i =

{
(sIk,j , s

T
i,j , l(k,i),j)

}D

j=1
with size D is the training dataset, where sIk,j is

the j-th image from the k-th user, sTi,j is the j-th text from the i-th user, and l(k,i),j is

the answer label for sIk,j and sTi,j . SVQA
(
·;αI

k

)
, CVQA

(
·;βI

k

)
, C−1

VQA

(
·;γI

k

)
are the image

semantic encoder, image JSC encoder, and image JSC decoder of the k-th user, respec-

tively. SVQA
(
·;αT

i

)
, CVQA

(
·;βT

i

)
, C−1

VQA

(
·;γT

i

)
are the text semantic encoder, text JSC

encoder, and text JSC decoder of the i-th user, respectively. S−1
VQA

(
·;φ(k,i)

)
represents

joint semantic decoder of the i-th and the k-th user for the VQA task.

As shown in Fig. 4.3, the proposed DeepSC-VQA network consists of one image

transmitter, one text transmitter, and one receiver for simplicity. For the DeepSC-VQA
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transmitters and receivers, we adopt the same structures as the image transmitter of

DeepSC-IR and text transmitter of DeepSC-MT to unify the transmitter paradigm. At

the receiver, the structures of the image JSC decoder and text JSC decoder are also

the same as that of the image JSC decoder in DeepSC-IR and that of the text JSC

decoder in DeepSC-MT. Besides, we develop a new semantic decoder network for image-

text information fusion, which includes two modules: information query module and

information fusion module.

4.4.1.1 Information Query

Image and text are with different modalities, in which each modality can provide the

semantic complementary information for each other. To exploit the semantic comple-

mentary, the layer-wise Transformer is adopted. Fig. 4.4 shows the comparison between

the classic Transformer and the layer-wise Transformer. Different from the classic Trans-

former, where the decoder layers exploit the output tokens of the last layer of encoder as

the input, the layer-wise Transformer employs the output tokens of each encoder layer

as the input of each decoder layer. Such a design can generate more text information

than classic Transformer and guide the image information query in the decoder more

efficiently, which does not introduce any costs.

4.4.1.2 Information Fusion

After the information query, the layer-wise Transformer has already captured keywords

in the text information and the corresponding regions in image information, which has

reflected in the output tokens. We will then need to fuse keywords and the corresponding

image regions to get the answer. As mentioned in Section II, the <CLS> token repre-

sents the global descriptor. Therefore, the <CLS> tokens in the output tokens of the

Transformer encoder and Transformer decoder represent the global text information and

global image information, respectively. Using the text <CLS> and image <CLS>, we

design the information fusion module as shown in Fig. 4.3, where dropout layers are used

here to avoid over-fitting. Compared with employing descriptor fusion networks to get
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Figure 4.4: Comparison between classic Transformer and layer-wise Transformer.

global descriptor, the proposed information fusion employ the <CLS> global descriptors

directly and achieve the similar answer accuracy but without the additional descriptor

fusion networks.

4.4.2 Training Algorithm

Similar to the DeepSC-MT training algorithm, the DeepSC-VQA is trained jointly by

three phases but with different loss functions.

The first phase is Train Semantic Codec, the semantic codec of DeepSC-VQA,

SVQA
(
·;αI

k

)
, SVQA

(
·;αT

i

)
, S−1

VQA

(
·;φ(k,i)

)
, is trained jointly by the CE loss function,

LVQA = E
[
−P

(
l(k,i),j

)
log

(
P
(
l̂(k,i),j

))]
, (4.14)

where P (l(k,i),j) and P (l̂(k,i),j) are the real and predicted probability of answer, respec-

tively. By reducing the loss value of CE, the network learns to predict the answer with

the highest probability of accuracy.

After training the semantic codec, JSC codecs are trained to compress by JSC encoder

to reduce the number of transmitted symbols, and then decompress by the JSC decoder

to recover semantic information accurately over multiple user physical channels. The

image and text JSC codec are trained jointly by the function Train JSC Codec, in
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which the loss function is designed as

L(VQA)
MSE = E

[∥∥ẑI
k,j − zI

k,j

∥∥2
2

+
∥∥ẑT

i,j − zT
i,j

∥∥2
2

]
, (4.15)

where zI
k,j and zT

i,j are the transmitted semantic image and text information, respectively.

ẑI
k,j and ẑT

i,j are the recovered semantic image and text information at the receiver,

respectively.

There exists error propagation from the JSC decoders to the semantic receiver because

of the imperfect semantic information recovery in the low SNR regimes. Therefore, the

whole DeepSC-VQA network is trained jointly with loss function (4.14) to reduce the

error propagation, which is the function Train Whole Network.

4.5 Simulation Results

In this section, we compare the proposed multi-user semantic communication systems

with traditional source coding and channel coding methods over various channels, in

which both the perfect and imperfect CSI are considered.

4.5.1 Implementation Details

4.5.1.1 The Datasets

We choose four popular datasets commonly used for the image retrieval task. Stanford

Online Products [135] consists of 120,053 online products images representing 22,634

categories, in which 11,318 categories are used for training and the remaining 11,316

categories are used for testing. CUB-200-2011 [136] has 200 bird categories with 11,789

images. We split the first 100 classes for training and the rest of 100 classes for testing.

Cars196 [137] contains 16,185 images corresponding to 196 car categories with the first

98 categories to be used for training. The remaining 98 categories are used for testing.

In-Shop Clothes [138] contains 72,172 cloth images belonging to 7,986 categories, in

which 3997 categories are used for training and the other 3985 categories will be used
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for testing.

For the machine translation task, we adopt the WMT 2018 Chinese-English news

track, which contains 202,221 pairs for training and 50,556 pairs for testing. The dataset

is filtered into the length of English sentences with 5 to 75 words.

For the VQA task, we adopt the popular dataset: CLEVR [139], which consists of a

training set of 70,000 images and 699,989 questions and a test set of 15,000 images and

149,991 questions.

4.5.1.2 Training Settings

The image semantic encoder of DeepSC-IR is based on the public implementation of

DeiT-small model3 with 12 Transformer encoder layers, in which the width of each

layer is 384. The setting of the Train Semantic Encoder of DeepSC-IR is the Adam

optimizer with learning rate 3×10−5, weight decay 5×10−4, batch size of 64, and epoch

of 40. The setting of the Train JSC Encoder of DeepSC-IR is the Adam optimizer with

learning rate 1 × 10−3, batch size of 64, and epoch of 100. During the training phase,

the data augmentation is used to resize the image to 256 × 256 and then take a random

crop of size 224 × 224 combined with random horizontal flipping. In the test phase, the

images are resized to 256 × 256 first and centrally cropped to 224 × 224.

The text semantic codec of DeepSC-MT is based on the public implementation of the

Transformer model4 with 6 Transformer encoder layers and decoder layers, in which the

width of each layer is 512. The setting of the Train Semantic Codec of DeepSC-MT

is the Adam optimizer with learning rate 1 × 10−5, betas of 0.9 and 0.98, batch size of

64, and epoch of 10. The setting of the Train JSC Codec of DeepSC-MT is the Adam

optimizer with learning rate 1 × 10−3, batch size of 64, and epoch of 20. The setting

of the Train Whole Network of DeepSC-MT is the same as that of Train Semantic

Codec but with epoch of 20.

3https://github.com/facebookresearch/deit.
4https://huggingface.co/Helsinki-NLP.
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The image semantic encoder of DeepSC-VQA is also based on the pre-trained DeiT-

small model but the other parts are trained from scratch, where the text semantic encoder

is with 6 Transformer encoder layers and the semantic decoder is with 4 Transformer

encoder layers and decoder layers. We freeze the image semantic encoder to speed up

training. The output dimension for the vision Transformer and text Transformer are

set differently, which requires the dimension increasing operations after the image JSC

decoder. The dimension-increasing operations successively include the dropout layer,

dense layer from 384 to 512, ELU activation layer, dropout layer, and dense layer from

512 to 512, and ELU activation layer. The setting of the Train Semantic Codec of

DeepSC-VQA is the Adam optimizer with learning rate 1 × 10−4, betas of 0.9 and 0.98,

batch size of 64, and epoch of 80. The setting of the Train JSC Codec of DeepSC-VQA

is the Adam optimizer with learning rate 1 × 10−3, batch size of 128, and epoch of 30.

The setting of Train Whole Network of DeepSC-MT is the same as that of the Train

Semantic Codec but with epoch of 10. The data augmentation is used to resize images

to 224 × 224 with BICUBIC interpolation for both training and testing.

4.5.1.3 Benchmarks and Performance Metrics

Our benchmark will adopt several typical source and channel coding methods.

• Error-free transmission: The full, noiseless images and texts are delivered to the

receiver, which will serve as the upper bound.

• Semi-conventional method: Transmit the semantic information, which is extracted

by semantic encoder, by conventional separate source-channel coding, we use the

following technologies, respectively:

– 8-bit µ-law quantization for mapping semantic information into bits;

– Low-density parity-check code (LDPC) for channel coding.

– 8-QAM for modulation.



Chapter 4. Task-Oriented Multi-User Semantic Communications 77

• Conventional methods: To perform the source and channel coding separately, we

use the following technologies, respectively:

– 8-bit unicode transformation format (UTF-8) encoding for text source coding,

a commonly used method in text compression;

– Joint photographic experts group (JEPG) for image source coding, a widely

used method in image compression;

– Turbo coding for text channel coding, popular channel coding for a small size

file;

– LDPC for image channel coding, and classic channel coding for big size files.

• Hybrid methods: Transmit multimodal data by using conventional methods and

proposed DeepSC together. We use the following technologies, respectively:

– UTF-8 and Turbo coding for text transmission and DeepSC-VQA for image

transmission;

– JPEG and LDPC coding for image transmission and DeepSC-VQA for text

transmission.

In the simulation, the coding rate is 1/3 and the block length is 256 for the Turbo

codes. The LDPC codes employ DVB-S.2 standard. Specifically, the coding rate is 1/3,

the size of parity-check matrix is 43, 200 × 64, 800, and the block length is 64,800. We

employ the LS channel estimation, in which perfect and imperfect CSI are considered

with σ2e = 0 and σ2e = σ2n, respectively. We set r = 2 for Rician channels and H = I for

AWGN channels. The coherent time is set as the transmission time for each batch in the

simulation. We set M = K = 2 for metrics versus SNRs and M = K > 2 for metrics

versus different number of users.

The Recall@1 evaluation metric [140] is adopted as performance metric for the image

retrieval task, which is the ratio of the number of correct retrieval top-1 images and the
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number of all related images. BLEU score is adopted for the machine translation task

[128] by comparing the n-grams words between the predicted sentence and the reference

sentence. Answer accuracy is used for VQA task to compute the ratio between the

number of correct answers and the number of all generated answers.
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Figure 4.5: Recall@1 comparison between DeepSC-IR and JPEG-LDPC with 8-QAM
over different channels, in which the dataset is CUB-200-2011.

4.5.2 Single-Modal Multi-User Semantic Communication

The Recall@1 performance comparison for different channels on CUB-200-2011 and for

different datasets over Rician channels are shown in Fig. 4.5 and Fig. 4.6, respectively.

From Fig. 4.5, for different channels on CUB-200-2011, the proposed DeepSC-IR provides

a significant gain at the low SNR regimes and approaches to the upper bound at the
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Figure 4.6: Recall@1 comparison between DeepSC-IR and JPEG-LDPC with 8-QAM
for different datasets under Rician channels.
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high SNR regimes among the reported methods, outperforming the JPEG-LDPC with

8-QAM by a margin of more than 24 dB gain for 0.4 Recall@1 over fading channels. From

Fig. 4.6, for different datasets over Rician channels, the DeepSC-IR also outperforms the

JPEG-LDPC with 8-QAM in the three popular datasets at Recall@1 with more than

24 dB gain, respectively. In both figures, transmitting semantic information by µ-law

quantization and LDPC also provides the higher Recall@1 at all SNR regimes compared

to JPEG-LDPC, which validates the robustness of semantic information to the noise. In

addition, replacing the µ-law quantization and LDPC with DL-enabled JSC, a significant

improvement to the Recall@1 at the low SNR regimes appears. This suggests that

the DL-enabled JSC can further improve the robustness to noise. Besides, exploiting

dynamically imperfect CSI considerably decreases the performance at Recall@1 but still

outperforms the benchmarks.

The BLEU score performance comparison for different channels on English-to-Chinese

and on Chinese-to-English is reported in Fig. 4.7. From Fig. 4.7, on English-to-Chinese

over different channels, the DeepSC-MT outperforms the UTF-8-Turbo with QPSK at

the low SNR regimes over AWGN, as well as at all SNR regimes over fading channels.

More inaccurate CSI decreases BLEU score for both systems, in which the DeepSC-

MT outperforms the benchmark and retains its high robustness to imperfect CSI. On

Chinese-to-English over Rician channels, the DeepSC-MT performs well except at the

high SNR regimes. Although the UTF-8-Turbo in BSPK has a higher BLEU score than

DeepSC-MT as SNR increases, it performs worse than DeepSC-MT at all SNR regimes

w.r.t. imperfect CSI.

4.5.3 Multimodal Multi-User Semantic Communication

The answer accuracy performance comparison for VQA task over different channels is

presented in Fig. 4.8, in which the benchmark consists of the conventional method with

UTF-8-Turbo with BPSK for text and JPEG-LDPC with 8-QAM for image and two

hybrid methods. The DeepSC-VQA outperforms the benchmark at the low SNR regimes
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Figure 4.8: Answer accuracy comparison between DeepSC-VQA, conventional methods,
and hybrid methods, in which different channels are considered.
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Figure 4.9: Recall@1, BLEU score, and answer accuracy comparisons versus the number
of users over Rician channel with SNR = 18dB.
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over the AWGN channels and at all SNR regimes over fading channels. In particular,

the DeepSC-VQA achieves the upper bound at approximate SNR = 9dB over fading

channels. The answer accuracy considerably decreases from the AWGN to fading chan-

nels for benchmarks but experiences only little performance degradation at the low SNR

regimes and no performance loss at the high SNR regimes for DeepSC-VQA. Besides,

replacing one of the conventional methods (i.e., UTF-8 or JPEG) with DeepSC-VQA

achieves a higher answer accuracy in all SNR regimes than JPEG-UTF-8. This suggests

that employing semantic information can improve the robustness of multimodal data

transmission. For dynamic imperfect CSI in Fig. 4.8(c), the robustness of DeepSC-VQA

also outperforms all benchmarks and is better than that of JPEG-UTF-8 with 16dB

gain at 0.6 answer accuracy. Similarly, the transmitting semantic information can also

improve the answer accuracy for dynamic imperfect CSI compared to JPEG-UTF-8.

Table 4-A shows the answer accuracy comparison between the classic Transformer

and the layer-wise Transformer trained with 50 epochs. From Table 4-A, the layer-wise

Transformer with proposed fusion method outperforms the classic Transformer with

standard fusion method by 37.4% in terms of the answer accuracy. This also verifies the

effectiveness of DeepSC-VQA.

Table 4-A: Answer accuracy comparison between the layer-wise Transformer based mul-
timodal fusion method and the classic Transformer based standard fusion method.

Classic Transformer
with classic fusion

Classic Transformer
with proposed fusion

55.1% 57.3%

Layer-wise Transformer
with classic fusion

Layer-wise Transformer
with proposed fusion

92.5% 92.3%

4.5.4 Different Number of Users

In Fig. 4.9, different tasks versus the different number of users with MMSE detector

and LS detector are compared, in which perfect CSI is employed. For the MMSE detec-

tor, all proposed methods perform steadily as the number of users increases but the
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benchmarks experience performance improvement or degradation. The difference in

performance trends between benchmarks are because of the gains from channel coding

and low-order modulation methods. Both for image retrieval task and VQA task, the

DeepSC-IR and DeepSC-VQA outperform their benchmarks at Recall@1 and at answer

accuracy, respectively, in which the performance at Recall@1 and answer accuracy of

benchmarks decrease first and achieve floor as the number of users increases. For the

machine translation task, the BLEU score of the benchmark increases with the number

of users, making the benchmark outperform DeepSC-MT with respect to perfect CSI.

The performance floor appears in the MMSE detector is because the MMSE has capable

of reducing the multi-access interference [141].

For the LS detector, the Recall@1, BLEU score, and answer accuracy of all methods

decrease as the number of users increases due to the inter-user interference, in which

all proposed semantic communication systems outperform the benchmarks with a little

bit performance degradation. This indicates that the proposed semantic communication

systems show high robustness to inter-user interference than that of the benchmarks.

4.5.5 Number of Transmitted Symbols

The numbers of transmission symbols for different methods are compared in Table 4-B.

For image transmission, the proposed multi-user semantic communication systems sig-

nificantly decrease the number of transmission symbols, especially for the image retrieval

task with the DeepSC-IR only transmitting 0.02% symbols of the benchmarks for one

image. For text transmission, although the proposed methods transmit a similar or

slightly more number of symbols compared with the benchmark in machine transla-

tion task, they achieve approximately 50% saving in the numbers of symbols when the

benchmark employs a lower order modulation in the VQA task. This suggests that

the proposed multi-user semantic communications can decrease the transmission delay

with a lower number of transmission symbols and hence are suitable for lower latency

scenarios.
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4.5.6 Computational Complexity

The computational complexity for different methods is compared in Table 4-C. We only

analyze the complexity of channel coding for both methods because the other parts

are shared in both methods and the complexity of source coding is low and can be

omitted. The computational complexity of the proposed method mainly depends on

the matrix multiplication. For the traditional method, we mainly calculate the decode

complex per bit, which mainly follows the computation method shown in [142]. For

image transmission, all of the proposed methods have a lower computational complexity

than traditional methods, in which the complexity of DeepSC-IR can decrease by more

than one order of magnitude. For text transmission, the proposed DeepSC-MT shows

a similar computational complexity in English transmission but has a slightly higher

computational complexity in the Chinese transmission compared to the benchmarks.

This suggests that the proposed multi-user semantic communication systems achieve

lower power consumption when transmitting a large size of data.

4.6 Summary

In this chapter, we have explored task-oriented multi-user semantic communications to

transmit data with single-modality and multiple modalities, respectively. We consid-

ered two single-modal tasks, image retrieval and machine translation, as well as one

multimodal task, VQA. In this context, we have proposed three Transformer based

transceivers, DeepSC-IR, DeepSC-MT, and DeepSC-VQA, which share the same trans-

mitter structures but with different receiver structures. Each transceiver is trained jointly

by the proposed training algorithm. In addition, all of the proposed multi-user semantic

communication systems were found to outperform the traditional ones in the low SNR

regimes and provide graceful performance degradation with imperfect CSI. For both

image retrieval and VQA tasks, the proposed DeepSC-IR and DeepSC-VQA can provide

more than 18 dB gain and reduce by more than 50% the number of transmission symbols

and computational complexity compared to traditional communications. In particular,
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compared with traditional methods, DeepSC-IR only needs 1‰ transmission symbols on

average and decreases the complexity by more than one order of magnitude. As a result,

we conclude that multi-user semantic communication systems are an attractive alter-

native to traditional communication systems for particular tasks. In the next chapter,

we will investigate the semantic communication with memory to perform the memory

tasks.



Chapter 5

Semantic Communications with

Memory

In this chapter, the contributions are introduced in Section 5.1. The system model is

introduced in Section 5.2. The semantic communication system with memory module is

proposed in Section 5.3. Section 5.4 details the proposed dynamic transmission methods.

Numerical results are presented in Section 5.5 to show the performance of the proposed

frameworks. Finally, Section 5.6 concludes this chapter.

5.1 Introduction

Compared the human communication system [143], the existing semantic communica-

tion systems miss an important module, memory. In general, memory can be categorized

into short-term memory to enable scenario conversations and long-term memory to help

humans train their thinking. Introducing the memory module to semantic communica-

tions will enable the system to execute not only memoryless tasks but also tasks with

memory. Memoryless tasks are only related to the current input, e.g., the aforemen-

tioned tasks, while tasks with memory are related to both the current input and the

past inputs, e.g., scenario question answer and scenario conversations. Considering the

90
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memory module, the communication between machines and human-to-machine will be

more intelligent and human-like. For the design of semantic communication systems

with memory, we face the following challenges:

Q1 : How to design the semantic-aware transceiver with memory module?

Q2 : How to ensure the effectiveness of transmitting memory over multiple time slots?

For the above questions, we investigate the task-oriented semantic communication

for memory tasks by using the scenario question answer task as an example. We develop

a DL enabled semantic communication system with memory (Mem-DeepSC) to address

the aforementioned challenges. The main contributions of this chapter are summarized

as follows:

• Based on the universal Transformer [99], a transceiver with a memory module is

proposed. In the proposed Mem-DeepSC, the transmitter can extract the seman-

tic features at the sentence level effectively and the receiver can process received

semantic features from the previous time-slots by employing the memory module,

which addresses the aforementioned Q1.

• To make the Mem-DeepSC applicable to various SNRs, the relationship between

the length of semantic signal and channel noise between semantic noise and channel

noise is derived. Especially, two dynamic transmission methods are proposed to

preserve semantic features from distortion and reduce the communication resources.

Two lower bounds of mutual information are derived to train the dynamic trans-

mission methods. This addresses the aforementioned Q2.

5.2 System Model

As shown in Fig. 5.1, we consider a single-input single-output (SISO) communication

system, which is with one antenna at the transmitter and one at the receiver. The

transceiver has three modules, a semantic codec to extract the semantic features of
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the source and perform the task, a JSC codec to compress and recover the semantic

features over the channels, and the memory module to store the context from different

time slots and help the semantic decoder to perform the task. We focus on the text

scenario question answer, therefore, the transmission can be categorized into two phases:

1) memory shaping to transmit the context to the receiver via multiple time slots; 2)

task execution to transmit the question to the receiver to get the answer.

5.2.1 Memory Shaping

Assume the k-th sentence is transmitted at the k-th time slot and denote sc and sq as

the context sentence and question sentence, respectively. In the memory shaping phase,

the transmitter sends the context, e.g., multiple sentences, images, or speeches, to the

receiver over multiple time slots. Then, with the semantic encoder and channel encoder,

the k-th context sentence over the k-th time slot can be encoded as

xc
k = C (S (sck;α) ;β) , (5.1)

where xc
k is the transmitted signals after the power normalization, S (·;α) and C (·;β) are

denoted as the semantic encoder with parameter α and channel encoder with parameter

β, respectively.

Transmitting the signals over the channels, the received signal can be presented as

yc
k = h⊙ xc

k + n, (5.2)

where h is the channel coefficients and n is the AWGN, in which n ∼ CN
(
0, σ2nIL

)
.

For the Rayleigh fading channel, the channel coefficient follows h ∼ CN (0, IL); for the

Rician fading channel, it follows h ∼ CN
(
µhIL×1, σ

2
hIL

)
with µh =

√
r/(r + 1) and σh =√

1/(r + 1), where r is the Rician coefficient. The SNR is defined as E(∥h⊙ xc
k∥

2)/E(∥n∥2).
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With the estimated CSI, ĥ, the transmitted signals, x̂k, can be detected by

x̂c
k = ĥH ⊙ yc

k ⊘
(
ĥ⊙ ĥH

)
. (5.3)

After signal detection, the semantic features can be recovered by

ẑc
k = C−1 (x̂c

k;γ) , (5.4)

where C−1 (·;γ) is denoted as the channel decoder with parameter γ. Then, the recovered

semantic features will be inputted into the memory module.

We model the memory module with the concept of short-term memory as the queue

with length K. The memory module at the k-th time slot is represented by

M(k) = [ẑc
k−K+1, ẑ

c
k−K+2, · · · , ẑc

k]. (5.5)

From (5.5), the memory queue is updated with the incoming received latest semantic

features and pop the oldest features out of the queue.

5.2.2 Task Execution

In the task execution phase, the transmitter sends the question sentence, sq, to the

receiver to perform the task. Specially, sq is encoded into xq by (5.1), transmitted over

the air, and decoded into ẑq by (5.4). In the scenario question answer task, the question

is not only related to only one context sentence but also multiple context sentences.

Therefore, the answer is predicted with the question and memory together, which is

represented as

â = S−1
([

ẑq,M(k)
]

;φ
)
, (5.6)

where S−1(·;φ) is the semantic decoder with parameters φ.
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Figure 5.1: The proposed framework for memory semantic communication systems.

5.3 Semantic Communication System with Memory

In this section, we design a semantic communication system with memory, named Mem-

DeepSC, to perform scenario question answer task, in which the universal Transformer

is employed for text understanding.

5.3.1 Model Description

The proposed Mem-DeepSC is shown in Fig. 5.2. The semantic encoder consists of

universal Transformer encoder layer with variable steps to extract the semantic feature

of each word. In order to reduce the transmission overheads, the summation operation

is taken here, in which these semantic features at the word level are merged to get one

semantic feature at the sentence level. The reason that we choose universal Transformer

in the semantic codec can be summarized as follows:

1. The universal Transformer can be trained and tested much faster than the archi-

tectures based on recurrent layers due to the parallel computation [99].

2. Compared with the classic Transformer, the universal Transformer shares the

parameters, which can reduce the model size.

With the sentence semantic feature, the JSC encoder employs multiple dense layers

to compress the sentence semantic feature. The reasons that we mainly use dense layer

in the channel codec can be summarized as follows:

1. The universal Transformer consists of dense layers to capture the text features.
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Figure 5.2: The proposed Mem-DeepSC.

The use of dense is consistent with the design of the universal Transformer.

2. The JSC codec aims to recover the whole semantic features. Compared with the

CNN layer to capture the local information, the dense layer is good at capturing

the global information and preserving the entire attributes, which follows the target

of the JSC codec.

At the receiver, the JSC decoder correspondingly includes multiple dense layers to

decompress sentence semantic feature and reduce the distortion from channels. The

semantic decoder also contains the universal Transformer encoder layer with variable

steps to find the relationship between the memory queue and the query feature to get

the answer. Especially, the memory queue does not contain the temporal information

inside. Therefore, temporal coding is employed to add temporal information to the
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memory queue, in which we adopt the positional coding [62] as the temporal coding.

5.3.2 Training Details

As shown in Algorithm 5.1, the training of Mem-DeepSC includes three steps, which is

similar to the training algorithm proposed in [89]. The first step is to train the semantic

codec. In order to improve the accuracy of answers, we choose the CE as the loss function

instead of the answer accuracy. The cross-entropy is given by

LCE = −p (a) log (p (â)) , (5.7)

where p (a) is the real probability of answer and p (â) is the predicted probability. After

convergence, the model learns to extract the semantic features and predict the answers.

The following proposition proved in Appendix A reveals the relationship between cross-

entropy and the answer accuracy.

Proposition 1. Cross entropy loss function is the refined function of answer accuracy

and is more stable during training.

With the trained semantic codec, the second step is to ensure the semantic features

transmitted over the air effectively. Thus, the JSC codec is trained to learn the com-

pression and decompression of the semantic features as well as to deal with the channel

distortion with the MSE loss function,

LMSE = ∥zc
k − ẑc

k∥
2 , (5.8)

where zc
k and ẑc

k are the original semantic features and the recovered semantic features,

respectively.

Finally, the third step is to optimize the entire system jointly to achieve the global

optimization. The semantic codec and JSC codec are trained jointly with the CE loss

function to reduce the error propagation between each modules.
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Algorithm 5.1: Mem-DeepSC Training Algorithm.

1: Function: Train Semantic Codec{}
2: Choose {(sc1, s

c
2, · · · , scK), sq, a} from dataset.

3: For k = 1 → K
4: S (sck;α) → Wc

k,
5: Take the summation operation, zc

k =
∑

j W
c
k,j ,

6: End For
7: S (sq;α) → Wq, and zq =

∑
j W

q
j ,

8: Form the memory queue M(K) by (5.5),
9: Take the temporal coding for M(K),

10: S−1
([
zq,M(K)

]
;φ

)
→ â,

11: Compute CE loss with a and â.
12: Train α,φ → Gradient descent with CE loss.
13: Return S (·;α) and S−1 (·;φ).

1: Function: Train JSC Codec

2: Choose Semantic features zc
k.

3: Transmitter:
4: C (zc

k;β) → xc
k,

5: Power Normalization,
6: Transmit xc

k over the air.
7: Receiver:
8: Receive yc

k,
9: Signal detection by (5.3) to get x̂c

k,
10: C−1 (x̂c

k;γ) → ẑc
k,

11: Compute MSE loss with zc
k and ẑc

k.
12: Train β,γ → Gradient descent with MSE loss.
13: Return: C (·;β) and C−1 (·;γ).

1: Function: Train Whole Network

2: Choose {(sc1, s
c
2, · · · , scK), sq, a} from dataset.

3: Repeat line 2-5, 12-19, and 6-8 to get â,
4: Compute CE loss with â and a.
5: Train α,β,γ,φ → Gradient descent with CE loss.
6: Return: S (·;α), S−1 (·;φ), C (·;β), and C−1 (·;γ).

With the Mem-DeepSC, the memory-related tasks can be performed. However, the

context is transmitted via multiple time slots. If each time slot has different channel

conditions, the damage to the semantic information is inevitable at the worse channel

conditions, which affects the prediction accuracy. Therefore, in order to preserve the

semantic information and save the communication overheads over multiple time slots,

we further develop an adaptive rate transmission method.



Chapter 5. Semantic Communications with Memory 98

5.4 Adaptive Rate Transmission

In this section, we derive the relationship between the length of semantic signal and chan-

nel noise, which inspires us to transmit different length signals according to SNRs. We

develop two dynamic transmission methods, importance mask and consecutive mask for

saving the communication resources and preventing the outage for memory transmission

to different SNRs.

5.4.1 The Relationship between the Length of Semantic Signal and

Channel Noise

Adaptive modulation has been developed for conventional communications [10], where

the modulation order and code rate change according to SNRs. The same spirit can

be used in semantic communications if there exists the relationship between the length

of semantic signal and channel noise. In this situation, we can achieve such adaptive

operation by masking some elements, i.e., masking less at low SNR regimes to ensure

the reliability of performing tasks and masking more elements at high SNR regimes to

achieve a higher transmission rate.

How many semantic elements should be transmitted? The existing works [77, 144]

employ neural networks to learn how to determine the number of transmitted semantic

elements dynamically, which lacks of interpretability. Therefore, we provide a theoretical

analysis of semantic-aware channel capacity to guide us to determine the number of

semantic elements at certain SNR.

The key is to find the relationship between the noise level and the number of elements

that can be transmitted correctly. Firstly, we model xc
k into

xc
k = rck + nmodel, (5.9)

where rck is the semantic information selected from the latent semantic codewords,

nmodel ∼ CN
(
0, σ2mI

)
is the model noise. We generally initialize the model weights
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with Gaussian distribution and apply the batch normalization/layer normalization to

normalize the outputs following N (0, 1) [145]. Therefore, we model the model noise with

Gaussian distribution. In deep learning, the model noise is caused by the unstable gra-

dients descending, the training data noise, and so on. The model noise can be alleviated

by the larger dataset, the refined optimizer, and the re-designed loss function but cannot

be removed.

Assume the length of xc
k is L. By applying the packing sphere theory [146], xc

k can

be mapped to the L-dimension sphere space as shown in Fig. 5.3(a). In the Fig. 5.3(a),

the smaller sphere represents the noise sphere with radius
√
Lσm and the larger sphere

is the signal sphere with radius
√
L(µ2max + σ2m), where µmax is the maximum value in

the latent semantic codewords. The reason that noise spheres spread the signal sphere is

that the latent semantic codewords have different constellation points. Communication

is reliable as long as the noise spheres do not overlap. Therefore, there exists a minimum

length of L to prevent the overlap from the model noise. In other words, the number

of semantic codewords that can be packed with non-overlapping noise sphere over the

model noise is

N =

(√
L (µ2max + σ2m)

)L

(√
L (σ2m)

)L
=

(
1 +

µ2max

σ2m

)L
2

. (5.10)

After transmitting xc
k over the AWGN channels, the received signals can be repre-

sented by submitting (5.9) into (5.2),

yc
k = rck + nmodel + nchannel, (5.11)

where n in (5.2) is re-denoted to nchannel. The yc
k can also be mapped to the L-dimension

sphere space shown in Fig. 5.3(b). Because of the channel noise, the radius of noise sphere

increases from
√
L(σ2m) to

√
L(σ2n + σ2m), which makes the noise spheres overlap.

Since the channel noise and model noise are independent, we can view the nchannel
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Figure 5.3: The example of semantic-aware channel capacity.

and nmodel as new channel noise, ñchannel = nchannel + nmodel, which is given by

yc
k = rck + ñchannel. (5.12)

Similar to the traditional wireless communication, we can capture the relation between

the length of the signal and the new channel noise, i.e., the adaptive rate transmission

scheme, by using Shannon’s theory. In order to eliminate the overlapping, one way is to

increase the length of xc
k from L to L1 to enlarge the volume of the signal sphere so that

the enlarged noise spheres do not overlap. Then, the number of semantic codewords that

can be packed with non-overlapping noise sphere over the model noise and the channel

noise is

N =

(√
L1 (µ2max + σ2m + σ2n)

)L1

(√
L1 (σ2m + σ2n)

)L1
=

(
1 +

µ2max

σ2m + σ2n

)L1
2

. (5.13)

The semantic codewords only describe the semantic information of the source and are

unrelated to the channel noise, which means that the numbers of semantic codewords
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in (5.10) and (5.13) are the same. Therefore, the relationship between L and L1 can be

derived as shown in proposition 2.

Proposition 2. Given the minimum length L to prevent from model noise, the minimum

length for reliable communication over AWGN channels is

L1 = L×
log

(
1 + µ2

max
σ2
m

)
log

(
1 + µ2

max
σ2
m+σ2

n

) . (5.14)

With proposition 2, the masked ratio to different SNRs can be computed theoretically.

5.4.1.1 Asymptotic Analysis

With (5.14), the asymptotic analysis can be derived into four cases listed below.

• Case 1: When σ2n → 0, then L1 → L. The number of transmitted symbols will

converge to minimum L. In this case, the semantic communication system can be

viewed as the compressor and decompressor.

• Case 2: When σ2n → ∞, then L1 → ∞. The number of transmitted symbols will

lead to infinity. In this case, the semantic communication system experiences an

outage.

• Case 3: When σ2m → 0, then L → 0. L1 only depends on the channel noise and

can be computed by

L1 =
2 log (N)

log
(

1 + µ2
max
σ2
n

) . (5.15)

In this situation, L1 is computed by the traditional channel capacity and the num-

ber of semantic codewords. In this case, the relationship between the length of

semantic signal and channel noise is the same as the traditional channel capacity.

• Case 4: When σ2m → ∞, then L → ∞. The semantic communication system

experiences an outage, similar to case 2.
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The key differences between semantic-aware channel capacity and traditional channel

capacity can be summarized in the following,

1. The relationship between the length of semantic signal and channel noise indicates

how much semantic information can be transmitted error-free while the traditional

channel capacity indicates how many bits can be transmitted error-free.

2. The relationship between the length of semantic signal and channel noise is affected

by three points, 1) the number of semantic codewords, 2) the model noise, and 3)

the channel noise. But the channel capacity only depends on the channel noise.

3. When channel noise disappears, the relationship between the length of semantic

signal and channel noise has the lower bound, L. The traditional channel capacity

does not have such a lower bound.

With the relationship between the length of semantic signal and channel noise, it is

possible to achieve dynamic transmission. The key to achieving such a dynamic transmis-

sion in semantic communication systems is to identify which elements are more important

than the others and mask the unimportant ones. For different noise levels, we can adjust

the length of the semantic signal according to the proposed relationship between the

length of the semantic signal and the new channel noise, in which the length of the

semantic signal is decided by the number of neurons in the neural networks. In other

words, we can adjust the number of neurons, i.e., the neural network architecture, based

on the new channel noise. In this chapter, we propose the dynamic neural network to

achieve the different number of neurons for different noise levels. As shown in Fig. 5.4,

we propose two mask methods subsequently, importance mask method and consecutive

mask method.

5.4.2 Importance Mask

As shown in Fig. 5.4(a), the importance mask method introduces the importance-aware

model to identify the importance order among the elements of xc
k, which can be expressed
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as

rck = F (xc
k;θ) , (5.16)

where F (·;θ) is the importance-aware model with learnable parameter θ, rck is the

importance rank of xc
k, in which the bigger value means that the corresponding element

is more important.

By setting the threshold, γ, the mask, mc
k, can be computed with the rck by

mc
k,i =


1, rck,i > γ,

0, rck,i ≤ γ.

(5.17)

Then, the masked transmitted signal can be generated by

x̃c
k = xc

k ⊙mc
k. (5.18)

With x̃c
k, the transmitter can send the only non-zero elements and the position infor-

mation of zero elements to reduce the communication overheads.

After transmitting x̃c
k over the air, the receiver follows the same processing to perform

signal detection, JSC decoding, and semantic decoding.

5.4.2.1 Loss Function Design

In order to train the importance model, the optimization goal is to keep more information

related the task in the masked signals to prevent performance degradation. Therefore,

the mutual information between x̃c
k and the goal a is employed as the loss function,

LMI = −I (x̃c
k; a) . (5.19)

However, minimizing (5.19) with gradients descending algorithm is hard since LMI
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Figure 5.4: Two proposed dynamic transmission methods.

is undifferentiable and difficult to compute. There are several methods to alleviate the

problem, e.g., employing the mutual information estimator and the numerical approxi-

mation. Even if these methods solve the undifferentiable problem, it is still unstable in

estimating the mutual information. In order to achieve stable optimization, an approx-

imate bound-optimization (or Majorize-Minimize) algorithm is employed. The bound-

optimization aims to construct the desired majorized/minorized version of the objective

function. Following the idea, two propositions are proposed for the bound-optimization

of mutual information, which are proved in Appendices B and C, respectively.

Proposition 3. For classification tasks, alternately maximizing the mutual information

can be viewed as a bound optimization of the cross entropy [147].

Proposition 4. For regression tasks, alternately maximizing the mutual information

can be viewed as a bound optimization of the mean absolute error [147].
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With Propositions 3 and 4, the mutual information loss function in (5.19) can be

changed to the cross-entropy loss function in (5.7).

5.4.2.2 Training Details

As shown in Algorithm 5.2, the importance model is trained by the CE loss function

and the frozen Mem-DeepSC model. The training importance model takes the back-

propagations from the semantic decoder to guide the importance model, in which the

SoftKMax activation function is employed to bridge the backpropagation from mask

to importance model. In other words, the importance model can learn which elements

have more contributions/importance to the task performance by minimizing the CE loss

function.

5.4.3 Consecutive Mask

As shown in Fig. 5.4(b), the consecutive mask method masks the last consecutive ele-

ments in the xc
k to zero, so that the transmitter only sends the non-zero elements and the

receiver pads the received signals with zeros to the same length of xc
k. The consecutive

mask method does not need to transmit the additional mask position information but

to re-train the Mem-DeepSC model. Since the importance rank of the elements of xc
k

is not consecutive, directly masking these consecutive elements may experience perfor-

mance degradation. The Mem-DeepSC needs to be re-trained with the consecutive mask

so that it can learn to re-organize the elements of xc
k following the order of decreasing

importance.

The training of the consecutive mask method only includes one step, which is similar

to the Train Whole Network in Algorithm 5.1 but with two additional operations, i.e.,

masking operation before transmitting and padding operation after signal detection. The

loss function during the training is the CE loss function.
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Algorithm 5.2: Importance Mask Training Algorithm.

1: Function: Train Importance Model

2: Choose {xc
k,x

q, a}. Freeze Mem-DeepSC.
3: Transmitter:
4: F (xc

k;θ) → rck,
5: Compute the mask, mc

k, by (5.17)
6: Compute the mask signal, x̃c

k, by (5.18),
7: Transmit x̃c

k and xq over the air,
8: Receiver:
9: Receive signal and perform signal detection,

10: C−1 (x̃c
k;γ) → ẑc

k, and C−1 (x̂q;γ) → ẑq

11: Update the memory queue, M(k), with ẑc
k,

12: Take the temporal coding for M(k),
13: S−1

([
ẑq,M(k)

]
;φ

)
→ â,

14: Compute CE loss with a and â.
15: Train θ → Gradient descent with CE loss.
16: Return: F (·;θ).

5.5 Simulation Results

In this section, we compare the proposed semantic communication systems with memory

with the traditional source coding and channel coding method over various channels, in

which the proposed mask methods are compared with different benchmarks.

5.5.1 Implementation Details

5.5.1.1 The Dataset

We choose the bAbI-10k dataset [148], including 20 different types of scenario tasks.

Each example is composed of a set of facts, a question, the answer, and the supporting

facts that lead to the answer. We split the 10k examples into 8k examples for training,

1k examples for validation, and 1k examples for testing.

5.5.1.2 Traing Settings

The semantic encoder and decoder consist of the universal Transformer encoder layer

with 3 steps and with 6 steps, respectively, in which the width of the layer is 128. The

importance model is composed of one Transformer encoder layer with the width of 64.
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The other training settings are listed in Table 5-A.

5.5.1.3 Benchmarks and Performance Metrics

We adopt the typical source and channel coding method as the benchmark of the pro-

posed Mem-DeepSC, and the random mask method as the counterpart of the proposed

two mask methods.

• Separate Mem-DeepSC: The semantic codec and channel codec are trained sepa-

rately.

• Conventional methods: To perform the source and channel coding separately, we

use the following technologies, respectively:

– UTF-8 encoding for text source coding, a commonly used method in text

compression;

– Turbo coding for text channel coding, popular channel coding for a small size

file;

– 16-QAM as the modulation.

• Random Mask: Mask the elements in the transmitted signal randomly.

In the simulation, the coding rate is 1/3 and the block length is 256 for the Turbo codes.

The coherent time is set as the transmission time for each context in the simulation.

We set r = 2 for the Rician channels and h = 1 for the AWGN channels. In order

to compute the relationship between the length of semantic signal and channel noise,

we train multiple Mem-DeepSC with different sizes to find the values of µmax and σ2m.

For Mem-DeepSC, µmax = 1 and σ2m = 1.44. Answer accuracy is used as the metric

to compute the ratio between the number of correct answers and that of all generated

answers.
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Table 5-A: The Training Settings.

Batch Size Learning Rate Epoch

Train Semantic Codec 200 5× 10−4 250

Train Channel Codec 100 1× 10−4 50

Train Whole Network 200 5× 10−4 30

Train Importance Mask 200 5× 10−4 10

Train Consecutive Mask 200 1× 10−4 50

5.5.2 Memory Semantic Communication Systems

Fig. 5.5 compares the answer accuracies over different channels, in which the Mem-

DeepSC and the UTF-8-Turbo transmit 32 symbols per sentence and 190 symbols per

sentence, respectively. The proposed Mem-DeepSC with memory outperforms all the

benchmarks at the answer accuracy in all SNR regimes by the margin of 0.8. Com-

pared the Mem-DeepSC with memory and without memory, the memory module can

significantly improve the answer accuracy, which validates the effectiveness of the mem-

ory module in memory-related transmission tasks. Besides, the Mem-DeepSC outper-

forms the separate Mem-DeepSC in low SNR regimes, which means that the three stage

training algorithm can help improve the robustness to channel noise. From the AWGN

channels to the Rician channels, the proposed Mem-DeepSC with memory experiences

slight answer accuracy degradation in the low SNR regimes but the UTF-8-Turbo has

an obvious performance loss in all SNR regimes. The inaccurate CSI deteriorates the

answer accuracy for both methods, however, the proposed Mem-DeepSC can keep a sim-

ilar answer accuracy in high SNR regimes, which shows the robustness of the proposed

Mem-DeepSC.

5.5.3 The Proposed Mask Methods

Table 5-B compares the number of transmitted symbols for different methods. Compared

to the UTF-8-Turbo with the adaptive modulation and channel coding (AMC), the pro-

posed Mem-DeepSC decreases the number of the transmitted symbols significantly with

only 4%-16.8% symbols. The reason is that the Mem-DeepSC transmits the semantic
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Figure 5.5: Answer accuracy comparison between Mem-DeepSC and UTF-8-Turbo with
16-QAM over different channels.
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Figure 5.6: Answer accuracy comparison between Mem-DeepSC for different number of
transmitted symbols over different channels.
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Table 5-B: The number of transmitted symbols comparison between different methods.

Number of Transmitted Symbols

-6dB 0dB 6dB 12dB 18dB

Mem-DeepSC 32

Dynamic Transmission 32 25 18 16 16

UTF-8-Turbo 190

UTF-8-Turbo with AMC
(AWGN Channels)

760
(BPSK)

760
(BPSK)

380
(4QAM)

253
(8QAM)

190
(16QAM)

UTF-8-Turbo with AMC
(Rician Fading Channels)

760
(BPSK)

760
(BPSK)

380
(4QAM)

253
(8QAM)

253
(8QAM)

information at the sentence level instead of at the letter/word level. Besides, applying

the dynamic methods can further reduce the number of transmitted symbols from 32

symbols to 16 symbols per sentence as the SNR increases, especially saving an additional

50% symbols in the high SNR regimes. Then, the effectiveness of (5.14) is validated by

the following simulation in Fig. 5.6.

Fig. 5.6 verifies the effectiveness of the proposed mask strategy. For Mem-DeepSC

with no mask, we provided two cases with 16 symbols and 32 symbols per sentence,

respectively. Utilizing adaptive modulation and channel coding (AMC) on UTF-8-Turbo

can yield comparable answer accuracy to that of Mem-DeepSC over AWGN channels.

However, this comes at the expense of a reduced transmission rate. Then comprising the

no mask cases with different numbers of symbols per sentence, increasing the number

of symbols per sentence leads to higher answer accuracy in low SNR regimes but the

gain disappears as the SNR increases. This suggested that the semantic communication

systems can employ more symbols in low SNR to improve the robustness and transmit

fewer symbols in the high SNR regimes to improve transmission efficiency. The proposed

importance mask and consecutive mask keep a similar answer accuracy as the Mem-

DeepSC with 32 symbols per sentence in all SNR regimes over the AWGN and the

Rician channels.
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5.6 Summary

In this chapter, we have proposed a semantic communication system with memory,

named Mem-DeepSC, for the scenario question answer task. The Mem-DeepSC can

extract the semantic information at the sentence level to reduce the number of the

transmitted symbols and deal with the context information at the receiver by introduc-

ing the memory queue. Moreover, with the memory module, the Mem-DeepSC can deal

with the memory-related tasks compared to that without the memory module, which

is closer to human-like communication. Besides, the relationship between the length of

semantic signal and channel noise is derived to decide how many symbols are required

to be transmitted at different SNRs. Two dynamic transmission methods are proposed

to mask the unimportant elements in the transmitted signals, which can employ more

symbols in the low SNR to improve the robustness and transmit fewer symbols in the

high SNR regimes to improve the transmission efficiency. In particular, the dynamic

transmission methods can save an additional 50% transmitted symbols. Therefore, the

semantic communication system with memory is an attractive alternative to intelligent

communication systems. In the next chapter, we will investigate the low-complexity

semantic communication for IoT devices.



Chapter 6

Low-Complexity Semantic

Communication Systems

In this chapter, the contributions are introduced in Section 6.1. The distributed semantic

communication system model is introduced and the corresponding problems are identified

in Section 6.2. Section 6.3 presents the proposed L-DeepSC. Numerical results are used

to verify the performance of the proposed L-DeepSC in Section 6.4. Finally, Section 6.5

concludes this chapter.

6.1 Introduction

The rapid development of DL and widespread applications of IoT have made the devices

smarter than before, and enabled them to perform more intelligent tasks. However, it

is challenging for any IoT device to train and run a DL model independently due to

its limited computing capability. In this chapter, we consider an IoT network where

the cloud/edge platform performs the DeepSC model training and updating while IoT

devices perform data collection and transmission based on the trained model. To make

it affordable for IoT devices, we are facing the following three questions,

113
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• Question 1: How to design semantic communication systems over wireless fading

channels?

• Question 2: How to form the constellation to make it affordable for capacity-limited

IoT devices?

• Question 3: How to compress semantic models for fast-model transmission and

low-cost implementation on IoT devices?

For the above questions, we propose a lite distributed semantic communication system

based on DL, named L-DeepSC, for text transmission with low complexity, where the

data transmission from the IoT devices to the cloud/edge works at the semantic level to

improve transmission efficiency. The main contributions of this chapter are summarized

as follows.

• We design a distributed semantic communication network under power and latency

constraints, in which the receiver and feature extractor networks are jointly opti-

mized by overcoming fading channels.

• By identifying the impacts of CSI on DL model training over fading channels,

we propose a CSI-aided semantic communication system to speed up convergence,

where the CSI is refined by a de-noise neural network. This addresses the afore-

mentioned Question 1.

• To make data transmission and receiving affordable for capacity constrained devices,

we design a finite-bits constellation to solve Question 2.

• Due to over-parametrization, we propose a model compression algorithm, includ-

ing network sparsification and quantization, to reduce the size of DL models by

pruning the redundancy connections and quantizing the weights, which addresses

the aforementioned Question 3.
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6.2 System Model and Problem Formulation

Text is an important type of source data, which can be sensed from speaking and typ-

ing, environmental monitoring, etc. By training DL models with these text data at

cloud/edge platform, the DL models based IoT devices have the capability to understand

text data and generate semantic feature to be transmitted to the center to perform intel-

ligent tasks, i.e., intelligent assistants, human emotion understanding, and environment

humid and temperature adjustment based on human preference [149].

As shown in Fig. 6.1(a), we focus on distributed semantic communications for IoT

networks. The considered system is consisted of various IoT networks with two layers, the

cloud/edge platform and distributed IoT devices. The cloud/edge platform is equipped

with huge computation power and big memory, which can be used to train the DL model

by the received semantic features. The semantic communication enabled IoT devices to

perform intelligent tasks by understanding sensed texts, which are with limited memory

and power but expected long lifetime, i.e., up to 10 years. Particularly, our considered

distributed semantic communication system consists of the following three steps:

1) Model Initialization/Update: The cloud/edge platform first trains the seman-

tic communication model by initial dataset. The trained model is updated in the

subsequent iterations by the received semantic features from IoT devices.

2) Model Broadcasting: The cloud/edge platform broadcasts the trained DL model

to each IoT device.

3) Semantic Features Upload: The IoT devices constantly capture the text data,

which are encoded by the proposed semantic transmitter shown in Fig. 6.1(b).

The extracted semantic features are then transmitted to the cloud/edge for model

update and subsequent processing.

The aforementioned Questions 1-3 correspond to model initialization/update, semantic

features uploading, and model broadcasting, respectively. Different from the traditional
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information transmission, semantic features can be not only used for recovering the text

at the semantic level accurately, but also exploited as the input of other modules, i.e.,

emotion classification, dialog system, and human-robot interaction, for training effect

networks and perform various intelligent tasks directly. The devices can also exchange

semantic features, which has been previously discussed in our work in Chapter 2. We

focus on the communication between cloud/edge platforms and local IoT devices to make

the semantic communication model affordable.

6.2.1 Semantic Communication System

The DeepSC shown in Fig. 6.1(b) can be divided into three parts mainly, transmitter

network, physical channel, and receiver network, where the transmitter network includes

semantic encoder and channel encoder, and the receiver network consists of semantic

decoder and channel decoder.

We assume that the input of the DeepSC is a sentence, s = [w1, w2, · · · , wL], where wl

represents the l-th word in the sentence. The encoded symbol stream can be represented

as

X = C (S (s;α);β) , (6.1)

where S (·;α) is the semantic encoder network with parameter set α and C (·;β) is the

channel encoder with parameter set β.

If X is sent through a wireless fading channel, the signal received at the receiver can

be given by

Y = fH(X) = HX + N, (6.2)

where H1 represents the channel gain between the transmitter and the receiver, and

N ∼ CN
(
0, σ2n

)
is AWGN.

1Here, we have omitted discussion of complex channels. If the complex channel is H̄, then H̄ =
[ℜ (H) ,−ℑ (H) ;ℑ (H) ,ℜ (H)].
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Figure 6.1: The framework of semantic communications for IoT networks.

Then, the decoded source signal can be represented as

ŝ = S−1
(
C−1 (Y;γ);φ

)
, (6.3)

where ŝ is the recovered sentence, C−1 (·;γ) is the channel decoder with parameter set

γ and S−1 (·;φ) is the semantic decoder network with parameter set φ, the superscript

-1 represents the decoding operation.

The whole semantic communication can be trained by the CE loss function, which is
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given by

LCE(s, ŝ) =
∑
l=1

(q (wl) − 1) log (1 − p (wl)) −
∑
l=1

q (wl) log (p (wl)), (6.4)

where q(wl) is the real probability that the l-th word, wl, appears in source sentence

s, and p(wl) is the predicted probability that the l-th word, wl, appears in ŝ. CE

can measure the difference between the two distributions. Through minimizing the

CE loss, the network can learn the word distribution, q(wl), in the source sentence, s.

Consequently, the syntax, phrase, and the meaning of words in the context can be learnt

by DNNs.

6.2.2 Problem Description

Instead of bits, the input sentence, s, in the DeepSC, will cause that the learned con-

stellation is no longer limited to a few points anymore. After transmitting X, the fading

channel increases the difficulty of model training compared with the AWGN channel.

Meanwhile, the huge number of parameters, α,β,γ,φ, indicates the complexity of the

whole model. These factors limit DeepSC for IoT networks and incur the aforementioned

Questions 1-3, including feasible constellation design, training for fading channel, and

model compression.

6.2.2.1 Training of fading channel

In DL, the training process can be divided forward-propagation to predict the target and

back-propagation to converge the neural network, as stated in the following.

Forward-propagation: From the received signal to recover semantic information,

the estimation sentence is given by

ŝ = S−1
(
C−1 (Y;γ);φ

)
, (6.5)

Back-propagation: Taking semantic encoder as an example, the parameter vector
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at the tth iteration are is updated by

α(t) = α(t− 1) − η
∂LCE

∂α
, (6.6)

where η is the learning rate and ∂LCE

∂α is the gradient, computed by

∂LCE

∂α
=
∂LCE

∂ŝ

∂ŝ

∂Y

∂Y

∂X

∂X

∂α
=
∂LCE

∂ŝ

∂ŝ

∂Y
H
∂X

∂α
. (6.7)

In (6.7), H will introduce stochasticity during weight updating. For an AWGN

channel, H = I will not affect it. However, for fading channels, H is random, which may

lead to that β fails to converge to the global optimum while the forward-propagation in

(6.5) is unable to recover semantic information accurately based on the local optimum.

Thus, it is critical to design the training process to mitigate the effects of H, which also

makes the DeepSC applicable for fading channels.

6.2.2.2 Feasible constellation design

Generally, the DL models run on floating-point operations, which means that the input,

output, and weights are in a large range of ±1.40129 × 10−45 to ±3.40282 × 10+38

[150]. Although DeepSC can learn the constellations from the source information and

channel statistics, the learned constellation points, such as cluster constellation [151], are

disordered in the range of ±1.40129×10−45 to ±3.40282×10+38, which brings additional

burden to the hardware of IoT devices, for instance, the high-resolution phase-shift

and amplitude-shift pose high requirements on the circuit. Therefore, it is desired to

form feasible constellations with only finite points for the current radio frequency (RF)

systems. In other words, we have to design a smaller constellation for the DeepSC.

6.2.2.3 Model communication

The more parameters DeepSC has, the stronger the signal processing ability, which

however increases computational complexity and model size and results in high power
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consumption. In the distributed DeepSC system, the trained DeepSC model deployed at

local IoT devices is frequently updated to perform intelligent tasks better. The IoT appli-

cation limits the bandwidth and cost of distributing the DeepSC model. Furthermore,

to extend the IoT network lifetime, especially the battery lifetime, most local devices are

with finite storage and computation capability, which limits the size of DeepSC. There-

fore, compressing DeepSC not only reduces the latency of model transmission between

the cloud/edge platform and local devices but also makes it possible to run the DL model

on local devices.

6.3 Proposed Lite Distributed Semantic Communication

System

To address the identified challenges in Section II, we propose a lite distributed semantic

communication system, named L-DeepSC. We analyze the effects of CSI in the model

training under fading channels and design a CSI-aided training process to overcome the

fading effects, which successfully deals with Question 1. Besides, the weight pruning and

quantization are investigated to address Question 2. Finally, our finite-points constella-

tion design solves Question 3, effectively.

6.3.1 Deep De-noise Network based CSI Refinement and Cancellation

The most common method to reduce the effects of fading channels in wireless commu-

nication is to use the known channel properties of a communication link, CSI. Similarly,

CSI can also reduce the channel impacts in training L-DeepSC. Next, we will first analyze

the role of CSI in L-DeepSC training.

In order to simplify the analysis, we assume the transmitter and the receiver are with

one-layer dense with sigmoid activation, where transmitter has an additional untrainable

embedding layer, and receiver also has an untrainable de-embedding layer. The IoT

devices are with the trained transmitter model and the cloud/edge platform works as

the receiver, as shown in the system model Fig. 6.1. The IoT devices and cloud/edge
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platform are equipped with the same number of antennas. After the embedding layer,

the source message, s, is embedded into, S. Then, encode S into

X = σ (WTS + bT ) , (6.8)

where X2 is the semantic features transmitted from the IoT devices to the cloud/edge

platform. WT and bT are the trainable parameters to extract the features from source

message s, and σ(·) is the sigmoid activation function.

The received symbol at the cloud/edge platform is affected by channel H and AWGN

as in (6.2). From the received symbol, the cloud/edge platform recovers the embedding

matrix by

Ŝ = σ (WRY + bR) , (6.9)

where the estimated source message, ŝ, can be obtained after de-embedding layer. WR

and bR can learn to recover s. The L-DeepSC can be optimized by the loss function in

(6.4). The fading channels not only contaminates the gradients in the back-propagation,

but also restricts the representation power in the forward-propagation.

Back-propagation: It updates parameter WT by its gradient

∂LCE (ŝ, s)

∂WT
= (FRWRHFT )T∇ŝLCE (ŝ, s) sT , (6.10)

where FR ∼ diag (σ′ (WRy + bR)) and FT ∼ diag (σ′ (WT s + bT )). In (6.10), the H is

untrainable and random, therefore it will cause perturbation for the weight updating, i.e.,

the weight updating with higher variance. If the transmitter consists of very deep neural

networks, the perturbation will affect the back-propagation of the whole transmitter

network, where the perturbation will propagate to the whole transmitter network by the

chain rule.

2Here, we have avoided discussion of complex signal. If the complex signal is X̄, then X̄ =
[ℜ (X) ,ℑ (X)] .
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Forward-propagation: With the received signal WR, the source messages can be

recovered by

Ŝ = σ (WRY + bR) = σ (WRHX + WRN + bR) . (6.11)

In (6.11), WR has to learn how to deal with the channel effects and decode at the

same time, which increases training burden and reduces network expression capability.

Meanwhile, the errors caused by channel effects also propagate to the subsequent layers

for the L-DeepSC receiver with multiple layers.

The impacts of channel can be mitigated by exploiting CSI at the cloud/edge. If

channel H is known, then the received symbol can be processed by

Ỹ =
(
HHH

)−1
HHY = X + Ñ, (6.12)

where Ñ =
(
HHH

)−1
HHN. In (6.12), the channel effect is transferred from multiplicative

noise to additive noise, Ñ, which provides the possibility of stable back-propagation as

well as the stronger capability of network representation. With (6.12), back-propagation

and forward-propagation can be performed by setting H = I in (6.10) and (6.11), respec-

tively. Therefore, the channel effects can be completely removed.

The above discussion shows the importance of CSI in model training. However,

CSI can be only estimated generally, i.e., LS, LMMSE, or MMSE estimators. Due

to exploiting prior channel statistics, LMMSE and MMSE estimators usually perform

better than the LS estimators. Thus, LMMSE and MMSE estimators are sensitive

to the accuracy of channel statistic while the LS estimator requires no prior channel

information. Meanwhile, DL techniques can also be used to improve the performance of

channel estimation [152, 153].

For simplicity, we initially use the LS estimator. Then, we adopt the deep de-noise

network to increase the resolution of the LS estimator as in [154] shown in Fig. 6.2.

Particularly, the rough CSI estimated by the LS estimator with few pilots first denoted
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by

Hrough = YpX
H
p = H + NXH

p , (6.13)

where Yp = HXp+N, Yp is the received pilot signal, Xp is the transmitted pilot signals.

Then, (6.13) can be represented as

Hrough = H + N̂, (6.14)

where N̂ = NXH
p .

From (6.14), Hrough consists of exact H and the noise, N̂. De-noise neural networks

are used to recover H more accurately from Hrough by considering H and Hrough as

the original picture and noisy picture, respectively. Here, we exploit attention-guided

denoising convolutional neural network (ADNet) [155] to refine CSI. ADNet includes four

blocks, a sparse block, a feature enhancement block, an attention block, and a recon-

struction block. After the input image, the sparse block is used to extract useful features

from the given noisy image. Attention block can extract the noise information hidden in

the complex background and is integrated into the feature enhancement block to reduce

the complexity. Finally, the de-noised image is reconstructed by the reconstruction block.

The refined CSI, Hrefine denoted by

Hrefine = ADNet
(
Hrough

)
. (6.15)

In (6.15), the ADNet(·) is trained the the loss function, L (Hrefine,H) = 1
2 ∥Hrefine −H∥2F .

Since the performance of the LS estimator is similar to that of LMMSE and MMSE esti-

mators in the high SNR region, we pay more attention to the low SNR region when

training ADNet. With proper training, ADNet can mitigate the impacts from noise but

without any prior channel information, especially in the low SNR region. Such a design

provides a good solution for Question 1.
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Figure 6.2: The proposed CSI refinement and cancellation based on de-noise neural
networks.

6.3.2 Model Compression

Through applying CSI into model training, the cloud/edge platform can extract the

semantic features from L-DeepSC. However, the size and complexity of the trained L-

DeepSC model are still very large, which causes high latency for the cloud/edge platform

to broadcast updated L-DeepSC. Note that both weights pruning and quantization can

reduce the model size and complexity, therefore, we compress the DeepSC model by a

joint pruning-quantization scheme to make it affordable for IoT devices. As shown in

Fig. 6.3, the original weights are first pruned at a high-precision level by identifying and

removing the unnecessary weights, which makes the network sparse. Quantization is then

used to convert the trained L-DeepSC model into a low-precision level. The proposed

network sparsification and quantization can address Question 3 and are introduced in

detail in the following.

6.3.2.1 Network Sparsification

A proper criterion to disable neural connections is important. Obviously, the connections

with small weight values can be pruned. Therefore, the pruning issue here turns into

setting a proper pruning threshold.

As shown in Fig. 6.1(b), the DeepSC consists with neural networks, α,β,γ,φ, where

each includes multiple layers. As the DeepSC mainly consists of dense layers, we choose

unstructured pruning method in this chapter, where the computation workload of sparse

model can be reduced by the sparsity algorithm and field-programmable gate array design

[156, 157], i.e., sparse matrix-vector multiplication. Assume there are total N layers in
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Figure 6.3: Flowchart of the proposed joint pruning-quantization, (a) the original weights
matrix; (b) the weights after pruning, where the example pruning function is x = 0 for
x < 0.5; (c) the weights after quantization, where the example quantization function is
x = sign(x).

the pre-trained DeepSC model with W
(n)
i,j being the weight of connection between the

ith neuron of the (n + 1)th layer and jth neuron of nth layer. With a pruning threshold

wthre, the model weights can be pruned by

W
(n)
i,j =


W

(n)
i,j , if

∣∣∣W(n)
i,j

∣∣∣ > wthre,

0, otherwise,

(6.16)

We determine the pruning threshold by

wthre = wNc×γ , (6.17)

where w = sort
([
W(1),W(2), · · · ,W(N)

])
, is the sorted weights value from least impor-

tant one to the most important one, Nc is the total number of connections, and γ, the

sparsity ratio between 0 and 1, indicates the proportion of zero values in weights. The

weight pruning can be divided into two steps, weight pruning to disable some neuron

connections and fine-tine to recover the accuracy, as shown in Algorithm 6.1.

6.3.2.2 Network Quantization

The quantization includes weight quantization and activation quantization. The weights,

W
(n)
i,j , from a trained model, can be converted from 32-bit float point to m-bits integer
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Algorithm 6.1: Network Sparsification.

Input: The pre-trained weights W, the sparse ratio γ.
Output: The pruned weights Wpruned.

1: Count the the total number of connections, M .
2: Sort the whole connections from small to large, s.
3: Obtain the threshold by (6.17) with Nc and γ, wthre.
4: for n = 1 to N do
5: Prune the connections by (6.16), W

(n)
pruned.

6: end for
7: Fine-tune the pruned model by loss function (6.4).

through applying the quantization function by

W̃
(n)
i,j = round

(
qw

(
W

(n)
i,j − min

(
W(n)

)))
, (6.18)

where qw is the scale-factor to map the dynamic range of float points to an m-bits integer,

which is given by

qw =
2m − 1

max
(
W(n)

)
− min

(
W(n)

) . (6.19)

For activation quantization, the results of matrix multiplication are stored in accu-

mulators. Due to the limited dynamic range of integer formats, it is possible that the

accumulator overflows quickly if the bit-width for the weights and activation is the same.

Therefore, accumulators are usually implemented with higher bit-widths, for example,

INT32 += INT8× INT8. Besides, the range of activations is dynamic and dependent

on the input data. Therefore, the output of activations has to re-quantize into m-bits

integer for the subsequent calculation. Unlike weights that are constant, the output

of activations usually includes elements that are statistical outliers, which expand the

actual dynamic range. For example, even if 99% of the data is distributed between -

100 and 100, an outlier, 10,000, will extend the dynamic range into from -100 to 10,000,

which significantly reduces the mapping resolution. In order to reduce the influence from

the outliers, an exponential moving average is used by

x
(n)
min(t+ 1) = (1 − c)x

(n)
min(t) + cmin

(
X(n) (t)

)
, (6.20)
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Algorithm 6.2: Network Quantization.

Input: The pre-trained weights W, the quantization level m,
the correlation coefficient c, and the calibration data K.

Output: The pre-trained weights Wquantized and the range of
activation xmin and xmax.

1: Phase 1: Weights Quantization.
2: for n = 1 to N do
3: Compute the range of weights, max

(
W(n)

)
and min

(
W(n)

)
.

4: Quantize the weights by (6.18), W̃(n).
5: end for

6: Phase 2: Activations Quantization.
7: for t = 1 to K do
8: for n = 1 to N do
9: Update the dynamic range of activation by (6.20) and (6.21), x

(n)
min(t) and

x
(n)
max(t).

10: end for
11: end for
12: Quantize the activations by (6.22).
13: Fine-tune the quantized model by STE and loss function (6.4).

and

x(n)max(t+ 1) = (1 − c)x(n)max(t) + cmax
(
X(n) (t)

)
, (6.21)

where x
(n)
min(t+ 1) and x

(n)
max(t+ 1) are used for the range of activation quantization, and

x
(n)
min(1) = min

(
X(n) (1)

)
, x

(n)
max(1) = max

(
X(n) (1)

)
, X(n)(t) is the output of activations

at nth layer with tth batch data, c ∈ [0, 1) represents the correlation between the current

x
(n)
min/x

(n)
max with its past value. The effects from outliers can be mitigated by the past

normal values. After t+ 1 epochs, the x
(n)
min and x

(n)
max are fixed based on x

(n)
min(t+ 1) and

x
(n)
max(t+ 1). Then, the output of the activations can be quantized by

X̃(n) = clamp
(

round
(
qx

(
X(n) − x

(n)
min

))
;−(2m − 1), (2m − 1)

)
, (6.22)

where qa = (2m − 1)/(x
(n)
max − x

(n)
min) is the scale-factor and clamp (·) is used to eliminate
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the quantized outliers, which is given by

clamp
(
X(n);−(2m − 1), (2m − 1)

)
= min

(
max

(
X(n),−(2m − 1)

)
, (2m − 1)

)
, (6.23)

where 2m − 1 is the border of the m-bits integer format.

As shown in Algorithm 6.2, the network quantization includes two phases: i) weight

quantization; ii) activations quantization. In phase 1, the weights of each layer can

be quantized by (6.18) directly. In phase 2, the calibration process is applied by run-

ning a few calibration batches in order to get the activations statistics. In each batch,

x
(n)
min(t) and x

(n)
max(t) will be updated based on the activations statistics from the previous

batches. These quantization processes might lead to slight accuracy degradation. The

quantization-aware training (QAT) is required to re-train for minimizing the loss of accu-

racy. Since the rounding operation is not derivable, a straight-through estimator (STE)

is used to estimate the gradient of quantized weights in the back-propagation [158].

6.3.3 Constellation Design with Fewer Quantization Bits

The cloud/edge platform can further reduce the size of L-DeepSC with model com-

pression after the model is trained, which not only reduces the latency significantly for

broadcasting the updated DeepSC to IoT devices, but also changes DeepSC to L-DeepSC

with low complexity. However, high-resolution waveform poses high requirements cost-

sensitive IoT devices. In other words, the cost-sensitive IoT devices are usually capacity-

limited and cannot afford a large number of constellation points which are with phase

and amplitude close to each other.

Different from bits, the source message, s, is more complicated and the learned con-

stellation will not be limited to a few points, which brings additional burden on hardware.

Besides, the DL models generally run in FP32, which also expands the range of constel-

lation. Thus, we aim to reduce the size of learned constellation without degrading per-

formance, where the output of X is the learned constellation while X is also the output
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of activation of last layer at the local IoT devices. Inspired from the network quanti-

zation, we convert the learned high-resolution constellation into low-resolution one with

few points. Thus, we use two-stage quantization to narrow the range of constellations,

which is represented by

Xdequantize =
Xquantize

qx
+ xmin, (6.24)

where Xquantize is the quantized X from (6.22), qx is the scale-factor and xmin is the

obtained by (6.20) and Xdequantize is the dequantized X.

First, we quantize the X into m-bits integer so that the range of X is narrowed to

the size of 2m. For example, when m = 8, the size of the constellation is reduced to 256.

Then, Xquantize is dequantize to restore X. Such an Xdequantize has a similar distribution

as X but is with fewer constellation points, which is helpful to lower the hardware cost

at transmitter and preserves the performance as much as possible and therefore provides

the solution for Question 2.

In summary, by exploiting the solutions for the aforementioned Questions, we develop

a lite distributed semantic communication system, named L-DeepSC, which could reduce

the latency for model exchange under limited bandwidth, run the models at IoT devices

with low power consumption, and deal with the distortion from fading channels when

uploading semantic features. As a result, the proposed L-DeepSC becomes a good can-

didate for the IoT networks.

6.4 Numerical Results

In this section, we compare the proposed L-DeepSC with traditional methods under

different fading channels, including Rayleigh and Rician fading channels. The weights

pruning and quantization are also verified under fading channels. For the Rayleigh fading

channel, the channel coefficient follows CN (0, 1); for the Rician fading channel. it follows

CN (µ, σ2) with µ =
√
k/(k + 1) and σ =

√
1/(k + 1). where k is the Rician coefficient

and we use k = 2 in our simulation.
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The transmitter of L-DeepSC is the same as that of DeepSC in Chapter 2. The

parameters for the decoding network at the receiver are shown in Table 6-A for the

fading channels, where the sum of the outputs of Dense 3 and Dense 5 is the input

of the LayerNorm layer. The Transformer encoder and decoder are semantic encoder

and decoder Chapter 2, respectively, which enables the systems to understand text and

extract semantic information. We also prune the whole network since we consider the

communications between cloud/edge platform and each IoT devices as well as the com-

munications between IoT devices.

Table 6-A: The setting of L-DeepSC transceiver.

Layer Name Units Activation

Transmitter

Embedding layer 128 None

4×Transformer Encoder 128 (8 heads) None

Dense 1 256 Relu

Dense 2 16 None

Receiver

Dense 3 128 Relu

Dense 4 512 Relu

Dense 5 128 None

LayerNorm None None

4×Transformer Decoder 128 (8 heads) None

Prediction Layer Dictionary Size Softmax

The output features are with 8 symbols per word. We initialize the learnable embed-

ding matrix from N (0, 1) with shape (vocab size, embedding-dim). The embedding dim

is set to 128 in our program and the vocab size depends on the training dataset. The

batch size is 64, learning rate is 128−0.5 min
(
step−0.5, step× 4000−1.5

)
, where step is the

counting number in the back-propagation. This corresponds to increasing the learning

rate linearly for the first 4000 training steps and decreasing it thereafter proportionally

to the inverse square root of the step number. We also adopt the L2 regularization and

the Adam optimizer with β1 = 0.9, β2 = 0.98, and ε = 10−8.

The adopted dataset is the proceedings of the European Parliament [131], which con-

sists of around 2.0 million sentences and 53 million words. The dataset is pre-processed

into lengths of sentences with 4 to 30 words and is split into training data and testing

data with 0.1 ratio. The benchmark approach is based on separate source coding and
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channel coding technologies, which adopt variable-length coding (Huffman coding) for

source coding, where we build the Huffman codes by counting the frequency of letters

and punctuation so that the look-up table is not large. Turbo coding and RS coding

[133] for channel coding, where turbo decoding method is log-MAP algorithm with 5

iterations, and QAM. The BLEU score is used to measure the performance [128].

6.4.1 Constellation Design

Fig. 6.4 compares the full-resolution constellation and the 4-bits constellation. The full-

resolution constellation points in Fig. 6.4(a) contain more information due to the higher

resolution, but require complicated hardware, which is almost impossible to design.

Through mapping the full-resolution constellation into a finite space, the 4-bits con-

stellation points in Fig. 6.4(b) become simplified, which makes it possible to implement

in the existing RF system. Note that the 4-bits constellation keeps a similar distribution

with the full-resolution constellation. For example, there exist certain blank regions at

the edge of the constellation in Fig. 6.4(a), while the 4-bits constellation shows a similar

trend in Fig. 6.4(b). Such similar distribution prevents sharp performance degradation

when the resolution of constellation decreases significantly.

Fig. 6.5 shows the BLEU scores versus SNR for different constellation sizes under

AWGN, including 4-bits constellation, 8-bits constellation, and full-resolution constel-

lation. All of them could achieve very similar performance when SNR > 9 dB, which

demonstrates the constellation design is effective and cause no significant performance

degradation. Full resolution and 8-bits constellations perform slightly better than 4-

bits constellation when SNR is low. This is because some weights information used for

denoising is lost when the resolution of the constellation is small.

6.4.2 Performance over Fading Channels

Fig. 6.6 compares the channel estimation MSEs of LS, MMSE, and ADNet-aided LS

estimator versus SNR under the Rayleigh fading channels. Note that MMSE equals to
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(a) Full-resolution constellation

(b) 4-bits constellation

Figure 6.4: The comparison between the full-resolution constellation and 4-bits constel-
lation.

LMMSE for the AWGN channels. The MMSE and LS estimators have similar accuracy

in the high SNR region, thus the range of training SNRs for the ADNet is set from 0 dB

to 10 dB to improve the performance of the LS estimator in the low SNR region. As a

result, the MSE of ADNet based LS estimator is significantly lower than that of LS and

MMSE estimators when SNR is low. With increasing SNR, the MSE of ADNet based LS

estimator approaches to that of the LS and MMSE estimators. Therefore, the ADNet

based LS estimator can be substituted by the LS estimator to reduce the complexity in

the high SNR region.
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Figure 6.5: The BLEU scores of different constellation sizes versus SNR under AWGN.
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Figure 6.6: The MSE for MMSE estimator, LS estimator, and the proposed ADNet
based LS estimator.

Fig. 6.7 and Fig. 6.8 illustrate the relationship between BLEU score and SNR with

the 4-bits constellation over the Rician and the Rayleigh fading channels, respectively,

where DeepSC is trained with perfect CSI and the L-DeepSC is trained with perfect CSI,

rough CSI by (6.14), refined CSI by (6.15) and without CSI, respectively. The traditional

approaches are Huffman coding with (5,7) RS and with turbo coding (rate 1/2), both

with 64-QAM. We observe that all DL-enabled approaches are more competitive under

the fading channels. RS coding is better than turbo coding in terms of BLEU score. This

is because RS coding is linear block coding with long block-length, which can correct long
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Figure 6.7: The BLEU scores versus SNR under Ricain fading channels, with perfect
CSI, rough CSI, refined CSI, and no CSI.
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Figure 6.8: The BLEU scores versus SNR under Rayleigh fading channels, with perfect
CSI, rough CSI, refined CSI, and no CSI.

bit sequences, however, turbo coding is convolution coding with short block-length, where

the coded bits only are related with previous m bits, i.e., m = 3, so that the adjacent

words result in higher error rate. The performance of L-DeepSC is very close to that of

DeepSC in terms of BLEU score, but requires much less bandwidth for communications.

The system trained without CSI performs worse than those trained with CSI, especially

under the Rayleigh fading channels, which also confirms the analysis of (6.10) and (6.11).

Without CSI, the performance difference between the Rayleigh channels and the Rician

channels is caused by the line-of-sight, which can help the systems recognize the semantic
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information during training. Besides, with the aid of CSI, the effects of the fading

channels are mitigated significantly, as we have analyzed before. When SNR is low,

the system with perfect CSI or refined CSI outperforms that with rough CSI. As SNR

increases, all these systems, L-DeepSC with perfect CSI, refined CSI, and rough CSI,

converge to similar performance gradually.

6.4.3 Model Compression

In this experiment, we investigate the performance of network slimming, including net-

work sparsification, network quantization, and the combination of both. The pre-trained

model used for pruning and quantization is trained with 4-bits constellation under the

Rician fading channels.

Fig. 6.9 shows the influences of network sparsity ratio, γ, on the BLEU scores with

different SNRs under the Rician fading channels, where the system is pruned directly

when γ increases from 0 to 0.9 and is pruned with fine-tuning when γ increases to 0.99

continually. The proposed L-DeepSC achieves almost the same BLEU scores when the

γ increases from 0 to 0.9, which shows that there exists a mass of weights redundancy

in the trained DeepSC model. When the γ increases to 0.99, the BLEU scores still drop

slightly due to the processing of fine-tuning, where the performance loss at 0 dB and 6

dB is larger than that at 12 dB and 18 dB. Thus, for the high SNR cases, the model can

be pruned directly with only slight performance degradation. For the low SNR region, it

is possible to prune 99% weights without significant performance degradation when the

system is sensitive to power consumption.

Fig. 6.10 demonstrates the relationship between the BLEU score and the quantization

bit number, m, under the Rician fading channels, where m is defined in (6.19), and the

system is quantized with QAT when the m is smaller than 2. The performance with

m = 8 to m = 20 is similar, which indicates that the effectiveness of low-resolution

neural networks. If the system is more sensitive to power consumption and can tolerant

to certain performance degradation, the resolution of the neural networks can be further
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Figure 6.9: The BLEU scores of different SNRs versus sparsity ratio, γ, under Rician
fadings channel with the refined CSI.
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Figure 6.10: The BLEU scores of different SNRs versus quantization level, m, under
Rician fading channels with the refined CSI.

reduced to 4-bits level. However, the BLEU score decreases dramatically from m = 4 to

m = 2 over the whole SRN range since most of the key information is removed in the

low-resolution neural network.

Table 6-B compares the BLEU scores and compression ratios under different com-

binations of weights pruning and weights quantization with SNR is 12 dB, where the
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Table 6-B: The BLEU score and compression ratio, ψ, Comparisons versus different
sparsity ratio, γ, and quantization level, m, in SNR = 12dB.

Pruned Model
BLEU score
with m = 4

ψ
BLEU score
with m = 8

ψ
BLEU score
with m = 12

ψ

γ = 0 0.811194 8 0.906763 4 0.902354 2.667

γ = 0.3 0.838967 11.429 0.892745 5.714 0.908537 3.81

γ = 0.6 0.835863 20.0 0.897143 10.0 0.90815 6.667

γ = 0.9 0.810322 80.0 0.895306 40.0 0.898784 26.667

γ = 0.95 0.779685 160.0 0.875814 80.0 0.873426 53.333

Pruned Model
BLEU score
with m = 16

ψ
BLEU score
with m = 32

ψ

γ = 0 0.903089 2 0.895602 1

γ = 0.3 0.910184 2.857 0.89851 1.429

γ = 0.6 0.900468 5.0 0.9093 2.5

γ = 0.9 0.910554 20.0 0.89515 10

γ = 0.95 0.877221 40.0 0.87653 20

compression ratio is computed by

ψ =
M × 32

Mpruned ×m
, (6.25)

where M is the number of weights before pruning and Mpruned is the number of weights

remaining after pruning, 32 is the number of required bits for FP32 and m is the number

of the required bits after quantization. The performance decreases when γ increases or

m decreases, which are consistent with Fig. 6.9 and Fig. 6.10. From the table, different

compression ratios could lead to similar performance. For example, the BLEU score with

γ = 30% and m = 8 is similar to that with γ = 90% and m = 12, but the compression

ratio is about five times different, i.e., 5.714 and 26.667. By properly choosing a suitable

sparsity ratio and a quantization level, the same performance can be achieved but with

a high compression ratio.

Table 6-C compares the DeepSC and L-DeepSC with 60% weights sparsity and 8-

bit quantization when SNR is 12 dB, where we mainly consider the transmission of

the weights. The simulation is performed in CPU by the computer with Intel Core i7-

9700CPU@3.00GHz. After network slimming, the model size is reduced from 12.3 MB to

1.28 MB while achieving a similar BLEU score, which means the bandwidth resource can
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be saved significantly without degrading the performance. Besides, the runtime slightly

decreases from 20ms to 18ms since the unstructured pruning method is employed, and

there exists the communication time between flash memory and some operation that can

not be optimized. If the model size is bigger, the L-DeepSC could save more runtime.

Table 6-C: The comparison between L-DeepSC and DeepSC transceiver in parameters,
size, runtime, and BLEU score.

Parameters Size Runtime BLEU score

γ = 0,
m = 32

3,333,120 12.3 MB 20ms 0.895602

γ = 0.6,
m = 8

1,333,247 1.28 MB 18ms 0.897143

6.5 Summary

In this chapter, we proposed a lite distributed semantic communication system, named L-

DeepSC, for the IoT networks, where the participating devices are usually with limited

power and computing capabilities. Specially, the receiver and feature extractor were

designed jointly for text transmission. Firstly, we analyzed the effectiveness of CSI

in forward-propagation and back-propagation during system training over the fading

channels. The analytical results reveal that the fading channels contaminate the weights

update and restrict model representation capability. Thus, a refined LS estimator with

fewer pilot overheads was developed to eliminate the effects of fading channels. Besides,

we map the full-resolution original constellation into finite bits constellation to lower

the cost of IoT devices, which was verified by simulation results. Finally, due to the

limited narrow bandwidth and computational capability in IoT networks, two model

compression approaches have been proposed: 1) the network sparsification to prune the

unnecessary weights, and 2) network quantization to reduce the weights resolution. The

simulation results validated that the proposed L-DeepSC outperforms the traditional

methods, especially in the low SNR regime, and has provided insights into the balance

among compression ratio, sparsity ratio, and quantization level. Therefore, the proposed

L-DeepSC is a promising candidate for intelligent IoT networks, especially in the low SNR

regime. In the next chapter, we will conclude these works and present the future works.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis presented the various design of deep learning based semantic communica-

tions (DeepSC) from single-user to multiple-user, from memoryless tasks to memory

tasks, and from general complexity to low complexity. It has been demonstrated that

semantic communication has shown a great potential to increase the reliability in per-

forming intelligent tasks, reduce network traffic, and alleviate spectrum shortage. The

following two aspects are represented in this thesis: 1) The basic DeepSC model to

explore the possibility of semantic communication, and 2) the variants of DeepSC for

different scenarios, i.e., multiple-user communication, energy-constrained device commu-

nication, and various task-oriented communication. The main contributions and insights

are summarized as follows.

In chapter 3, the basic DeepSC was proposed for text transmission, in which the mean-

ings behind sentences are extracted at the transmitter and sentences are reconstructed

according to the received meanings at the receiver. Additionally, a new loss function was

designed to improve the transmission rate as well as the sentence reconstructed accu-

racy. For applying DeepSC in dynamic environments and different knowledge, transfer

139
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learning was utilized to boost the training by replacing part modules in DeepSC. Fur-

thermore, numerical results demonstrated that DeepSC is more robust than conventional

communication systems, especially in the low SNR regimes.

In chapter 4, the multi-user DeepSC was proposed for multi-user communication

scenario, in which the transmitters gather multimodal data from different users/devices,

transmit over the air, and process/fuse multimodal data at the receiver. The unified

framework was proposed to enable the transmitter reusing the same deep neural network

(DNN) structure to support both the image user and text user semantic extraction.

Based on the unified framework, two receivers named DeepSC-IR and DeepSC-MT were

designed for the image retrieval and machine translation task in single model multi-user

scenario. Considered the appearing multimodal multi-user scenario, the receiver named

DeepSC-VQA was designed to fuse the image and text semantic information for the

visual question answering (VQA) task. Numerical results verified the superiority of our

proposed multi-user DeepSC.

In chapter 5, the DeepSC with memory was represented to support both memoryless

and memory tasks, in which the transmitter transmits the context information and the

receiver can perform the intelligent task related to both the current input (memoryless

task) and the past inputs (memory task). By introducing the memory module, the Mem-

DeepSC was designed to perform the context question answering task. Additionally,

the semantic-aware channel capacity was derived to verify the possibility of dynamic

transmission. Based on the semantic-aware channel capacity, two dynamic transmission

methods were proposed to transmit the context over multiple time slots effectively by

masking the unimportant elements. Numerical results demonstrated that Mem-DeepSC

is capable of offering a graceful solution to perform both memoryless and memory tasks.

In chapter 6, the low-complexity DeepSC was proposed for capacity-constrained

device communication scenario, in which the Internet-of-Things (IoT) devices need to

encode/decode semantic information with capacity-limited hardware and update the

model under the narrow band. The prune and quantization techniques were employed
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to remove the unimportant connections between neurons and run the model in INT32

instead of FLOAT32, which can reduce both the computational complexity and the

model size. Furthermore, the finite-points constellation was derived to serve for the low-

resolution phase-shift and amplitude-shift circuits. In order to reduce the transmission

errors, the two-stage channel estimation was designed to refine the channel estimation

information (CSI) obtained from the least-square channel estimation. Numerical results

proved that the lite DeepSC can achieve lower complexity as well as similar performance

compared to the DeepSC.

In a summary, in this thesis, various DeepSC designs were proposed for the basic sin-

gle user communication scenario, the multi-user communication scenario, the capacity-

constrained device communication scenario, and the task support communication sce-

nario. Amount of simulations have been done to demonstrate the effectiveness and

superiority of the proposed variants of DeepSC compared to the benchmark algorithms.

7.2 Future Work

The following three research issues have been identified and are to be addressed in future

work, for the applications and implementations of semantic communications.

7.2.1 Hybrid Semantic Communication

The constellations in the proposed various semantic communication systems are changed

with the different source data, which is suitable for analog communication. However,

digital communication systems are mainly adopted in real life. In other words, the

current transmission hardware is designed for digital communication systems and is not

compatible with analog communication systems. Redesigning the hardware for semantic

communication systems is a large cost. Therefore, the compatibility between semantic

communication systems and digital communication systems is an important problem to

apply semantic communication systems in real life.
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7.2.2 One Model for All in Semantic Communication

The inborn characteristic of semantic communication systems can support various intel-

ligent tasks. However, the semantic communication systems need to be redesigned the

structure for different intelligent tasks, which requires strong prior knowledge to design

such a network. Besides, when the environment changes, it also needs to redesign/retrain

the model to fit the new communication scenario. Inspired by the large pre-trained model

in computer science, the pre-trained model can support various downstream tasks with

few/zero shot learning. In the semantic communication area, we can design a large pre-

trained transceiver to support the different communication environments and various

intelligent tasks so that reducing the design difficulty for researchers.

7.2.3 Semantic-Aware Channel Capacity

Semantic communication is in its infancy. The fundamental theory is still missing. Even

if the author proposed the initial semantic-aware channel capacity for single-user com-

munication, the unified semantic-aware channel capacity is required to unify different

communication scenarios, e.g., multi-user communication, which can provide the insights

to transmit the semantic information. Additionally, the application of semantic-aware

channel capacity is another interesting direction, i.e., how to perform the power alloca-

tion with the semantic-aware channel capacity, and how to design the neural network

with the guideline of semantic capacity.



Appendix A

Proof in Chapter 5

A.1 Proof of Proposition 1

Given the mini-batch, B, the question-answer accuracy can be computed by

Acc =
1

|B|
∑
B

⟨1i,1j⟩, (A.1)

where |B| is the batch size, and 1i is the one-hot vector with one in the i-th position,

1i is the real answer with label i, and 1j represents the predicted answer with predicted

label j, which is computed by

1j = onehot(arg max(l))), (A.2)

where l is the output logits before softmax activation.

Since softmax function is the soft function of onehot(arg max(·))), the lj can be

approximated by

1j ≈ p = softmax(l), (A.3)

where p is the predicted probabilities.
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Submitting the (A.3) to (A.1), the answer accuracy can be approximated as

Acc ≈ 1

|B|
∑
B

⟨1i,p⟩ =
1

|B|
∑
B

p(a)p(â). (A.4)

where p(a) is the real probability for label i and p(â) is the i-th predicted probability at

p.

Based on (A.4), the loss function of answer accuracy can be designed as

LAcc = −E [p(a)p(â)] . (A.5)

The derivation of LAcc for the parameters φ is

∇φLAcc = p(â) (1 − p(â))∇φl. (A.6)

From (A.6), there exist two optimization directions when ∇φLAcc → 0, i.e., p(â) → 0

and p(â) → 1. However, p(â) → 0 causes worse prediction results and should avoid.

In order to make the optimization stable, the LAcc should be refined. One refined loss

function is the cross-entropy loss function given by

LCE = −E [p(a) log (p(â))] . (A.7)

The derivation of LCE for the parameters φ is

∇φLAcc = (1 − p(â))∇φl. (A.8)

Compared (A.6) and (A.8), the derivation of LCE only has one correct optimization

direction p(â) → 1, which is more stable during training. Therefore, the proposition 1 is

derived.
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A.2 Proof of Proposition 2

For the classification task, the mutual information, I (x̃c
k; a), can be expressed as

I (x̃c
k; a) = H(a) −H(a|x̃c

k). (A.9)

where H(a) is the entropy of the real label, H(a|x̃c
k) is the conditional entropy.

The cross-entropy between the real label and the predicted label given x̃c
k is

H(a; â|x̃c
k) = H(a|x̃c

k) +D KL (a||â|x̃c
k) , (A.10)

where DKL (·||·) is the Kullback–Leibler divergence and is always non-negative. There-

fore, we have the following inequality

H(a; â|x̃c
k) ⩾ H(a|x̃c

k), (A.11)

Submitting (A.11) into (A.9), the lower bound of I (x̃c
k; a) can be obtained

I (x̃c
k; a) ⩾ H(a) −H(a; â|x̃c

k). (A.12)

From (A.12), since H(a) is constant, maximizing the I (x̃c
k; a) can be approximated

to minimizing the H(a; â|x̃c
k). The lower bound will be closer to I (x̃c

k; a) when the model

is trained. Therefore, the proposition 3 is derived.

A.3 Proof of Proposition 3

For the regression task, the mutual information, I (x̃c
k; a), can be expressed as (A.9).

Lemma 1. The conditional differential entropy yields a lower bound on the expected

squared error of an estimator, for any random variable X, observation Y , and estimator
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X̂, the following holds

E
[(
X − X̂ (Y )

)2
]
⩾

1

2πe
e2H(X|Y ). (A.13)

Applying the Lemma 1, the upper bound of conditional entropy, H(a|x̃c
k), can be

expressed as

H(a|x̃c
k) < E [ln |a− â(x̃c

k)|] , (A.14)

where â(x̃c
k) means the model outputs â with the x̃c

k.

Submitting (A.14) into (A.9), the lower bound of I (x̃c
k; a) can be obtained

I (x̃c
k; a) > H(a) − E [ln |a− â|] . (A.15)

From (A.15), since H(a) is constant, maximizing the I (x̃c
k; a) can be approximated to

minimizing the E [ln |a− â|]. However, directly minimizing the E [ln |a− â|] may cause

the gradient explosion.

Given the derivation of ln |a− â| for the parameters φ,

∇φ ln |a− â| =
1

|a− â|
∇φâ. (A.16)

From (A.16), when â → a, ∇φ ln |a− â| → ∞. In order to alleviate the gradient explo-

sion, the approximation of ln |a− â| is derived by applying the Taylor series expansion

ln (|a− â| − 1 + 1) ≈ |a− â| − 1. (A.17)

The derivation of (A.17) for the parameters φ is

∇φ |a− â| = ∇φâ. (A.18)
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Compared (A.18) and (A.16), the item, 1
|a−â| , is removed, therefore, the gradient

explosion is eliminated. Then, the lower bound of I (x̃c
k; a) can be expressed as

I (x̃c
k; a) > H(a) − E [|a− â|] . (A.19)

From (A.19), maximizing the I (x̃c
k; a) can be approximated to minimizing the E [|a− â|].

The lower bound will be closer to I (x̃c
k; a) when the model is trained. Therefore, the

proposition 4 is derived.
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[156] R. Dorrance, F. Ren, and D. Marković, “A scalable sparse matrix-vector multi-

plication kernel for energy-efficient sparse-blas on fpgas,” in Proc. ACM/SIGDA

Int’l sym. Field-programmable gate arrays, Feb. 2014, pp. 161–170.

[157] L. Zhuo and V. K. Prasanna, “Sparse matrix-vector multiplication on fpgas,” in

Proc. ACM/SIGDA Int’l sym. Field-programmable gate arrays, Feb. 2005, pp.

63–74.

[158] Y. Bengio, N. Léonard, and A. Courville, “Estimating or propagating gradients

through stochastic neurons for conditional computation,” arXiv preprint arXiv:1308.3432,

Aug. 2013.


	Abstract
	Declaration
	Acknowledgments
	Table of Contents
	List of Figures
	List of Tables
	List of Abbreviations
	List of Notations
	Introduction
	Motivations and Contributions
	Point-to-Point Semantic Communication
	Multi-User Semantic Communication
	Semantic Communication with Memory
	Low-Complexity Semantic Communication

	Associated Publications
	Thesis structure

	Background
	Conventional Communications
	Semantic Communications
	The Logical-Probability-based Semantic Communications
	Knowledge-based Semantic Communications
	DL-based Semantic Communications
	Goal-Oriented Semantic Communications

	Transformer Models and Loss Functions
	Transformer Models
	Loss Functions

	Intelligent Tasks and its Metrics
	Image Retrieval
	Machine Translation
	Visual Question Answering
	Scenario Question Answering

	Summary

	Point-to-Point Semantic Communications
	Introduction
	System Model and Problem Formulation
	Problem Description
	Channel Encoder and Decoder Design
	Performance Metrics

	Proposed Deep Semantic Communication Systems
	Basic Model
	Transfer Learning for Dynamic Environment

	Numerical Results
	Simulation Settings
	Basic Model
	Mutual Information
	Transfer Learning for Dynamic Environment
	Complexity Analysis

	Summary

	Task-Oriented Multi-User Semantic Communications
	Introduction
	System Model
	Semantic Transmitter
	Semantic Receiver

	Single-Modal Multi-user Semantic Communications
	Image Retrieval Task
	Machine Translation Task

	Multimodal Multi-user Semantic Communications
	Model Description
	Training Algorithm

	Simulation Results
	Implementation Details
	Single-Modal Multi-User Semantic Communication
	Multimodal Multi-User Semantic Communication
	Different Number of Users
	Number of Transmitted Symbols
	Computational Complexity

	Summary

	Semantic Communications with Memory
	Introduction
	System Model
	Memory Shaping
	Task Execution

	Semantic Communication System with Memory
	Model Description
	Training Details

	Adaptive Rate Transmission
	The Relationship between the Length of Semantic Signal and Channel Noise
	Importance Mask
	Consecutive Mask

	Simulation Results
	Implementation Details
	Memory Semantic Communication Systems
	The Proposed Mask Methods

	Summary

	Low-Complexity Semantic Communication Systems
	Introduction
	System Model and Problem Formulation
	Semantic Communication System
	Problem Description

	Proposed Lite Distributed Semantic Communication System
	Deep De-noise Network based CSI Refinement and Cancellation
	Model Compression
	Constellation Design with Fewer Quantization Bits

	Numerical Results
	Constellation Design
	Performance over Fading Channels
	Model Compression

	Summary

	Conclusions and Future Work
	Conclusions
	Future Work
	Hybrid Semantic Communication
	One Model for All in Semantic Communication
	Semantic-Aware Channel Capacity


	Appendix Proof in Chapter 5
	Proof of Proposition 1
	Proof of Proposition 2
	Proof of Proposition 3

	Bibliography
	References


