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Abstract 

This white paper summarizes the main findings from the European research landscape on the vision of 

the 6G architecture. Such a design vision is derived from around 45 projects starting from October 2020 

in all relevant areas of 5G while paving the way towards 6G, within the 5G Public Private-Partnership 

(5G PPP) in the scope of the European Framework for Research and Innovation (the list of contributing 

projects can be obtained from the 5G PPP website at https://5g-ppp.eu/5g-ppp-phase-3-projects/.). At 

present, the European networking research community has started a new program along with 33 projects 

on the Smart Networks and Service (SNS) programme that will focus on 5G advanced and 6G.  The 

5G/B5G Architecture Working Group (WG), as part of the 5G PPP Initiative, is identifying and 

capturing novel trends and key technological enablers for the realization of the 5G and 6G architecture. 

The main findings and results of the Architecture WG are now captured in this white paper, which 

presents a consolidated view from European perspective on the technical directions for the architecture 

design in the 6G era. 

The white paper starts with an analysis of the societal, economic, regulatory and technological trends 

on the design and development of future 6G networks towards 2030 and beyond. Infused by emerging 

and disruptive digital technologies on the horizon, wireless networks are and will be the keystone for 

enabling a transformation of the global economy and the evolution of human society. The evolution 

journey will carry on in the years ahead, driving a large scale of adoption of 5G and 5G-Advanced use 

cases with significantly decreased deployment and operation costs, and enabling new and innovative 

use-case-driven solutions towards the 6G with higher economic and societal values. 

To realize aforementioned trends, this white paper highlights the related research work and presents all 

the key elements and key architecture enablers and solutions of future 6G network design; a design that 

is deeply rooted in real needs and can profoundly benefit humanity in the mid-to-long term. Specifically, 

a high-level view of the 6G End-to-End architecture as well as a functional view of the 6G reference 

architecture are introduced in this white paper, taking into consideration of new stakeholders in the 

mobile network ecosystem and how the architectural work is taking into account their requirements in 

all the domains of the network. The key architecture enablers, that will form the backbone of future 6G 

network architecture, includes all the related technological solutions for building intelligent, flexible, 

sustainable, secure, programmable networks and enabling versatile radio technologies, localization and 

sensing in the 6G networks.  

 

https://5g-ppp.eu/5g-ppp-phase-3-projects/
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1 Introduction 
The goal of this white paper is to summarise the findings from the European research landscape on the 

first version of the 6G architecture. This includes the various technical enablers as well as the first End-

to-End (E2E) system and functional view of the 6G architecture. The white paper is organised as follows: 

The rest of this chapter presents a thorough analysis of different trends e.g., societal, economic, 

regulatory, and technology toward 2030. The use cases foreseen for the next generation of mobile 

networks are also described at the end of this chapter.  The overall architecture description in Chapter 2 

discusses the new stakeholders in the mobile network ecosystem and how the architectural work is 

taking into account their requirements in all the domains of the network. Specific design principles must 

take into account for the new architecture are also described. Then, we move to the new findings in the 

specific network domains in Chapter 3, starting from Subchapter 3.1, which details the enablers for 

intelligent networks and how the 6G architecture can benefits from automation and Artificial 

Intelligence (AI). Subchapter 3.2 describes the technical enablers for the flexible network such as the 

non-Triserial network which will be one of the main pilar of having flexible network. Sub chapter 3.3 

has the detailed study on the two concepts of “6G for sustainability” and “sustainability for 6G” and 

presents some practical technical solutions.  Subchapter 3.4 collectively discusses concepts of security 

and new technology enablers that can be applied to have security as a design concept for the 6G 

architecture. Subchapter 3.5 has a deep dive into the radio access technologies such as Distributed 

MIMO (D-MIMO) and Cell-free MIMO that can be a solution for the 6G ultra-dense access network. 

The localisation and sensing concept is presented in Subchapter 3.6 in detail. Programmability both at 

the network and user level is one of the uprising concepts for the 6G architecture which is discussed in 

Subchapter 3.7. Finally, Subchapter 3.8 deep dives into the management and orchestration which is 

required to harmonise the complex structure of 6G architecture. Chapter 4 outlines the future steps and 

conclude the whitepaper. 

1.1 Analysis of current trends in society and technology  

Since the invention of mobile communications, wireless network technology has undoubtedly 

transformed the everyday life of billions of people on the planet, and profoundly impacted and shaped 

the economy and the evolution of human society to date. Today, the world is facing several 

unprecedented challenges in parallel: climate change, global pandemics, social inequalities and 

misinformation are all aspects in today’s governmental global economic, societal, and political agendas, 

which require impacting and sustainable changes of the global economy and the society itself. Infused 

by emerging and disruptive digital technologies on the horizon, wireless networks are and will be the 

keystone for enabling such a transformation. The evolution journey will carry on in the year ahead, 

driving a large scale of adoption of 5G and 5G-Advanced use cases with significantly decreased 

deployment and operation costs, and enabling new and innovative use-case-driven solutions with higher 

economic and societal values. 

In this context, for guiding the design of human-centered future networks, major societal and economic 

trends towards 2030 and beyond are analysed in the following sections. In addition, regulatory and 

technological trends, which are critical for the design and deployment of future networks, are also 

discussed, so to ensure that such trends, and the related research work, can consider all the key elements 

of future network design, a design that is deeply rooted in real needs and can profoundly benefits 

humanity in the mid-to-long term. 

1.1.1 Societal trends towards 2030 and beyond 

In 2015, 17 interlinked Sustainable Development Goals (SDGs) were collectively identified and set for 

“a better and more sustainable future for all" by the General Assembly of the United Nations (UN) 

[UN15]. Since then, all sectors of society have been called for working towards and delivering on these 
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goals with a timeframe of 2030 and beyond. Information and Communication Technology (ICT) and 

the wireless network industry have positively contributed to those goals so far. For example, it has been 

estimated that wireless networks have helped to lift two million people out of extreme poverty in Nigeria 

during 2010–2016 [GSM20]. Meanwhile, it is worthwhile noticing that the SDG framework extends 

clearly beyond the climate issues, thus calling for a holistic approach to address all goals, which are very 

much interconnected. To address the sustainability aspect, it is not sufficient to focus on SDG #13 

climate action alone to support all environmental, social or economic goals [RRS+19]. For guiding the 

design of future networks within the SDG framework and responsible innovation, as well as in 

compliance with ethics principles (e.g., ethics-by-design) and regulatory frameworks (e.g., GDPR 

[EU16]), it is also important to take two additional aspects — trustworthiness and digital inclusion — 

into account as well. Indeed, it cannot be forgot the unvaluable contribution of networks during the 

COVID19 pandemic, avoiding social isolation among human beings while ensuring social distance 

measures. Citizens and all sectors of society have increased their reliance and dependence on the Internet 

connection. For these reasons, in 2021 the UN Human Rights Council adopted the resolution on the 

“Promotion, protection and enjoyment of human rights on the Internet” [HRC21], and in the same year 

5G technology is viewed as a cornerstone of European resilience and is one of the seven flagship areas 

of the European Recovery and Resilience Facility. Reliance on a such disruptive and pervasive 

technology definitely requires trustworthiness since its “conception” [OBC22], to improve social 

acceptance, as well as wider and faster adoption. Despite the increasing trend of energy consumption, 

the application of ICT technologies in production, prevention and control allows a lifestyle that leads to 

a safer and greener future [CHB22]. In this sense, it is crucial that ICT and wireless networks are 

unilaterally accepted by society, especially from marginalized and fragile subjects (e.g., women, 

minorities and poorest) so as to effectively contribute to the SDGs.  Digital education and inclusion 

policies lay the foundation to empower citizens and society, as well as to improve acceptance of 

technologies. 

1.1.2 Economic trends towards 2030 and beyond 

Wireless network technology has long been regarded as an important engine for driving global economic 

growth. As projected in [Rac20], network technology that encompasses 5G and beyond will potentially 

trigger $13.2 trillion global sales across ICT industry sectors by 2035, representing 5% of global real 

GDP, while 6G value chain will be able to generate 22.3 million jobs globally by 2035. This estimation 

did not even include the impact of connectivity on non-ICT sectors. For enabling economic recovery 

and (re)-building global growth while building a sustainable future in next decades, digital technologies, 

in particular wireless technology, have been widely accredited as fundamental tools by global 

governments and industry. Wireless technology serves and will continue to serve the global economy 

as critical digital infrastructure for all possible industrial sectors (e.g., automotive, industrial, 

transportation, agriculture, education, health and entertainment) and inherently enable sustainable 

growth in all those sectors. 

1.1.3 Regulatory trends towards 2030 and beyond 

While the telecommunications sector was privatized in the 1990s, sector regulation continues to be 

important in conjunction with efficient spectrum access rules, aspects of Electromagnetic Field (EMF) 

Electro Magnetic Compatibility (EMC) and assurance of level playing field with platform and cloud 

operators beyond telco context. Towards 2030, sector regulation is even getting more impacting on the 

society and is more than ever needed. For example, spectrum management is at the heart of future 

networks, any wireless technology development, and governments and regulators will have new 

opportunities due to a wide variety of spectrum bands in terms of highly distinct deployment 

characteristics and spectrum access models with different levels and needs of spectrum sharing. Future 

networks will likely combine a range of Radio Access Network (RAN) technologies from macro cells 

to small cells with very high-capacity short-range links. This calls for refining regulations to resolve 
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inconsistent local approval processes and frequency band assignments to enable dense small cell 

deployments. With the emergence of AI/Machine Learning (ML) technologies across different industry 

sectors, several regulations have been introduced, e.g., the European AI Act and the US Blueprint for 

an AI Bill of Rights to regulate AI systems. Towards 2023, it is envisioned that AI to be widely used to 

enhance future networks’ performance and to be provided as a service by the future networks for a wide 

range of applications. Hence, it is likely that telecommunication sector to be impacted by the AI 

regulations. Finally, it is worth mentioning the need to guarantee the interoperability of numerous 

solutions developed in different parts of the world: equipment and terminals that can intelligently adapt 

and smoothly work in all areas of the planet are looked for more than ever.  

1.1.4 Technological trends towards 2030 and beyond 

The interplay of several technologies is needed to sustain and realise the continue evolution of mobile 

networks. In the following few of such technology trends are mentioned:   

• Localisation and sensing: Localisation was introduced in Release 9 of the 3GPPP 

specifications and is continuing to evolve. With the use of wider bandwidth signals coupled 

with high-band spectrum (>100 GHz) as well as the incorporation of Simultaneous Localization 

and Mapping (SLAM) with communications at lower frequencies, future networks will be 

designed integrating high-precision localisation (with centimeter-level accuracy), sensing (both 

radar-like and non-radar like) and imaging (at millimeter-level) capabilities. This requires the 

development of highly novel approaches and algorithms to co-optimise communications, 

sensing and/or localisation [HEX-D31]. 

• Network intelligence: AI/ML will bring a major disruption to future networks from impacting 

the design of air interface, data processing, network architecture and management towards 

computing for achieving superior performance [Nok20], [NOK20b], [Dem20], [HEX-D42]. It 

will become essential for the end-to-end network automation dealing with the complexity of 

orchestration across multiple network domains and layers [ZVF+20]. 

• Digital Twin (DT): A DT is a digital replica of a real-world entity. The virtual representation 

reflects all the relevant dynamics, characteristics, critical components and important properties 

of an original physical object throughout its life cycle. The creation and update of DTs relies on 

timely and reliable multi-sense wireless sensing (telemetry), while the cyber-physical 

interaction relies on timely and reliable wireless control [MLC20] over many interaction points 

where wireless devices are embedded. In future networks, DTs will be used as a valuable tool 

to create novel and disruptive solutions, especially for vertical industries, that are enabled by a 

large scale of real-time, robust and seamless interactions among, for example, machines, 

humans and environments. Particularly, DTs can be scaled up, which enables a large scale of 

sustainable living with systematic climate mitigation measures, improves the resilience of 

society in crisis situations by actively monitoring and simulating all possible scenarios and 

potentially helps transform the whole societal structure that is suitable for 2030 and beyond. 

• Reimagined network architecture: New network architecture paradigms for the 6G era are 

driven by a decomposition of the system architecture into platform, functions, orchestration and 

specialisation aspects [ZVF+20]. The future network platform will be associated with an open, 

scalable, secure, elastic, distributed and agnostic heterogeneous cloud system, which is data 

flow centric and will include hardware acceleration options. Functionally, the common 

framework of RAN and Core Networks (CNs) will help reducing architectural complexity. At 

the same time, dynamic offloading and flexible instantiation of sub-networks will drive the 

increased level of specialisation of the architecture. Of high relevance for the open provision of 

services and the monetisation of resources will be the transformation of orchestration 

architecture; cognitive closed loop and automation are likely to become pervasive. All future 

deployment scenarios will rely on a superior transport network and network fabric that is 
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flexible, scalable, secure and reliable to support demanding use cases and novel deployment 

options, such as a mixture of distributed RAN and centralised/cloud RAN enabled by AI-

powered programmability [Eri20]. The future network architecture shall provide the capability 

to facilitate all the AI operations in the network.  

• New devices and interfaces: Future networks will be connected to multitudes of devices and 

interfaces, enabling novel human-machine and machine-machine communications. The 

computing needed for these devices will likely not all reside in the devices themselves because 

of form factor and battery power considerations. Rather, they may have to rely on locally 

available computing resources to complete tasks, beyond the edge cloud. Networks will thus 

play a significant role in the man– machine interface of tomorrow. New human-machine 

interfaces created by a collection of multiple local devices (e.g., wearable devices, touchscreens, 

the devices with content awareness features, etc.) will be able to act in unison [Nok20]. In 

addition, the ubiquity and longevity of IoT devices will be further enhanced through zero-energy 

devices where printable, energy harvesting devices can be deployed anywhere. 

• Network of networks: In order to capture local and specialised network and sub-network needs, 

6G network of networks will cover multiple scales of – physical and virtual – networks. The 

evolution of private and 5G Non-Public Network (NPN), such as campus networks, will expand 

to support many machines and processes with strict requirements on Quality of Service (QoS) 

and connectivity, employing edge processing for further automation. Verticals and enterprises 

(e.g., energy sector smart grids) will benefit from automated services with guaranteed 

performance in conjunction with as-a-Service (aaS) business model transformation. Such 

services will be based on various types of resources, including communication, data and AI 

processing, and will require tailored network functionality supporting new value chains in a 

controlled fashion. 

1.2 Use cases and use case families 

[HEXA] which is the pilot 6G project of the European commission, chartered with the role of devising 

the role of 6G in the evolution of society [HEX-D12]. The project identified the six main research 

challenges, that laying the foundation on which relevant use cases for 6G can be forecast, accounting 

also for the societal and economic trends. Here we identify an initial, non-exhaustive set of use cases as 

a first baseline to guide the future research directions on 6G, based on the view of the current European 

research activities on 6G driven through the 5G PPP and 6G-IA initiatives, such as in [HEX-D12], 

[HEX-D13]. These use cases encompass a wide range of usages, from evolutionary ones, extending and 

enriching the 5G usages with new capabilities, to more disruptive ones, opening up new horizons where 

6G could benefit and transform society. These use cases are clustered into families of use cases, 

according to the type of usages, as well as the research challenges and values addressed, as summarised 

in Figure 1. In the following is a brief description on each of the use case families. The detailed version 

can be found in [HEX-D12] [HEX-D13]: 

• Robots to cobots: The 6G system provides the technical fabric to go beyond pure command-

and-control of individual robots. Instead, it empowers robots to become “cobots” in that they 

form symbiotic relations among each other to fulfil complex tasks efficiently or better cater to 

the needs and demands of humans in day-to-day interactions. This use case family includes use 

cases such as “AI partners” which study the possibility of AI agents will become more prevalent 

and ingrained in society, alleviating more and more tasks from humans. 

• Telepresence: This use case family consists in being present and interacting anytime anywhere, 

using all senses if so desired. It enables humans to interact with each other and with the other 

two worlds, and physical and digital things in these worlds. Fully merged cyber-physical worlds 

as well as mixed reality co-design and few other use cases in this family using the concepts of 

AR (Augmented reality)/VR (Virtual Reality). 
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• Massive twinning: Massive twinning, i.e., the application of the more fundamental Digital 

Twin (DT) concept in a wide set of use cases, will gain importance. Massive twinning is 

designed to lead us towards a full digital representation of our environment, extending the use 

in production/manufacturing (as it has started today), but also, for example, in the management 

of our environment, in transportation, logistics, entertainment, social interactions, digital health, 

and public safety.  

• Enabling sustainability: Sustainability is explicably the foremost research challenge addressed 

by this use case family, both in terms of environmental sustainability as well as sustainable 

development of human societies. However, in order to fulfil the UN SDGs, the use case family 

will encompass all the other research challenges to make the sustainable development come to 

realisation. The extreme performance and global service coverage will be needed to empower 

the underserved and bridge the digital divide virtual-realistic remote experiences as well as 

provide means to monitor and counter-act current and impending environmental challenges. 

Connected intelligence and network of networks will enable operations to be optimised for 

sustainable performance. Naturally, any system addressing the societal and environmental 

challenges has to be trustworthy at its core in order to foster widespread confidence in their 

operation and execution. 

• Hyperconnected resilient network infrastructures: This use case family gathers the use cases 

involving sub-networks, or networks of networks, requiring a high level of resilience such as 

“AI-assisted Vehicle-to-Everything (V2X)” in which the idea is to exploit AI algorithms for 

enhanced automotive services provided by future 6G networks. 

• Trusted embedded networks: This use case family gathers the use cases involving sub-

networks, or networks of networks, requiring a high level of trustworthiness such as “Precision 

healthcare” where the use of in-body and on-body sensors is generalised beyond health 

purposes. 

 

 

Figure 1: Families of uses cases from [HEX-D13] 
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2 Why a new architecture is needed 
Based on the introduced use cases and their requirements and the technological trends affecting the 6G 

architecture, this chapter identifies enhancement areas considering currently 3rd Generation Partnership 

Project (3GPP) defined 5G architecture and lists several key needed components for the forthcoming 

6G architecture: 

• Enabling AI: Thanks to the enormous development in computational resources, edge- and 

cloud-computing, as well as due to the ever-increasing amount of available network and 

application data, AI can now be applied to almost every aspect of mobile networks, enabling 

automated network operation and user application/service support. However, to be able to 

harvest from the benefits of AI, 6G systems need to be AI- and computation-pervasive, which 

calls for the 6G architecture to be data-driven. To enable AI pervasiveness to 6G networks, 

several aspects need to be considered during system design, taking into account a number of 

end users, network operator and service provider needs.  It is our vision that the 6G network 

will leverage AI for optimising the 6G air interface (e.g., physical layer configuration; mobility 

and resource management; QoS assurance) and also to transform a 6G network to a powerful 

distributed AI platform. Hence, the AI as a Service (AIaaS) concept will be a key 6G enabler. 

• Programmability: While programmability has been a feature of network devices for a long 

time, the past decade saw a significant enhancement of programming capability for Network 

Functions (NFs)by the Software-Defined Networking (SDN) paradigm as well as the ongoing 

trend towards softwarisation, edgification, and cloudification. On the one hand, there are now 

many more APIs (Application Programming Interface) and standardised programming 

interfaces towards NFs than ever before. This allows 3rd party developers to interact with the 

network in new ways. On the other hand, the capability to program is no longer confined to the 

Control Plane (CP) but has been introduced into Data Planes (DP) as well using Smart Network 

Interface Cards (SmartNICs) and switches. A key candidate technology for this is the P4 

domain-specific language and the functional abstractions [BDG+14]. The reusability and 

flexibility through programmability is of particular importance at edge and extreme edge 

locations where deployments have a limited footprint (i.e., subject to limited hardware types 

and models) and therefore need to be flexible to support a wide range of functions and use cases 

with diverse performance requirements. For 6G, this trend is expected to continue and even 

accelerate. However, many open questions remain as competing concepts exist, and actual 

deployments are mostly limited to trials. 

• Cloud native, softwarisation and service-based architecture: 5G CN supports cloud-native 

implementation of the Service-Based Architecture (SBA). Cloud native means that applications 

are designed to operate in cloud compute environments and are built without employing a 

monolithic software codebase. Further on, 5G employs concepts such as separation of User 

Plane (UP) and CP functions, network slicing, convergence of fixed and mobile communication 

(and non-3GPP access), local breakout mechanisms, support for a wide range of frequencies, 

etc. However, there are some areas of improvements identified here with respect to the current 

5G networks, for example, the functional allocation and procedures may prevent full integration 

of cloud-native NFs across all domains and layers. The current 5G architecture applies the 

service-based approach in the core network [23.501], [23.502] and defines NFs applying 

service-based principles, but here the scope is only for the CN omitting RAN and the 

management system. The service-based approach has also been adopted in the management 

system (SBMA, Service Based Management Architecture), with different management services 

federated together following service-consumer producer patterns. However, SBMA and SBA - 

as applied in the CN - differ in the way how SBA in 5G CN is applied: CN builds service 

discovery around Network Repository Function (NRF) whereas SBMA doesn’t have such a 
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service explicitly but multiple options instead. Further, SBMA [28.533] doesn’t define NFs but 

APIs only counter to CN CP. As the cloudification continues within all subsystems (i.e., RAN, 

CN, and management) the overall architecture should be revisited to ensure architectural 

consistency, streamlined introduction of new features and simplicity of customization. Planned 

improvements include better cross-plane and cross-domain interactions, particularly for data 

collection for analytics and AI/ML needs. The 6G architecture must be more flexible to 

accommodate new types of end user devices and access network topologies which calls for 

dynamic functionality upgrades and function distribution to match changing deployment needs. 

• Continuum Orchestration: Another reason why a new architecture is necessary is the 

realisation of the Continuum Orchestration concept, which implies the evolution of regular 

management and orchestration techniques towards the continuum consisting of the joint 

combination of different orchestration domains: CN, transport network, edge, extreme edge, 

and other networks that can be external to the Mobile Network Operator (MNO) (e.g., fixed 

access networks, private networks or hyperscaler networks). In pre-5G generations, 

management and orchestration resources were primarily focused on the CN. 5G makes possible 

the emergence of new architectures enabling the joint management and orchestration services 

and resources deployed on both: core and edge. However, the concept of “continuum 

orchestration” for B5G/6G networks takes this a step further by also including other resources 

as mentioned before. 

In addition to the list above, other important aspects are to be considered, among which sustainability, 

reliability, trustworthiness, cybersecurity, standardisation and regulations. 

2.1 End-2-End architecture  

Figure 2 depicts a high-level view of the 6G architecture and highlights the key technical enablers. The 

various building blocks are organised into three layers: Infrastructure, Network Service, and Application.  

 

Figure 2: System view of the 6G architecture [HEX-D13]  

The infrastructure layer is comprised of RAN, CN, and transport networks, which contain radio 

equipment (non-virtualised radio functions like Radio Units (RUs), Distributed Units (DU)), or even 

classical base stations), switches, routers, communication links, data centres, cloud infrastructure, and 

so on. The infrastructure layer provides the physical resources to host the Network Service (NS) and 
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application layer elements. Furthermore, due to the introduction of new use cases, e.g., immersive smart 

city [HEX-D12], the infrastructure layer envisioned for 6G can accommodate new enablers such as 

localisation and sensing [HEX-D31]. The infrastructure layer also contains RAN improvements that 

enable extremely low latency, high reliability, availability, high data rate, high capacity, affordable 

coverage, high energy efficiency, accurate localisation, and integrated sensing. More details on the 

evolution of RAN technologies can be found in deliverables D2.1 [HEX-D21] and D2.2 [HEX-D22]. 

The 6G architecture incorporates different (sub)network solutions into a network of networks. The 

network of networks can easily and flexibly adapt to new topologies to meet the requirements of both 

extreme performance and global service coverage, well beyond what 5G is capable of. 

The network service layer is envisioned to be cloud and micro-service-based with function and 

microservices expanded from central cloud to the extreme edge cloud. Extreme edge cloud is referred 

to all devices beyond the RAN. Microservice based implementation can provide improvements toward 

a softwarised, intelligent and efficient 6G architecture. In Chapter 3, enablers for an intelligent network 

describes mechanisms to support AI in 6G and AIaaS, programmability, and network automation. 

Further on, with a cloud-native approach, the RAN and CN architectures can be streamlined, e.g., reduce 

some complexity by removing multiple processing points for a certain message and removing 

duplication of functionalities among functions. This topic is further investigated in the Subchapter 3.3 

related to enablers for efficient and sustainable networks. 

One of the key technology enablers of the network service layer is the introduction of the extreme edge 

cloud. Extreme edge cloud covers the part of the network with high heterogeneity of devices with a wide 

variety of technologies, in terms of both hardware and software. These devices could be personal devices 

(smartphones, laptops…), and a huge variety of Internet of Things (IoT) devices (wearables, sensor 

networks, connected cars, industrial devices, connected home appliances, etc.). The concepts of edge 

and extreme edge computing become more and more relevant for the 6G architecture and services. 

Cloud-native technologies will be required to create cloudlets at the edge of the network, with 

application-to-application and function-to-function communication capable to satisfy a large number of 

interconnected assets with flexible mesh topologies. Another important aspect of this layer is the 

exposure framework and integration fabric. It establishes a communication channel that enables 

seamless interoperation and networking across different domains.  

Network management and orchestration are gradually moving toward increasing the levels of 

automation and fully automated closed-loop control. This is supported by the parallel adoption of 

advancements in AI/ML technologies. The aim of this shift is to provide a framework to optimally 

support reliability, flexibility, resilience and, availability through the concept of "continuum 

orchestration" - i.e., seamless orchestration spanning device-edge-cloud addressing changes in the 

infrastructure, requirements and failures. 

Security and privacy mechanisms are an integral part of the overall architecture, affecting all network 

layers as well as the management and orchestration domain. Figure 2 highlights the 6G security 

technology enablers across different layers [HEX-D12].  

Privacy-enhancing technologies are important on all layers where sensitive data are gathered or 

processed, and clearly also in the management domain. Similarly, AI/ML security is relevant for all 

functions making use of AI/ML, in the sense of specifically protecting this use, but also refers to AI/ML-

driven security mechanisms, e.g., in the management domain [UKT22]. Finally, distributed ledger 

technologies are relevant wherever it is required to establish “distributed trust”, i.e., trust that is not 

anchored in a central trusted authority, as it may be the case in interdomain management. 

6G telecommunication networks need to have a fast and efficient way of exchanging information and 

resources, with minimum possibility of failure, to enhance the QoS they provide. Naturally, the attention 

has turned towards a new approach to the decentralised framework. One of such a framework is the 
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blockchain-enabled platform, which can be used in several domains (e.g., network slicing, industrial IoT 

networks). The blockchain-based platform is one of the most prominent technologies to unleash the 

potential of 6G system.  

Figure 3 shows the functional view of the 6G reference architecture that we propose. It is hierarchically 

composed of the set of planes that traditionally build the mobile network architecture and has done so 

since the earliest releases of the 3GPP standards. 

 

Figure 3: Functional view of the proposed 6G reference architecture 

CP and UP network functions are responsible for delivering the expected QoS, efficiently allowing UEs 

(User Equipment) to exchange data with the network. As previously discussed, these planes entail novel 

access technologies, which may include also the ones leveraging terahertz bands and visible light 

communications; AI-native air interface, arranged in specific ways (e.g., cell free networks [RAB+20], 

[NAY+17]), and even including extreme edge functions like the ones that are managing and 

reconfiguring intelligent metasurfaces. Together, they build the network stratum. 

Clearly, this richness in the available NFs, that have to be arranged and properly configured according 

to the network slices they belong to, poses new challenges to the management plane of the network. 

Here we introduce the second stratum of the functional view: the network intelligence stratum. By 

borrowing and extending the terminology from the 3GPP system, we define a stratum as a set of 

coordinated functions that are running in different planes (or domains in this case) of the network. 

Traditionally the non-access stratum included functions from the UE, UP and CP.  The network 

intelligence stratum encompasses and coordinates functions in all the network: ranging from the 

intelligent operation of network functions to its autonomous management and orchestration. The 

network intelligence stratum gathers data and analytics also from the infrastructure and environment. 

We extend the infrastructure to include environmental aspects (i.e., the environment where the 

infrastructure is deployed, and functions are executed) to allow a tight interaction between the network 

and the surrounding space. Properly steering beams at very high frequencies or using Unmanned Aerial 

Vehicle (UAV) to extend the network coverage require a sensing stratum that can efficiently coordinate 
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functions, harvesting data from fixed landmarks or dynamic [Laser|Light] Imaging, Detection and 

Ranging (LIDAR) scans, or even use the UP wireless technology as an additional source of sensing, 

possibly in an energy harvesting fashion. 

Finally, the last stratum we discuss in the functional view is the security stratum, that manages all the 

cyber security and data privacy aspects in the network. This stratum coordinates functions in all the 

planes and domains of the network up to the vertical service provider one, that also benefits from the 

enhanced 6G security and cooperates with it to minimise the attack surface, while allowing the service 

customers to have full control on the data (including the network one). 

This interaction is possible thanks to the enhanced exposure interface between the network and the 

vertical service providers that, through the use of network applications, can leverage on data, functions, 

and procedures offered to support and enhance the user experience. Through the exposure interface, the 

traditional barrier between operators and service provider is removed, allowing a white-box 

customisation of the vertical service.  

2.2 Architectural Principles  

Eight different architectural principles were defined, meant to serve as guidelines when developing the 

6G architecture [HEX-D51], [EWS+22]. A summary of the architectural principles can be found in 

Figure 4.  

 

Figure 4: 6G architecture principles from [HEX-D51], guiding the architecture design 

Principle 01:  Exposure of capabilities 

The architecture solution shall expose new and existing network capabilities to E2E applications and 

management such as predictive orchestration. The analytic information can for example be performance 

predictions such as latency and throughput, or it can also be localisation and sensing information.  

Principle 02:  AI for full automation  

The architecture should support full automation to manage and optimise the network without human 

interaction. The closed loop network automation assumes the use of AI/ML.   

Principle 03:  Flexibility to different topologies 

The ability of the network to adapt to various topologies without loss of performance while still enabling 

easy deployment. This can for example be the ability to adapt to new traffic demands, new spectrum 

situations, private networks and ad hoc mesh networks. 

Principle 04:  Scalability 

The network architecture needs to be scalable both in terms of supporting very small to very large-scale 

deployments, by scaling up and down network resources based on needs.  

Principle 05:  Resilience and availability 

The architecture shall be resilient in terms of service and infrastructure provisioning using features 

such as multi-connectivity and removing single points of failure. 
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Principle 06:  Exposed interfaces are service based 

Network interfaces should be designed to be cloud-native, utilising state-of-the-art cloud platforms and 

IT tools in a coherent and consistent manner.  

Principle 07:  Separation of concerns of network functions 

The network functions have bounded context and all dependencies among services are through their 

APIs with a minimal dependency with other network functions, so that network functions can be 

developed, deployed and replaced independently from each other. 

Principle 08:  Network simplification in comparison to previous generations  

Streamline the network architecture to reduce complexity utilising cloud-native upper layer RAN and 

CN functions with fewer (well-motivated) parameters to configure and fewer external interfaces. 
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3 Architectural enablers  
After having discussed the main novel architectural trends and principles that will form the backbone of 

future 6G network architecture we dig into each specific topic, identifying solutions and technology that 

we consider relevant for next generation mobile networks. Rather than focusing on specific network 

sub-domains such as access, core, orchestration only, we structure the discussion along different axes 

related to 6G features that network should have. Many of them are actually multi-domain, as discussed 

in Figure 3, such as intelligence and security, other are features that shall encompass the design of all 

6G components, such as sustainability and programmability. We discuss them next. 

3.1 Intelligent network  

The ultimate target for the intelligent network is to enable autonomous and adaptable networks, with no 

(or minimal) human intervention, leveraging cognitive, closed-loop control network functions that can 

be instantiated on an on-demand basis even across network domain boundaries. In this sense, the task 

of the intelligent network is to define the underlying mechanisms to support embedded AI for 6G, and 

to ensure dynamic adaptability of the network architecture to new use cases while keeping the 

infrastructure and energy costs at acceptable and sustainable levels. Built-in and integrated AI/ML 

depend on intelligence distribution and management empowered by distributed data and AI/ML 

pipelines, automated closed-loop network operations and orchestration to satisfy any E2E service Key 

Performance Indicators (KPIs). Therefore, the constituent network functions need to be adaptable to 

new environments for which they were not originally planned for. Intelligent network integrates 

different software implementations of AI functionality, multiple AI-agent setups and, different learning 

architectures with AI-driven network orchestration and cross-domain function placement, and built-in 

data analytics frameworks. 

Moreover, such integration of intelligence in the network shall be natively supported by the 6G 

architecture, introducing specific elements and architecture extensions the following sub sections to 

build the network intelligence stratum, such as a new network intelligent plane composed of Network 

Intelligence Function (NIF) and Network Intelligence Service (NIS), an intelligent distribution 

framework to implement intelligent distribution, and new AI-driven air interface design on Radio 

Frequency (RF) hardware impairment compensation [FS20], channel estimation [CMWT21] and 

resource allocations, and development of AI functions to provide AIaaS to enable AI training, 

monitoring and Life Cycle Management (LCM) accounting for the specific tasks and procedures related 

to the intelligence training, deployment, and monitoring. 

3.1.1 Intelligent network key technological enablers 

In the following, we detail the key technological enablers for an intelligent 6G network. 

3.1.1.1 Network automation  

Automation of networks aims at replacing tasks undertaken by human operator with processes run by 

machines or pieces of software. AI-based automation is required in emerging 6G networks to manage 

the complexity in terms of technology and services and to meet quality, security, and resilience 

requirements. In practical terms, this translates into reducing human errors in network management and 

operations, reducing service provisioning time while improving time-to-market, and reducing network 

and security issues through closed-loop network operations. AI and ML techniques will be key to 

achieving a high degree of automation in 6G networks, unlocking the potential of data analytics to assist 

network orchestration and operations. 

An example of such network automation is the one leveraging on customised AI/ML techniques that 

can finally empower such automation vision. As a matter of fact, the loss functions that drive the training 

process of supervised machine learning models. In the vast majority of cases, loss functions are designed 
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to be generic enough to work well in a wide range of scenarios. However, this approach eventually falls 

short when dealing with specific network related problem such as capacity forecasting. Therefore, 6G 

network shall be leverage on especially tailored functions such as the one presented in [CBF22]. 

3.1.1.2 AI as a service  

Bringing AIaaS to 6G, requires several new network functions and corresponding interfaces. [HEX-

D52] identifies several relevant AI functions needed to provide AI automation and seamless AI-driven 

6G orchestration. The functions are AI repository, training, monitoring, and finally AI agent. A new AI-

enabled architecture aims to support distributed AI services, needed for supporting AI as close as 

possible to the application, AI service chaining (in the sense of assisting with AI traffic flow between 

AI services in the network) needed to accomplish specific AI tasks, as well as cross-domain AI service 

consumers and data producers. The in-network AI architecture, as proposed in e.g. [HEX-D51], also 

aims to support AI-enabled access control considering attributes such as user, data object and 

environment information, efficient transfer of large amounts of data, network and application-specific 

analytics, and the sharing of AI models, once available and updated. The new architecture supporting 

AIaaS will be employed for enabling different learning services, such as Federated Learning (FL) and 

Explainable AI (XAI). Once a consumer requests the AI service, mechanisms to allocate resources and 

instantiate the required functions are needed. Based on the service requirements and mobile device’s 

capabilities, the AIaaS-supporting 6G network will be able to decide which functions of the service will 

be instantiated. On one hand, the mobile device may produce data, receive the global model from the 

FL server, build local AI models, and make decisions based on it.  

Besides being provided as a Service, AI solutions shall be directly taken into account while designing 

specific part of the network, such as the approach taken in [KHH+21], where deep convolutional 

networks are directly integrated into the network protocol stack. 

3.1.1.3 Dynamic function placement  

NF migration and placement problem has been studied in a number of previous works, such as [LAG19] 

and [HJS17]. This work has been extended to 6G architecture to consider Dynamic Function Placement 

(DFP) to a full fabric of different domains of the architecture, from the end-user domain up to the central 

cloud to enable continuum orchestration. This implies that DFP needs to operate across domain 

boundaries of collaborating clouds. The domains need to expose their shared resources and relevant 

APIs for service discovery.  

DFP is responsible for optimal function deployments to provide differentiated services in single domain, 

multi-domain, and cloud environments [HEX-D51]. For the functions with enabled DFP features, 

monitoring of the specified cross-layer KPIs must be supported. The monitoring info is used in decision 

making where the performance of the current functions is evaluated, and a need for changing function 

instance numbers or locations is determined. Decision-making could be based on the usage of AI/ML 

techniques, for instance, provided by AI/ML services for orchestration and management functionality.  

In one sense, DFP could be seen as one of the core functionalities on top of what the orchestration 

framework’s LCM provides. The main responsibilities of DFP can be characterised as i) relocation of 

function instance, and ii) runtime context transfer for the instance relocation, which are closely related 

to more traditional LCM functionalities like replica management and service scaling up and down. 

However, the separation of responsibilities and roles between LCM and DFP is not always clear and 

depends on implementation aspects. For instance, the instance relocation raises some new technical 

challenges like how to define extractable and hence movable runtime state for any function and how to 

securely move such state potentially between domains. Additionally, regarding the scope of 

orchestration and management (incl. DFP) operations, special focus should be put on the notion of the 

domain, i.e., how to support multi-domain operations. 
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Figure 5 depicts how DFP is positioned in the E2E architecture and how cross-layer KPIs and metrics 

are required in the network service layer, which is the focus of the DFP management operations. For 

different layers in the E2E architecture (i.e., the application layer, the network service layer, and the 

infrastructure layer) monitoring of layer specific KPIs and Key Value Indicators (KVIs) could be 

targeted depending on the use case. For instance, for end-user services, the "health" of a service is 

generally measured in the application layer. Respectively, the infrastructure layer provides resource-

specific metrics to be used in operations done in the network service layer. There is a special relationship 

between the infrastructure and the network service layers visible in definite orchestration and 

management operations where the existence of special hardware resources in the infrastructure layer 

governs how the operations can be executed. In other words, functions can only be placed in physical 

nodes where the required hardware resources are available. In addition, the extreme edge represents the 

infrastructure layer part with the most limited computing resources and sets new challenges for the 

cloudification itself.  

 

Figure 5: DFP layered view [HEX-D51] 

3.2 Flexible network  

Flexible network intend to enable extreme performance and global service coverage. The network 

functionality and architecture must then be flexible enough so that it can adapt to different topologies. 

The “Network of Networks” in [HEX-D51] [ECR+21], considers the usage of technologies for 

supporting flexible topologies to increase the availability and reliability of the connection. 

The deployment of mobile networks has become increasingly complex and diverse with every new 

generation. During the 4G standardisation there were many discussions about so-called Heterogeneous 

Network (HetNet) solutions, i.e., how networks with both wide area macro and small cell pico base 

stations should cooperate. The extension of the radio spectrum into mmWave in 5G added yet another 

aspect to flexible deployment. 6G deployments will include nodes using even higher sub-THz spectrum 

(e.g., in the 100-300 GHz frequency range) with limited coverage as well as nodes at low frequencies 

with seamless coverage, as illustrated in Figure 6. Furthermore, the number of network solutions for 

capacity and coverage is also expected to increase in the 6G timeframe. These include solutions such as 

D-MIMO networks, Non-Terrestrial Networks (NTN), campus networks, mesh networks, and 

cloudification of the network elements. Thus, 6G will be a network of networks.  
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Figure 6: The 6G network of networks [HEX-D51] 

As mobile broadband is becoming increasingly critical to society, the architecture of 6G must support 

reliability and resilience beyond 5G, both in terms of service and infrastructure provisioning, when 

connecting through any of the diverse connectivity options. 

Therefore, it becomes even more important with a 6G Multi Connectivity (MC) solution with the ability 

to have efficient spectrum usage and be able to aggregate resources between the current frequency bands 

and the new sub-THz spectrum bands. This calls for a new improved MC solution. The new 6G MC 

solution should replace the current Dual Connectivity (DC) and Carrier Aggregation (CA) solutions by 

combining the best features to be able to handle both extreme reliability and excellent flexibility. The 

MC solution should support decoupled Downlink (DL) and Uplink (UL) and the ability to quickly add 

inactive connections. A general disadvantage with the DC solutions for New Radio (NR) is the 

implementation complexity of the 3GPP specification, for example, the numerous architecture options 

for DC between Long Term Evolution (LTE) and NR and the message exchange over the Xn interface 

between gNBs [38.331] so care needs to be taken to reduce complexity.  

With the combination of Terrestrial Networks and NTNs it will be possible to achieve 100% global 

coverage [BFC21]. NTNs can likely provide a lower capacity per km² than terrestrial networks, but at a 

reasonable cost. Thus, an NTN is suitable for rural areas, including oceans, with low or very low 

population density. For urban areas, there will always be a need for terrestrial networks. There are two 

types of architecture options for NTN: transparent and regenerative payload architecture. Transparent is 

the simplest type, where the NTN basically serves as a relay of the signal between the UE and the base 

station on the ground. The regenerative architecture is equivalent to having the base station functions 

onboard the satellite. The main research question for 6G is how the NTN and terrestrial network mobility 

will be solved. Since the Low Earth Orbit (LEO) and Medium Earth Orbit (MEO) satellites move, it 

may be necessary to find solutions that minimize the number of handovers and the signalling needs for 

mobility robustness. Another important research topic for 6G NTN is the actual architecture solution, 

e.g., if regenerative or transparent or a hybrid split should be used [HEX-D51, BFC21]. 

Another possible improvement for 6G is to utilise Device to device (D2D) communications in a mesh 

network. The concept of D2D communications is not new as it has been discussed since 4G networks 

[DGK+13] to enable devices to communicate directly. D2D communications can also enhance the 
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coverage and capacity of cellular networks through UE relaying. The following architectural challenges 

are relevant for a new improved mesh D2D communication: 

• Defining the trust level for devices participating in the D2D/mesh network. 

• Unified modelling of nodes and devices, in terms of network and computational resource 

characteristics, capabilities and constraints.  

• Definition of interfaces to control and interact with devices for resource advertisements, 

synchronisation, reachability verification, etc. 

• Selection of best possible nodes and devices depending on specific parameters (e.g., position, 

signal quality, battery level, availability, reachability, available computational resources, etc.). 

• Integration with network and service orchestration for seamless management, control, and 

enforcement of D2D/mesh network communications. 

• Methods and procedures for discovery of nodes and devices (including synchronisation aspects 

for capabilities advertisement). 

3.2.1 Flexible network key technological enablers 

In the following, we detail the key technological enablers for a flexible 6G network. 

3.2.1.1 Architecture streamlining  

A new 6G architecture should support all types of traffic anticipated in 6G. However, this is not enough, 

6G should also be streamlining NFs, for the cases where comparisons with previous generations are 

possible, be more efficient in terms of, e.g., capacity, coverage, signalling overhead, scalability and 

energy consumption. The assumption is that a cloud native approach can help meet requirements of a 

future network segments currently associated to CN and RAN.  

The number of dependencies and processing points might be reduced by redesigning network 

functionalities with the aim to perform all relevant processing for a certain network task in a single point. 

Dependencies between NFs may cause unnecessary complexity and even latency. Based on an analysis 

and characterisation of NF dependencies in [HEX-D52] the following candidate actions can be applied 

to reduce effects of dependencies: 

• Separate subscription, policy handling and UE capabilities for RAN, functions that currently 

are handled by the Access and Mobility Management Function (AMF) [ECR+21]. 

• Merge entities responsible for “radio interface” configuration. Splitting CU and DU adds delay 

while adding complexity for innovation and optimisation of radio performance.  

• Separate UP control to allow direct signalling between UP nodes. This will reduce latency and 

provide opportunity for vendor optimisations, e.g., co-implementation. 

• Separate UE signalling to enable separate association for UP controls, security, etc.  

• Harmonise the service framework, e.g., discovery and security, as well as the context handling 

procedures, e.g., handover, re-establishment, resume, etc.  

One important enabler for 6G architecture is function elasticity [HEX-D52] and in particular 6G RAN-

CN function elasticity, which is achieved by co-locating some of the common 6G CN NFs with the 6G 

RAN-CP in the cloud environment, see Figure 7. Signalling procedures that benefit from being in the 

regional edge cloud comprises 6G mobility management and 6G session management. As a result of 

placing critical signalling processing together with 6G RAN-CP in the regional edge cloud, signalling 

performance is improved thus reducing latency. This approach can be applied for 6GUE associated 

services since the 6G UE context handling would remain within the control of the 6G mobility 

management without creating new or additional dependencies.  
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Figure 7: Functionality distribution between RAN and CN clouds [HEX-D52]. 

Another way to improve the 6G architecture is enhance the possibilities for signalling directly between 

NFs, i.e., to remove potential bottlenecks. This since many services already today require information 

transfer from one Next Generation RAN (NG RAN) node to another NG RAN via the 5G core. In 5G 

core the information is relayed via the AMF with limited or even no involvement of the AMF [HEX-

D52]. To streamline this transfer, introducing Service Based Interfaces (SBI) would allow this 

information to be exchanged directly between the NG RAN NFs without the need to pass through the 

AMF, see Figure 8. This is also further discussed in section 3.2.1.2. 

 

Figure 8: Service Based Interfaces (SBI) from the RAN to the CN NFs would allow signaling 

directly between the NG RAN NFs without the need to pass through the AMF [23.501]. 

3.2.1.2 Evolved Service-Based Architecture  

With the introduction of SBI in 3GPP’s core network design, Release 15 has been a ground breaker in 

the flexibility by introducing this change. The resulting SBA for a 5G system is illustrated in Figure 9 

and depicts the majority of all 5G core network functions (in green) and the change in interface naming 

conventions. While in a pre-5G world, naming of interfaces followed the convention of using N 

combined with an integer number, SBIs named with N followed by the name of the NF that offers a 

service (called producer). This reveals a core improvement in the system architecture, i.e., there is no 

strict enforcement on which NFs can communicate on an interface. This resulting flexibility allows any 

new functionality of a producer to be standardised without the necessity to create a new interface name 

if the requesting entity has changed. Furthermore, Release 16 introduces the Service Communication 

Proxy (SCP) which routes messages between 5G core NFs, if desired. Note, the SCP is not offering an 

SBI and therefore does not carry an interface name in the figure below. Also, the SCP is only an optional 

component and the 5G Core can operate in four models, Model A, B C and D. Model A and B are 
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referred to as “direct communication”, as no SCP is in use. While Model A refers to NFs configured to 

communicate directly among themselves even without the use of the Network Repository Function 

(NRF), Model B sees NFs to utilise the NRF to discover other NRFs. Model C and D are referred to as 

“indirect communication” with an SCP deployed and the communication between NFs delivered by and 

SCP; hence, the adjective “indirect”. Model C describes the “SCP without delegated discovery” scenario 

where any Consumer (the requesting NF) will consult the NRF on the identifier of the Producer (the NF 

responding to the request). The identifier is an IP address or Fully Qualified Domain Name (FQDN). 

The NRF then provides the Consumer with the SCP’s identifier, as the SCP will deliver the request. 

Model D is referred to as “SCP with delegated discovery” and defines the scenario where any Consumer 

has the SCP identifier preconfigured and addresses all requests to this address. The SCP then 

communicates with the NRF to obtain which NF is supposed to be used. When considering multi-vendor 

cloud-native deployments of 5G Cores, it becomes apparent that multiplexing Models will not allow 

microservice-based NFs to scale (Model C or D) when having Consumers that implement Model A or 

B only. 

 

Figure 9: Release 17 5G system architecture [23.501] 

As can be observed in Figure 9, not all 5G core NFs are SBI enabled, namely the User Plane Function 

(UPF) resulting in a point-to-point interface between the UPF and the Session Management Function 

(SMF). Also, the interfaces between RAN and CN, i.e., N1 and N2, are non-SBI enabled. 

Further enhancements are required to steer solutions towards fully disintegrated private networks and 

aim to define a unified Service-Based Architecture to improve the operations of a deployed 5G system. 

The result of this proposed unification is provided in Figure 10 which illustrates a beyond Release 17 

5G system architecture with the improvements listed below. The list below will include a statement 

about the likelihood of a specific improvement to be suitable for 6G: 

• The SCP becomes a mandatory component and operates in a new model, Model E, which 

removes the ability to address the SCP directly and removes the necessity for the SCP to 

communicate with the NRF. Additionally, the SCP receives resource scheduling capabilities on 

top of the actual service routing capabilities. As such change would eliminate the four 

communication models defined in 3GPP, it will be too intrusive for any update to 5G and 

deemed more suitable for the first 6G release. 

• The N2 and N4 interfaces also use the SCP without any changes to the IP-based protocols they 

rely on. All endpoints on N2 and N4 are identified through an FQDN, enabling cloud-native 

orchestration of 5G cores. As such improvement requires the SCP to become an un-addressable 

component and therefore a change/addition to the four communication models are required, it 

is deemed more likely in 6G. 
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• The Network Data Analytics Function (NWDAF) is split into a Network Monitoring Function 

(NWMF) and Network Analytics Function (NWAF). While the NWMF is solely responsible 

for gathering data points, the NWAF offers analytical capabilities based on the data available in 

the NWMF. The reason for this is to allow different vendors to realise the NWMF and NWAF, 

given the growing importance of AI/ML. A change in NFs and in particular splitting an existing 

NF will have a significant impact on SA specifications and is deemed more likely to be accepted 

in the first 6G release. 

• The introduction of a new 5G NF, the Who Am I Function (WAIF), which offers the ability to 

any NF to request information about itself, e.g., the parent domain under which the entire 5GC 

operates or the NF type it serves. This is mainly to support cloud native procedures where NFs 

are packaged as containers or Virtual Machines (VMs) and can be deployed numerous times. 

Such additional NF could see its acceptance as an optional NF in a pre-6G release in 3GPP, as 

it would simply offer extended functionality without interfering with any existing one specified 

in the current releases. 

• The last change to the 5G system architecture follows 3GPP’s Work Item SP-220417 on “Study 

on UPF enhancement for Exposure And SBA” [23.700-62]. This study introduces an Nupf 

interface for monitoring purposes and event notifications. As this improvement has been 

accepted as a Work Item in 3GPP Release 19, it will become standardised. 

 

Figure 10: Beyond Release 17 5G system architecture [F5G13] 

In order to unify the system changes described above, [F5G13] introduces a dedicated platform layer 

between the infrastructure and service layer, where 5G core and vertical applications are categorised as 

an enterprise service interfacing via southbound programmable APIs with the platform. As a result of 

the unification effort, the 5G core NFs WAIF, NWMF and SCP is located in the platform layer. 



5G PPP Architecture Working Group Architecture White Paper 

Dissemination level: Public Page 23 / 76 

 

Figure 11: System Overview of SBA Platform [F5G13] 

3.2.1.3 Compute as a service 

Compute as a Service (CaaS) is a use case enabling service approach, as described in [HEX-D12], which 

is aimed to / shall be used by any device (stationary or mobile, IoT, handheld, etc.) or network 

infrastructure equipment that chooses to delegate demanding, resource intensive processing tasks to 

other parts of the network. The network nodes for workload addressment/execution are chosen as to 

providing more powerful compute nodes, which are also of higher availability at the time of workload 

generation. These services offering compute entities can be either devices other than the requesting one, 

or, for example, integrated in edge cloud servers at the infrastructure side. In the CaaS case, external 

compute resources can be made available to a specific entity or user device through a well-defined open 

interface. The basic principles relate to an offload of processing tasks to external compute resources. In 

this context, some of the needed features to be defined, as part of a 6G network architecture design, are 

the following [HEX-D51]:  

• A general interface providing access to external computational resources.  

• Mechanisms for discovery/detection of available compute resources (e.g., via a general register 

reachable by the CaaS provider).  

• A functional entity (e.g., central controller/workload orchestrator) that decides when to offload 

(fully or partly) a processing workload. 

The decisions on whether to offload a processing workload, and, if so, where to delegate the workload, 

are based on the knowledge of currently available resources of network nodes (or prediction of future 

availabilities) and taking into account requirements relating to performance (e.g., the delay for producing 

workload output and dispatching it to the requestor), the energy footprint of the workload delegation 

and the trustworthiness of the network node(s) offering their compute resources for workload 

processing. AI capabilities of the network can be exploited to orchestrate the task workload delegations. 
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3.3 Sustainable network  

As mentioned before today´s society faces major challenges, including in particular the pandemic, 

distrust and global warming, which all need to be addressed while creating innovation-led opportunities 

for economic prosperity and job creation in a circular, green and digital economy.  

Sustainability, both a main research challenge and a core value of 6G, is a holistic concept covering 

environmental, social and economic aspects, and it is built around meeting the needs of the present 

without compromising the ability of future generations to meet their own needs. From a 6G perspective, 

this refers both to the sustainability of 6G itself (Sustainable 6G), and the opportunity for 6G to support 

society and stakeholders across all sectors of the economy in getting more sustainable (6G for 

sustainability).  

Focusing first on the direct impact, it encompasses environmental impacts connected to the use of energy 

and materials, but also social impacts associated with, e.g., transparency, traceability and respect for 

human rights. From 6G for sustainability perspective, 6G networks need to consider a wide range of 

environmental, social and economic aspects as outlined by the United Nation Sustainability 

Development Goals (UN SDGs) [UNSDG], [SDG] – the main recognized framework for sustainable 

development. In particular, sustainability mainly relates to SDG11 for sustainable cities and 

communities and SDG13 for climate action, since high energy efficiency, can be directly translated to 

lower CO2 emissions. Apart from the associated KPIs, such as energy efficiency and consequently cost 

efficiency, sustainability and energy consumption are also main targeted areas of important 6G KVIs, 

such as the Ecosystem and Innovation KVIs. 

Regarding sustainability, even if the current contribution of the ICT sector to the total carbon footprint 

of the society is limited (estimated to 1.4% [Itu20], [ML18] of overall global emissions), the increased 

use of mobile broadband and digital solutions will likely require densification of the network to increase 

the capacity. It may also require manufacturing of more devices (including IoT devices). This could lead 

to an increase of overall emissions unless energy efficiency continues to be addressed together with 

behaviours and the transition to renewable electricity supply. Supporting this, ITU, GSMA, GESI and 

SBTi have jointly developed trajectories which establish that the ICT sector should reduce its 

environmental footprint by 50% between 2015 and 2030 to decarbonise in line with a 1.5 °C trajectory 

in support of the Paris agreement [Itu20].  

Referring to the same sources, it is interesting to note that globally, the energy consumption from using 

devices represents more than 40% of the ICT power consumption while networks and data centres 

shared the remaining consumption roughly equally between them. From a carbon emission and life cycle 

perspective, devices again dominate and represent more than half of the overall emissions, while 

networks represent around 25%. Overall, the majority of networks and data centre emissions are 

associated with the use stage, while devices use stage and embodied emissions require as much attention. 

However, this balance looks different for other impact categories, so it is important to consider 

environmental impacts of the full life cycle also for networks and data centres (including aspects such 

as life time, recyclability, materials efficiency etc.).  

ICT sustainability: The ITU organises the sustainability of ICT into three orders of effects: i) first order 

effects that denote the life cycle impacts of goods, networks and services (i.e., its footprint), ii) second 

order effects that denote the impacts in other sectors due to the use of ICT and iii) other effects which 

denote higher order effects such as those associated with behavioural changes [Itu14]. In our 

terminology, the first order effects of 6G are also referred to as sustainable 6G or footprint, while 6G 

for sustainability refers to the second and, to some extent, higher order effects.  

To be relevant, an environmental sustainability study on 6G´s first order effects must be holistic and 

take into consideration the entire 6G network (core, transport/aggregation, access, and user 

equipment/device) during its entire life cycle. To evaluate the environmental footprint of equipment, a 
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network, or a service, Life Cycle Assessment (LCA) provides a comprehensive method for capturing its 

overall impact. Indeed, LCA covers the entire life cycle of the studied system (from raw materials 

extraction to end-of-life treatment) and can deliver results for multiple environmental impact indicators 

(e.g., climate change, abiotic resources depletion, and water consumption). LCA has been standardised 

for ICT by the ITU [Itu14]. However, application of such standards already during technology 

development is challenging as the basis for any LCA is the use of resources and release of emissions. 

6G will not exist in a vacuum but will instead live along, and in some cases supersede, other mobile and 

fixed networks. As such, it is important to consider the impact of the ICT sector with and without 6G, 

as well as the impact of 6G itself. When 6G is deployed, an increase in environmental impact could be 

expected because of the superposition of 6G with the other mobile network technologies. However, the 

deployment of newer network technologies makes the decommissioning of older technologies possible. 

Considering that 6G will be designed to be more sustainable than previous technologies, overall net 

gains in terms of environmental impact are aimed for. 

Regarding the carbon impact of the ICT sector, [ML18a], completed by [ML18], which is one of the 

most comprehensive and recent studies, estimates the sector to represent 1.4% of overall global Green 

House Gases (GHG) emissions for 2015, based on a large sample of measured data as reported by 

companies and estimates that level will stay quite stable until 2020. This level has also been agreed as a 

sector baseline for the decarbonation trajectories developed jointly by ITU, GSMA and GESI and 

applied by SBTi [Itu20]. Of this 1.4%, user devices represent 54% of emissions, networks 25%, and 

data centers 22% (resulting in 101% overall due to round off effects). From the global perspective, the 

embodied/use stage emissions ratio is closer to 50/50 for aggregated user devices due to short life spans 

and less intensive usage, compared to network and data center equipment for which use stage emissions 

represent most emissions due to longer life spans and as the equipment is used 24/7.There are three 

major drivers for the future trends in first order emissions of the ICT sector: the decoupling between 

data traffic and energy consumption, the reduction of ICT energy consumption, and the decarbonation 

of ICT energy. Let us recall that the L.1470 demands that the sector, to help stay beneath the 1.5°C 

warming limit, should reduce its emissions by 45% in 2030 and go towards net-zero by 2050 [Itu20] 

[Itu21]. For this, the successful decoupling of data traffic and energy consumption of networks will be 

necessary but not sufficient. Considering the decoupling, the energy usage has been derived as stable 

2010–2018 among European Telecommunications Network Operators (ETNO) members, at slightly 

below 30 kWh/subscription (including overhead), despite substantial data traffic growth (by a factor 12) 

[LMB+22]. This development sets an example for this decade to follow. 

3.3.1 Sustainability targets  

In accordance with the UN SDGs, we aim for a threefold sustainability: societal, economic and 

environmental. We now present the three corresponding targets with the associated KPIs, as well as 

methodological considerations for measuring said KPIs. For each target, we propose technological and 

societal enablers. 

KPI1 (Societal target): Enable the reduction of emissions of >30% CO2 eq. in 6G-powered sectors 

of society 

The enablement effect (i.e., a positive second order effect) is commonly associated with solutions or 

services that could help reduce or avoid GHG emissions [HEX-D13]. Enabling reductions of emissions 

of >30% CO2 eq. in 6G-powered sectors of society is targeted. Independent of expected outcome, a 

common approach for most work in this area is the definition of a baseline scenario without the solution, 

the definition of a scenario with a solution that reduces GHG emissions applied, and a comparison 

between the two. Hence the analysis is hypothetical as the two scenarios cannot exist at the same time. 

In addition, also the direct rebound effects have to be taken into account, i.e., emissions associated with 

usage of a service which is not associated with modifying the baseline but occurring due to the 
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convenience of the solution. Today, both the baseline and consolidated detailed methods and standards 

that describe a clear methodology for evaluating the “enablement” impact of ICT on other sectors are 

lacking [CBH+20]. Work is underway in ITU to provide assessment methods for existing or defined 

solutions, expected to become available during 2022. As for existing high-level methods, the approach 

is expected to refer to existing applications with a proven and measurable effect, which is often used as 

input for different usage scenarios. For future technologies, proven case studies will be lacking, resulting 

in an inevitable additional level of uncertainty and the need to adapt any existing methodology. 

Moreover, the overall effect of 6G (the aggregated effect of all potential, future use cases) is beyond 

reach as the total use of 6G cannot be foreseen. Consequently, the evaluation of 6G can only be scenario-

based and refer to specific use cases. The main challenges include the establishment of baselines, 

estimating impacts of future 6G solutions and their usage, and estimating the induced impact for a future 

scenario, potentially considering the direct rebound effect (not to mention the difficult extrapolation 

from case studies to larger populations). To achieve this target, the following items are under study 

[HEX-D13]: 

As a baseline scenario, we select a non 6G powered service and we compare it with a 6G-powered one. 

The main complexity is the data collection/estimation related to CO2 impact with and without 6G. 

Applying existing and developing methodologies to provide a transparent and well-founded result is a 

challenging task associated with significant complexities and uncertainties, especially at this early stage 

of technology development. Moreover, systematic approaches are required to assess the potential GHG 

reductions of enablement effects. Knowledge about technology itself is not sufficient to establish usage 

scenarios; it should be accompanied by considering how strategies and policies may form cultural 

change and new personal and societal behaviours. In addition to considering the importance of such 

effects for the assessment, it is currently studied how to consider not only technological aspects, but also 

the behavioural and cultural ones to identify the core aspects and actions, at both technical and 

organisational, behavioural, cultural levels that will be key to maximise the enablement effects and thus 

reach the defined target. Without conducive actions, rebound effects may diminish and even, in some 

cases, overcompensate the potential advantages. However, it is acknowledged that rebound is a complex 

area, and some rebound effects may actually amplify reduction effects [HF15].  

Enablement effects should be defined and evaluated for specific use cases. Such analysis will be 

performed on a “what-if” basis, outlining the different scenario outcomes should the selected use case(s) 

be made available and applied with an assumed effect or not. Moreover, in what measure a certain new 

technology will be adopted and used is also influenced by personal/societal culture, economic factors 

and behaviours. Importantly, enablement is calculated as a net effect after subtracting the footprint of 

the solution, unless that is deemed insignificant. This may imply some synergies with KPI2 and KPI3 

in terms of modelling.  
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Figure 12: Assessing the enablement effect [CBH+20]. 

To summarise, today, agreed detailed methods that describe a clear methodology for evaluating the 

“enablement” impact of ICT on other sectors are lacking. It is also concluded that the overall effect of 

6G is beyond reach as the total use of 6G with the magnitude of unknown use cases cannot be foreseen. 

Consequently, the evaluation of 6G can only be scenario based, and refer to specific use cases. 

KPI2 (Economic target): Reduce the Total Cost of Ownership of 6G by >30% 

A mobile operator’s Total Cost of Ownership (TCO) for the introduction of a brand-new mobile system 

includes both Capital Expenses (one-time costs) and Operating Expenses (recurring costs), i.e., CapEx 

and OpEx, respectively [EFA+19]. A reduction of the TCO for 6G by at least 30% is targeted with 

respect to current networks.  

In a typical mobile network today, CapEx is ~30% and OpEx is ~70% of the TCO over a 10-year period, 

with the RAN being the biggest cost component in both CapEx (~50%) and OpEx (~65%) [Gha20], 

then followed by transport, core network, energy and other network costs (e.g., people, network 

management and maintenance, etc.). A breakdown of RAN CapEx shows that the largest cost 

components are site construction, spectrum and equipment. Similarly, a breakdown of RAN OpEx 

shows that the largest contributors are power consumption, site rentals and operations.  

In order to achieve the economic target a methodology has been developed based on which the 6G TCO 

evaluation requires a baseline mobile network architecture to be properly identified. Such baseline 

architecture allows to assess the 6G TCO in relative terms (i.e., x% cost savings) with respect to it, by 

quantifying the potential cost reduction provided by the most promising 6G network enablers when 

actually deployed, for each of the cost items impacting the TCO. By taking into account that operators 

are currently deploying 5G networks based on both the new 5G core network and the NR (New Radio) 

access technology – i.e., the 5G NR Standalone (5G NR SA) – it is natural to assume the 5G NR SA as 

the baseline architecture for the 6G TCO evaluation.  

For determining the cost structure and the “weight” of each cost component (RAN, transport, etc.) in 

the overall 5G NR SA TCO, the study provided by the GSMA has been considered [Gsm19]. Such work 

considers the dynamic interplay of a diverse mix of factors broadly falling into three groups: cost drivers, 

representing the “reasons why” a new (5G) network is needed, e.g., the mobile data traffic growth, the 

(operator-specific) strategy choices in terms of use cases being exploited for monetisation, etc.; cost 

accelerators, that is, factors such as the RAN and the backhaul upgrades, the edge computing 

deployment, etc., which increase the overall cost of owning and operating a (5G) network – and that can 
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be classified as being CapEx or OpEx – as they are needed to cope with the presence of multiple cost 

drivers; and cost optimisers which can serve as a catalyst to accelerate the (5G) network evolution while 

keeping the TCO at an affordable level from the operator’s perspective – typical cost optimisers include 

new RAN architectural approaches, e.g., virtual RAN (vRAN) instead of legacy Distributed RAN (D-

RAN), architectural enablers such as automation  and AI for planning and executing modern mobile 

network operations, low energy and or CO2 reduction solutions such as liquid cooling replacing air 

conditioning for the equipment, etc.  

Quantitative analysis and results derived from the above methodology will be provided, where the TCO 

reduction will be assessed for exemplary use cases each representing an application of a specific 

deployment strategy among the ones identified by GSMA in their study – after proper identification of 

the most significant and use case specific architectural enablers allowing to cut costs down.  

KPI3 (Environmental target): reduce energy transmitted per bit by >90% 

Efficiency is expressed as the ratio between energy in kWh and, e.g., data volumes in Gb evaluated 

during a time period. This is reflected in the MWh/Tb index given in [ETSI20] which has defined a 

methodology to evaluate this KPI at the network level. 

Several studies have shown that at each transition between two cellular generations, a reduction factor 

of 10 has been achieved in terms of energy consumption per transmitted bit in wireless networks [Arc19], 

[HEX-D13]. This achievement has largely been obtained thanks to spectral efficiency induced by higher 

bandwidth combined with the advancements in physical layer techniques (e.g., new modulation and 

coding, waveforms and multi-antenna transmission schemes), and coupled with a great hardware 

improvement in terms of integration, miniaturisation and processing and also due to a substantial 

progress in sleep modes management systems.  

All the network segments should be addressed including access, transport and core networks. Our 

ambition is to not consider only networks but also to make the link with services and contents delivery 

points like cloud and data centres. The 5G NR was selected as a baseline considering different traffic 

scenario including high or low data rates. 

Measurement and assessment methods are now well-known and applied by Mobile Network Operators 

(MNOs). The assessment methodology is described in [ETSI20], which supports operational networks. 

The evaluation method is the measurement of the energy consumed by a radio base station during a time 

period (generally one hour) and the corresponding total traffic volume delivered by the base station to 

all the connected users. The traffic volume strongly depends on signal bandwidth and frequency carriers. 

However, the energy consumption will essentially be related to the hardware capabilities and 

specifications that can be clustered into the following categories:  

• Electronic components efficiency. This category considers all the electronic layers that impact 

the global consumption including the baseband unit (computation part) as well as the radio unit 

(RF amplifying part). The computation part is mainly dependent on Moore’s law and microchips 

integration while the RF amplifying part is driven by power amplifiers technology 

improvements, and materials, e.g., Galium instead of Silicon for its good performance at high 

frequencies.  

• Bandwidth and signal characteristics. This lever addresses the signal properties like frequency 

carriers, aggregation capabilities, bandwidth specification as well as the physical layer features 

of the signal, e.g., modulation and coding schemes, the waveform type, and precoding, in order 

to estimate the improvement of spectral efficiency.  

• Artificial Intelligence and multi-goals optimisation. This new lever could bring very promising 

energy savings and optimisations while maintaining an equivalent quality of service. AI can be 

introduced to optimise sleeping periods of RF modules for exemple as well as to adapt the 

needed resources to the user demand. Moreover, AI can also be used to detect energy 
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consumption anomalies and overdimensioned sites that could be reenginereed to adapt the 

network resources to the targeted quality of service. In addition, AI-empowered receiver can 

perform signal detection in the presence of power amplifier non-linearities, hence, enabling 

operation of power amplifier with lower back-off, leading to higher energy efficiency [HEX-

D42].  

• Sleep-modes and network orchestration. Sleep modes have been one of the main levers for 

decreasing the energy consumption of wireless networks this last decade. Their performance are 

closely related to the PHY and MAC layers design as well as to the signal characteristics. The 

main improvements have been achieved with the Orthogonal Frequency Division Multiplexing 

(OFDM) structure which allow rapid sleep modes generally called micro-Discontinuous 

Transmission (DTX). Also, the MIMO configuration now allows to switch off part of the 

antenna transceivers depending on the trafic demand. 6G PHY/MAC layers design should then 

consider sleep modes implementation in their DNA to enhance their efficiency. New technics 

as lean carrier and deep sleep modes could then be implemented without a loss in QoS or user 

experience. 

3.3.2 Sustainable network key technological enablers 

6G networks will need to employ a number of key enabling technologies and tools towards achieving 

sustainable networks. Among them, the disaggregated and virtualized RAN will enable elastic edge 

computing architectures, which accompanied by energy efficient E2E network, compute and storage 

resource allocation can result in significant network energy efficiency gains. This stems from the fact 

that 6G networks are expected to be highly heterogenous both in terms of employed technologies as 

well as resource types (communication, computation and storage resources). Therefore, energy-efficient 

resource allocation becomes challenging due to the large number of strongly coupled decision variables. 

In this context, efficient resource allocation strategies should: i) jointly consider all different types of 

resources, i.e., communication, computational and storage, and access as well as transport technologies, 

e.g., sub-6GHz, mmWave, optical communications, as well as their constraints, ii) take into account the 

E2E network path from the traffic’s source to the destined UE to guarantee E2E optimality, iii) induce 

low computational complexity to enable near real-time decisions, while meeting the E2E delay target, 

and v) achieve high energy efficiency. Developing energy-efficient solutions serves a twofold goal: a) 

reducing the OpEX of the involved stakeholders (e.g., MNOs, infrastructure providers etc.), and b) 

leading to environmentally friendly solutions by limiting the associated carbon footprint.  

The cloudification trend is expected to continue for 6G enabling novel network designs, e.g., cloud-

optimised network procedures can be obtained considering NFs capable of accessing any (authorised) 

network information with limited (or no) nested interactions among NFs. The key challenge is to design 

a 6G architecture that can fully utilise and interact with the cloud platform with regards to speed of 

development and reuse of common cloud components, balancing the need to standardise business-

critical interfaces with the fast evolution of IT tools, such as DevOps. 

Other promising techniques that lay mainly on the device level include wireless power transfer and 

energy harvesting targeting energy-neutral devices with advanced characteristics. An energy neutral 

device can be defined as “a passive or active device with a guaranteed continuity of use through a 

Wireless Power Transfer (WPT) or energy harvesting link that offers sufficient energy” [CBD+22]. The 

benefits of this type of devices are twofold. First, they can enable the sustainable realisation of massive 

IoT deployments, consisting of a massive number of low power connected devices, and second, they 

can limit the excessive number of batteries that is needed for such a realisation, which typically contain 

toxic materials, thus leading to a sustainable environment. A special focus should be also given on the 

combination of the aforementioned techniques with renewable sources of energy to further boost their 

sustainability and environmental friendliness. 
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3.4 Secure network 

The evolution towards next generation networks requires them to be more secure, able to address the 

additional requirements on trustworthiness associated to the growing number of use cases and the 

dependability of an increasingly critical infrastructure.  

Trustworthiness is one of the six main research challenges in the flagship effort of the Hexa-X project 

[HEXA], and security forms a basic foundation for all systematisation of trust in connectivity [HEX-

D12]. Security considerations must encompass all aspects of cyber-security: resilience against attacks, 

preservation of privacy, and ethical, safe application of automation means, especially including AI, to 

network operations and applications. Security also depends on active management of threat surfaces, 

including proactive measures such as threat prevention and protection as well as reactive measures such 

as attack discovery and mitigation. As NSs consolidate as essential components in a growing number of 

application scenarios, their dependability and, equally important, the perception of such dependability 

as an achievable characteristic, becomes a key feature for network operators, service providers, 

application developers and, above all, end users.  

A realistic approach to this trustworthiness challenge must acknowledge that complete security is not 

achievable, and that all security measures comes with a cost in other terms (such as usability, agility, or 

swiftness). Therefore, a balance is required in terms of this cost, the risks to be considered, and the 

impact of a security breach on the mission objectives being served. The Level of Trust (LoT) of a 

particular NS in a concrete application scenario is proposed as the essential KVI to be considered in this 

regard. The characterisation of LoT constitutes one of the main goals of the current efforts in analysing 

the security features of next generation networks. This includes identifying both the applicable 

technologies to domain experts, and respectively analysing the solutions proposed by these experts in 

the framework of previous experience and feasible attack patterns.  

Moreover, the analysis of network data to improve the security or the performance is not an exception 

with relevant advances in the past years. However, the usage of data is not exempt of issues, with the 

privacy of the final users (and the confidentiality of company data) on the focus when data should be 

shared among different partners. Another similar research issue is the protection of the users against 

malware and other attacks from the network is possible by monitoring the network traffic. 

Though it may seem obvious, it is worth recognising the imperative to apply this security analysis at all 

levels: for each individual applicable technology (at any plane and layer in the communications stack 

and any segment in the network architecture) and from a holistic perspective (addressing NSs as a whole 

including the involved human roles). Therefore, security activities are committed to analyse and drive 

the evolution of base security technologies, support the analysis of specific solutions at all levels, and 

assist the security evaluation of the different scenarios contemplated as reference for network evolution. 

An initial assessment of these use cases has identified a set of privacy and security aspects to be 

considered: 

• Improvement in implementation of general requirements: availability, confidentiality, integrity, 

and personal data protection 

• Scaling implications related to massive, pervasive deployments of unattended and untrusted 

devices 

• Data provenance and physical-to-logical mappings in digital twin applications 

• Real-time data flow protection in new applications such as immersive media or haptic interfaces 

• Establishment of trust mechanisms between networks protective of subscriber privacy 

• Root-of-trust based approaches to provisioning network gear, including authorisations for 

virtual network functions that may be deployed on generic hardware. 

• Active disruption of network resources to examine the resilience to attacks  
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• Extension of current network security practices to ad-hoc networking 

• AI-specific threats 

• Protecting AI data feeds of any nature: raw, pre-processing, normalisation and knowledge 

sharing 

• Address the use of AI by attackers 

• Security impact of deployment on heterogenous cloud environments 

3.4.1 Security architectural components 

Security in the 6G era will build on well-proven security principles and mechanisms of today’s networks 

and extend and enhance them to cover the security requirements of the 6G architecture and the new 6G 

network features and properties. Further, it will adopt new technologies as they mature in the coming 

years. The prime example for both of these aspects is AI/ML – it requires on the one hand careful 

security considerations to ensure its integrity and trustworthiness, and on the other hand, it is a powerful 

approach to create superior security mechanisms, replacing for example today’s signature-based 

intrusion detection by intelligent anomaly and intrusion detection that continuously and predictively 

adapts to dynamic network configurations, traffic patterns and new threats. By such means, AI/ML 

driven, automated closed loop security mechanisms can be created that constantly monitor the network 

and service behaviour, automatically trigger defensive measures when threats are detected, observe the 

impact of these defences, and use this information to constantly improve their detection and prevention 

capabilities. 

6G networks will transport critical and sensitive information, thus requiring security mechanisms that 

ensure confidentiality, integrity and availability of the data and the networks. But in addition, 6G 

networks will also learn a lot about their users, such as their location, traffic and mobility patterns, and, 

by means of sensing, about what’s happening in all the area covered by the networks. Superior privacy 

of such sensitive information that is gathered by the network is essential in order to make 6G networks 

trustworthy. A prerequisite for this is security – to protect these data against attackers. Service providers 

however need to process such data for providing the service, so they necessarily need access. Regulatory 

and legal frameworks must be in place that prevent abuse of such data. But there are also technical 

means to reduce the risk of privacy breeches and abuse of sensitive data, collectively named as “privacy 

enhancing technologies”. A notable example is homomorphic encryption, allowing encryption of data 

in a way that meaningful processing can be done by external parties (such as cloud computing providers) 

without the need to reveal cleartext data. This new encryption approach has been under research since a 

considerable time now, and the results are promising.  

An important trend that 6G security and privacy must take into account is the development of quantum 

computers, that may at some time be able to break the crypto algorithms that are vital in today’s security 

architectures. “Quantum-safe cryptography” is needed to protect information against attacks employing 

future quantum computers. The good news here is that research in this area has been done since years 

now, and algorithms have been developed that are believed to be quantum-safe. However, a major effort 

is still required to integrate these new algorithms into existing and new security protocols and 

mechanisms. While quantum computers are a threat to today’s crypto algorithms, quantum principles 

can also be used to secure communication. The prime example here is quantum key distribution, that 

employs principles of quantum physics to enable secure distribution of keys between communicating 

entities (e.g., via fibers), where these keys can then be used in classical or quantum-safe cryptographic 

algorithms. 

To create trustworthy networks, trust foundations and attestation technologies will play an important 

role. This comprises hardware trust anchors, extending today’s trusted platform modules and trusted 

execution environments that provide hardware-based security that cannot be compromised by malicious 

software employed by attackers. Based on these trust foundations, attestation technologies allow to 
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ensure the integrity of hardware and software components, preventing compromised components to 

process sensitive data and perform critical tasks. 

6G networks and services will comprise scenarios where multiple stakeholders work together, and there 

may not always be a central entity to build mutual trust upon. In such cases, distributed ledger 

technologies may become relevant, allowing to “distribute trust” among several independent peers. 

Security and privacy in 6G networks are expected to rely heavily on quantum-safe cryptography. 

However, in particular on the radio interface, cryptography may be complemented by so called “physical 

layer security” (PLS). In this approach, characteristics of the radio channel that are only available to the 

legitimate communication peers may be exploited to derive a common key, or to provide efficient origin 

authentication for messages. Possible advantages of PLS methods include faster procedures, as well as 

high energy- and computation-efficiency. Also relating to the physical layer is the threat of jamming 

attacks that is inherent to all wireless technologies. To provide the availability and reliability required 

for critical services delivered via 6G networks, suitable measures must be in place to mitigate the 

jamming threat. A promising approach here is cell-free operation, where a mobile terminal may connect 

via multiple (tight) beams to multiple distributed access points, which can significantly increase the 

effort for a successful jamming attack compared to today’s mobile networks, where mobile terminals 

rely mostly on a single access point at a time. 

Figure 13 depicts the security technologies described so far as architectural building blocks in a 6G 

architecture picture, mapping them to different areas such as the cloud HW infrastructure, the cloud-

based software (comprising the virtualization and application layers and the management and 

orchestration area) and to non-virtualized equipment consisting of special purpose hardware controlled 

by dedicated software, namely RAN and optical equipment. Building blocks appear in this picture in 

those areas where they are most relevant, not excluding applicability also in other ones. Obviously, 

software in non-virtualized equipment shares security building blocks with cloud-based software, so 

blocks such as “Secure AI/ML”, “Privacy enhancing technologies” and “Quantum-safe cryptography” 

appear in both these areas. 

As mentioned at the beginning of this section, 6G security comprises also the well-proven essential 

security methods present in today’s networks. Some representative examples are included into the 

picture. Most obvious is the need for secure software, firmware and hardware, where “secure” means a 

low, if not zero, degree of vulnerability. On the hardware layer, crypto accelerators may be applied 

where efficient crypto processing at a large scale is required. A secure virtualization layer comprises 

virtualization infrastructure security functions (e.g., filtering functions, security and resource isolation 

between entities) and allows implementing a secure logical network topology that may build on different 

security zones, traffic separation and isolated slices. Secure protocol and API design brings robustness 

not only against external attackers, but also against erroneous usage by legal communication peers. 

Lastly, “classical” management security mechanisms comprise well-known mechanisms, such as 

isolating the management traffic and interfaces from other traffic types, access control to management 

interfaces taking into account different management roles, implementing a least-required-privilege 

approach, and secure logging of all management activities, to give some examples. 

Finally, in 6G, like in today’s networks, it is crucial to think of security not only as a one-time effort to 

undertake when deploying a network, but as a constant process over the complete lifetime of the network 

and its services. 
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Figure 13: Overview of the essential 6G security architectural components [HEX-D13] 

3.4.2 Secure network key technological enablers 

The ability of supporting data-intensive applications that require the analysis of data under the control 

of different parties is a priority for 5G/B5G mobile networks [PFN+20]. The considered scenario is 

typically characterised by a diversity of data sources stored on different nodes, possibly under the control 

of different parties. Data analysis may then require data exchanges and cooperation between these 

different parties. In such a context, there are several issues that need to be investigated [VFL+21]. A 

first problem is related to the fact that data may need to be selectively accessed in a cooperative way for 

executing certain analysis (queries). This implies the need of exchanging data and of executing 

collaborative computations that, however, should be controlled to avoid information leakage. For 

instance, data stored at one node might be released selectively, in restricted form, only to other specific 

nodes and within specific domains. Several proposals have addressed this problem, but they do not 

consider the possibility of protecting data through, for example, on-the-fly encryption (e.g., [SKS+19]). 

There are some solutions under investigation which will instead provide a solution for expressing and 

enforcing data sharing constraints, considering the cost of operation execution and ensuring their 

enforcement even in non-trusted environments where data may be possibly encrypted (e.g., [VFJ+17]). 

Such a solution will include a flexible model for representing, in an easy and effective way, the access 

privileges to portions of distributed data, supporting different levels of visibility over the data (e.g., 

plaintext visibility or encrypted visibility). The access privileges will regulate data sharing and flow 

among providers, also considering the trust assumptions on the parties involved in the data sharing and 

flow.  

A concern related to the storage and collaborative processing of data is the lack of control over the 

computation and hence the uncertainty about the correctness of the result. This is a well-known problem 

and the research and industrial communities have devoted many efforts to the development of techniques 

to assess integrity of the result of computations outsourced to external parties (e.g., [VFJ+16], 

[ZDW21]). However, the problem of how to use such techniques and of assessing their effectiveness in 

different application scenarios still need to be further investigated. One possible solution is to focus on 

probabilistic techniques since they can be applied in contexts where computations are not fixed a priori. 

In this case, the detection of integrity violations will be based on the combined adoption of approaches 

such as data replications and markers [KLM+19]. The goal is to define a formal model for assessing the 

effectiveness and synergy of the probabilistic techniques adopted. The model will allow different parties 

to tune the amount of control to be enforced (and therefore the security guarantees to enjoy and the 

performance overhead to pay), considering different contexts or applications. Attention will be also 
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devoted to the design of techniques for distributing different data chunks to different providers for 

providing better confidentiality guarantees (e.g., sensitive data could be stored within a trusted provider 

and non-sensitive data and/or an obfuscated version of sensitive data at an untrusted provider). 

The usage of ML technologies is becoming pervasive with applications ranging from the diagnosis of 

cancer [KLM+19] to the selection of advertising online. The analysis of network data to improve the 

security or the performance [AGG+19] is not an exception with relevant advances in the past years.  

However, the usage of data is not exempt of issues, with the privacy of the final users (and the 

confidentiality of company data) on the focus when data should be shared among different partners. 

Moreover, delivering a decentralised, blockchain-based platform that supports network slicing 

transactions via Smart contracts [LL19], targeting multi-tenant infrastructures for the first time is under 

study. In this platform, the MNO, Mobile virtual Network Operators (MVNOs), and Over The Top 

(OTT) vertical application owners form a Decentralised Autonomous Organisation (DAO) which can 

dynamically negotiate network slice contracts, flexibly integrating large and small players without the 

need for a centralised, trusted entity. Smart contracts facilitate (and automate) direct contracts among 

entities that can be dynamically renegotiated based on real-time supply and demand. 

Finally, to improve the performance of current signature-based solutions for dealing with zero-day or 

evolving attacks, hardware accelerated solutions for a decentralised Threat Detection Engine (TDE) 

[STG+19] and a centralised threat analysis engine can be provided. ML-based threat detection, that has 

demonstrated an improved ability to extract complex non-linear relationships in attack data, will be 

leveraged for the design of TDE. 

3.5 Versatile radio access network 

Network densification (i.e., increasing the number of base stations per unit of space) is one of the main 

techniques that resulted in improving spectral capacity in 4G and 5G cellular networks [SLL17]. The 

drawback of this solution is equipment and site costs as well as potentially higher interference that 

negatively affects performance of cell-edge users [BS19]. Networks of next generations will have to 

deal with even higher density of infrastructure to provide the expected performance [RAB+20]. This 

requires re-thinking of the underlying architecture to eliminate the cell boundaries [NAY+17], [BS19]. 

For instance, in [RAB+20], [NAY+17], a Cell-Free (CF) massive MIMO (mMIMO) network is 

designed, which refers to a network with densely deployed RUs cooperatively serving user equipment 

units through coherent joint transmission and reception using the same time-frequency resources. 

Consequently, the concept of cells is eliminated, motivating the name.  

Regarding the network architecture, the intention is to disaggregate the traditional Central Processing 

Unit (CPU) in multiple DUs, in line with 3GPP’s 5G architecture [38.401] and propose novel solutions 

based on fully distributed (aligned with O-RAN Alliance specifications [ORAN4]), data-driven 

processing and local coordination. The disaggregation is vital for creating scalable versions of cell-free 

architectures available in state of the art [IFL19], which will unlock the potential of deploying cell-free 

networking in future 6G networks with massive RU deployments.  

Another important issue is cluster formation (selection of serving RUs). In contrast with available 

simplistic distance-based solutions [BAZ+20], it is important to dynamically allocate a sub-set (or 

cluster) of RUs to each UE based on i) the radio propagation environment; ii) quality of Channel Status 

Information (CSI) estimates; iii) constraints introduced by computation requirements; iv) fronthaul links 

capacity, and v) user mobility. Going a step further, innovative ML algorithms could be adopted for 

optimal cluster formation focusing on real-time operation by using historic data coming from the 

network, as well as for advanced modulation schemes and/or channel estimation/equalisation.  
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Finally, clustering RUs served by multiple DUs (in contrast to disjoint clusters in [IFL19]), could 

provide an inter-DU coordination algorithm for decoding the actual signal. Moreover, exploring inter-

DU coordination requirements and their effect in the spectral efficiency performance, as well as dynamic 

adaptability of the coordination levels jointly addressing RU-DU and DU-DU coordination are some of 

the main research trends in the cell-free MIMO domain. 

Extreme high data rate links will be required in some very high-performance applications anticipated in 

6G. Mostly those are related to highly advanced on-line imaging including holographic communications 

as well as providing extreme data rates for high-capacity cells. In those cases, a throughput of 100 Gbit/s 

or even significantly higher can be required. This means bandwidths of several tens of GHz as 

anticipated in reports [HEX-D21] and [HEX-D22]. The architecture design, in particular the 

infrastructure layer, needs to ensure that such data rates can be brought to local small-scale base stations 

that will serve end users. From network architecture point of view, this is not only implementing optical, 

or wireless backhaul connectivity with low latency, but it means a backplane that can support data rates 

of hundreds of Gbit/s on large scale. This is an expanded requirement for new use cases in 6G. 

3.5.1 Versatile RAN key technological enablers 

In the following, we detail the key technological enablers for the 6G radio access network. 

3.5.1.1 Distributed massive MIMO 

Massive D-MIMO [HEX-D21] [HEX-D22] is a promising technology to address challenges in dense 

deployments at both low (cmW, lower mmW) and high (upper mmW and (sub-)THz) carrier frequencies. 

D-MIMO has the potential to 

• allow for further densification of Access Points (APs) for increased and consistent area capacity. 

• mitigate unreliable links due to shadowing/blockage thanks to macro diversity. 

• achieve sufficient link margin despite output power limitations and high pathloss at upper mmW 

and (sub-)THz frequencies.  

• allow for lowering Effective Isotropic Radiated Power (EIRP), simplifying deployment. 

As illustrated in Figure 14, D-MIMO UEs can be served by several APs that are controlled by one or 

several CPUs via fibre-optic or wireless backhaul/fronthaul links. 

 

Figure 14: Illustration of massive D-MIMO [HEX-D22] 

Wireless backhaul/fronthaul links can be implemented using dedicated frequency bands or using the 

same bands as for access, so-called Integrated Access and Backhaul (IAB). As such, D-MIMO systems 

can implement various levels of cooperative MIMO systems ranging from Distributed Antenna Systems 
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(DAS) to Joint Transmission Coordinated Multi-Point (JT-CoMP), [HEX-D22]. When APs can perform 

channel estimation and distributed precoding locally, D-MIMO constitutes a scalable way to implement 

the network MIMO concept using distributed mMIMO, also denoted as cell-free mMIMO, [IFL19].  

There is basic support available for the implementation of D-MIMO in 3GPP 5G standards (e.g., related 

to multi- Transmit/Receive Point (TRP) support). However, there are major gaps between theory and 

practical solutions on real-world deployment of D-MIMO, related to architecture and functional split 

between CPU(s) and APs, fronthaul/backhaul solutions, scalability, and efficient precoding techniques. 

Key conclusions from the studies so far are that there are substantially different challenges and 

opportunities for D-MIMO at lower and upper frequency bands, calling for a scalable approach based 

on digital and analog solutions. That work also emphasises the need for efficient backhaul/fronthaul by 

integrating fibre and in-band wireless solutions. Since densification is the key enabler to meet coverage 

and reliability targets at the higher frequency bands and as it seems there is sufficient spectrum available, 

low-cost solutions are more important than spectral efficiency (at least in the early roll-out phases) 

[HEX-D22]. This calls for decentralised solutions at the higher frequency bands. In the lower frequency 

bands, the need for higher spectral efficiency calls for less distributed more digital approaches for better 

resource utilisation. 

3.5.1.2 Cell-free mMIMO 

A CF network is a network with many distributed APs cooperatively serving UEs through coherent joint 

transmission and reception using the same time-frequency resources. Combined with the vision of 

mMIMO, distributing a high number of single or multiple antenna elements in a geographic area became 

popular as CF mMIMO, offering the potential to spectacularly outperform its cellular counterpart. In 

this context, a novel converged optical-wireless configuration based on the CF concept that targets 

flexible connectivity of a massive number of RUs and aims to unlock the potential of CF mMIMO 

deployments in 6G networks.  

For the CF mMIMO, the proposed radio network configuration is based on two radio access solutions. 

The first solution is based on the interconnection of multiple RUs with the DU via a bus configuration 

(upper right part of Figure 15). This approach aims at addressing the most pressing CF limitations, as 

well as dealing with the fact that the clustering literature only considers disjoint RU clusters, even when 

multiple CPU nodes are assumed; thus, this novel approach will allow CF mMIMO deployment in 6G 

networks, based on the utilisation of dynamic cluster-formation algorithms.  
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Figure 15: Illustration of CF mMIMO. 

The dynamic feature of such RU clustering algorithms is based on the CF mMIMO CPU fragmentation 

in multiple DUs, a procedure that triggers the support of distributed computation and coordination 

between RUs and between DUs. Under this networking configuration, clusters of RUs, connected to 

multiple DUs, jointly address inter-DU and RU-DU coordination for the first time, while also 

considering the introduced by fronthaul and midhaul constraints. The optimal cooperation levels 

between RUs and DUs and between DUs can be guaranteed through the application of dynamic 

adaptability algorithms of the involved entities’ coordination levels.  

3.5.1.2.1 Impact on E2E architecture 

Related to the 6G architectural principles described in Subchapter 2.2, D-MIMO puts requirements in 

particular on:  

Extensibility and flexibility 

D-MIMO systems can contribute to 6G systems being able to adapt to various scenarios. In particular, 

D-MIMO can implement a service to actively shape the propagation environment (cf. passive shaping 

using Reconfigurable Intelligent Surfaces (RIS)) for rank and multipath control towards programmable 

propagation environments, which might be very beneficial in certain scenarios. D-MIMO systems can 

also implement support for services provided by other network functions such as channel sounding for 

localisation, RF environment mapping, and multi-static sensing (radar) services. Due to the dense 

deployment, energy efficiency in D-MIMO APs is important. To this end, dynamic activation of AP 

functionality with short delay should be supported. The delay requirement would be driven by the need 

of the use case versus the activation/deactivation efficiency gains in the APs. 
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On the other hand, as input to enable efficient beamforming, shadowing/blocking mitigation and, 

resource allocation in D-MIMO systems, various context and situational awareness information would 

be beneficial, such as location, mapping and, dynamic sensing information. 

Scalability 

One of the key challenges for D-MIMO systems is scalability. Important network architectural enablers 

would be frequency agility, i.e., support for high (upper mmW) as well as low (cm and mmW) carrier 

frequencies, and flexible roll-out aspects as described in the following. 

In the network architecture, there should be support for heterogeneous nodes (APs, compute & sensing 

nodes) having specialised functional roles such as supporting low latency communications, uplink RF 

processing, downlink RF processing, baseband processing, sensing, etc. There should be support for 

APs having heterogeneous hardware capabilities related to transmitting power, carrier frequencies, 

processing, etc., and also various functionality, e.g., within the control plane (system broadcast, initial 

access, etc.), and within the user plane (unicast, multicast, targeted flow KPIs, etc.). Furthermore, the 

network architecture should support a various degree of CPU-AP functional split, and AP cluster sizes. 

Dynamic scalability would also be important, such as flexible dynamic use of AP resources, various 

degree of AP network control capabilities (e.g., broadcast, paging, random access) and UE idle modes 

(e.g., cell search, idle mode mobility). Various degrees of silence/sleep modes would be needed to 

maximise energy efficiency under service constraints. Support for proactive resource allocation for 

highly mobile users and physical network slicing would further support dynamic scalability. 

Resiliency and availability 

Multi connectivity and separation of CP and UP goes hand in hand with scalable D-MIMO systems. In 

particular, there should be support for joint multiband transmission/reception. In addition, management 

and orchestration functionality should operate on a sub-second time scale. 

Separation of concerns of network functions 

D-MIMO systems can offer capabilities for both communications and localisation and sensing services, 

and also benefit from localisation and sensing for optimising communications. Thus, a network 

architecture that supports separations of concerns with clear APIs is important. That would enable 

scalability, adaptability, support for heterogeneous communications and fusion of localisation and 

sensing information, and potentially also reuse of various training data (such as reference symbols). 

Network simplification in comparison to previous generations 

D-MIMO systems would benefit from an architecture that natively supports cloud RAN. 

3.6 Localisation and Sensing  

Localisation of UE in mobile communication has been supported from the early stages of 3GPP. With 

5G and its target use cases, localisation is increasingly gaining importance [22.261]. 6G and its visionary 

scenarios continue this trend and look at localisation that is even more accurate and has even stricter 

latency requirements [HEX-D31]. Besides localisation, the technologies explored in next generation of 

mobile network open up the possibility of using mobile communication system itself for sensing. 

Sensing use cases address for example the detection of landmarks by the network as well as locating 

humans even though not carrying any device (e.g., UEs). Localisation and sensing can become an 

inherent feature in next generation mobile communication, but to meet the challenging performance 

goals, it must be an integral part of the system architecture. 

Industry 4.0 not only requires low latency, low jitter and high availability data transmission applications 

that include closed-loop control on one side and ultra-high data rate communication applications that 
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include video or large sensor data traffic on the other side but also localisation accuracy with a precision 

up to 1 mm that would be an essential enabler for opening up a lot of new applications. 

5G localisation systems utilise Received Signal Strength (RSS), Time of Arrival (ToA) and Angle of 

Arrival (AoA) technologies with sub6GHz, mmWave and Optical Wireless Communications (OWC) 

for estimating position of user equipment, whereas 6G Simultaneous Localisation and Mapping (SLAM) 

systems utilises OFDM, Orthogonal Time Frequency Space (OTFS), OTFS-like or Frequency 

Modulated Continuous Wave (FMCW) modulation with THz beam technologies to sense point cloud 

of its environment by identifying landmarks for estimating position of user equipment.  

The localisation accuracy requirement for Automated Guided Vehicles (AGVs) and collaborative drones 

is 1cm every 1 second, for augmented reality headsets is 1mm every 100ms, and for collaborating mobile 

robots (cobots) is 1mm with cycle time of motion control function: 1 ms, synchronicity 10 ns for motion, 

temperature and humidity etc. sensors is 10cm every 1 to 10 seconds. All require the provision of 

localisation with 99.99% reliability [ART21]. 

In order to achieve these demanding requirements, 6G SLAM will be required that employs multiple 

access technologies, namely: sub-6GHz, mmWave, sub-THz for RSS, Time Difference of Arrival 

(TDoA), and AoA ; combined with sub-6GHz sensing to produce a point cloud for producing and 

updating a digital twin for obtaining location from environment landmarks. A multiaccess edge 

computing cloud is required for producing location with the reliability from all these technologies using 

AI/ML [COS22].  

Radio Weaves technology is being developed to support wireless connectivity for providing ‘real-time’ 

and ‘real-space’ functionality distributed access architectures. It is a distributed architecture hosting a 

very large number of antennas offer hyper-diversity that can be exploited well to extract both accurate 

and precise position information [REI-D11]. 

Accessing accurate Mobile User (MU) localisation measurements using multiple technologies with 

different measurement sampling times requires the aid of synchronisation signals, i.e., timestamps. A 

DNN-assisted PF-based (DePF) joint synchronisation and localisation algorithm, which draws on the 

Channel Impulse Response (CIR) to estimate the AoA using Multiple Signal Classification (MUSIC) 

algorithm [MAH17] and to determine the link condition, i.e., Line of Sight (LoS) or Non-Lone of Sight 

(NLoS), using a pre-trained Deep Neural Network (DNN), thereby excluding the erroneous 

measurements to enable a more precise parameter estimation is developed. It then estimates the joint 

probability distribution of MU’s clock and position parameters using the Particle Gaussian Mixture 

(PGM) filter. The dimension of the PGM filter is then reduced by revealing and exploiting the existing 

linear sub-structures in the measurements, thereby tackling the dimensionality problem [ORD21].  

Joint communication and sensing, also known as Integrated Sensing And Communication (ISAC) will 

be one of the main differentiators of the 6G vision with respect to 5G communication systems. Sensing 

not only includes positioning but also encompass other novel functionalities that were not present in 5G, 

such as radar type sensing and non-radar type sensing using communication technologies, which in turn 

leads to new services such as Sensing as a Service (SaaS), landscape sensing etc. [HEX-D32].  

Highly accurate localisation of UEs (Figure 16 A), as well as highly accurate localisation of assets 

(Figure 16 B), are examples scenarios. Totally new scenarios that are expected are radar-like sensing 

scenarios where next generation mobile communication devices can detect and track objects or humans 

that do not carry any device (Figure 16 C), and even gesture detection of humans without UEs is 

conceivable. The double-coloured radio waves in Figure 16 depict the combination of communication 

and sensing (overlap between blue and purple area): joint radar, communication, computation, 

localisation, and sensing (JRC2LS). Certainly, pure communication or pure sensing/localisation 

scenarios must be made possible in the future as well, depending on the application requirements. 
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Figure 16: Examples of localisation and sensing scenarios (A: UE localisation, B: asset 

localisation and C: Detection of assets and humans without UEs via sensing) [HEX-D1.3] 

Flexible switching and prioritisation between pure communication, pure sensing/localisation, and a 

combined JRC2LS service capability should be considered in next generation mobile communication 

E2E architecture. Note that all three cases are envisioned to share the same hardware. 

In the future, localisation and sensing should be designed as base functions or microservices. Accessing 

information from localisation and sensing services should be possible at different processing stages (e.g., 

raw sensing data as well as readily calculated position information) via the exposure framework. 

Interfaces for localisation services will need to be extended, e.g., from 3D to 6D (3D position + 

additional 3D orientation) and, totally new services, protocols and interfaces must be developed for 

sensing features. 

Depending on the (access) rights of service consumers, access to information shall be possible or 

prohibited. Position and sensing data often are very sensitive data as they can easily be linked to personal 

information or business/trade secrets which must be protected from misuse. In industrial scenarios, this 

might even mean that such kind of data must never leave the factory. Localisation and sensing 

information will be also generated by the mobile communication network. Securing this information 

will be a very important architectural design requirement as the mobile network is not only passing 

information from application to application through the network but generating sensing information 

itself. This generated localisation and sensing information must be correct and trustworthy. In order to 

ensure having a fast and efficient way of exchanging information and resources, the attention has turned 

towards a new approach to the decentralised framework. Such a framework is the blockchain platform, 

which can be used in several domains (e.g., network slicing, industrial IoT networks, etc.).  

Low latency, which is understood as a short duration between the initialisation of sensing/localisation 

procedure and acquiring a localisation/sensing estimate, is also a challenge for the E2E architecture. But 

in general, service consumers must be able to describe applications’ functional and non-functional 

localisation and sensing requirements like latency or reliability towards next generation mobile 

communication services and must be able to rely on these agreed quality parameters. These parameters 

are not necessarily static and might change over time which requires flexible QoS contracts. 

3.7 Programmable networks 

While programmability has been a feature of network devices for a long time, the past decade has seen 

significant enhancement of programming capability for NFs spearheaded by the SDN paradigm as well 

as the ongoing trend towards softwarisation and cloudification. On the one hand, there are now many 

more APIs and standardised programming interfaces towards NFs than ever before. This allows 3rd party 

developers to interact with the network in new ways. On the other hand, the capability to program is no 
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longer confined to the CP software but has been introduced into (hardware) data planes as well using 

Smart Network Interface Cards (SmartNICs) and switches. A key candidate technology for this is P4 

domain-specific language and the functional abstractions [BDG+14]. The reusability and flexibility 

through programmability is of particular importance at edge and extreme edge locations where 

deployments have a limited footprint (i.e., subject to limited hardware types and models) and therefore 

need to be flexible to support a wide range of functions and use cases with diverse performance 

requirements. For 6G, this trend is expected to continue and even accelerate. However, many open 

questions remain as competing concepts exist, and actual deployments are mostly limited to trials. 

Therefore, key research areas in this space include: 

• The right structure and level of i) infrastructure abstraction, ii) connectivity specialisation and 

ii) network enablers engagement, for application developers, especially when direct hardware 

access is currently the norm.  

• Operational practicalities of rolling out functional changes of networking devices (not just 

configuration) automatically in the field in alignment with Continuous Integration/Continuous 

Deployment (CI/CD) pipeline methodology. 

• Performance and security implications of non-integrated programmable NFs with a larger attack 

surface due to the exposure of more functionalities via APIs.  

3.7.1 Key technological enablers 

In the following, we detail the key technological enablers for a programmable 6G network. 

3.7.1.1 Enabling network programmability  

With the advent of B5G/6G networks, the number of UEs will be massive in scale, especially if we 

consider the devices at the extreme-edge domain. In general terms, it is expected a full digitalization of 

the real world, which translates in a vast amount of data that must be processed. In this context, new 

design principles and technology enablers have been introduced. They reside i) at service/application 

provisioning level, ii) at network and resource management level, as well as iii) at network deployment 

and connectivity level.  

At the service/application provisioning level, the exposure of APIs from network core and edge creates 

new opportunities to third parties for interaction with the network. The work of 3GPP SA6 towards 

Vertical Application Enablers (VAEs) is a representative paradigm in this field. At the network and 

management level, there are disruptive changes at any domain of the service provisioning change. Key 

enablers can be considered the adoption of the cloud-native approach from the Communication Service 

Providers (CSPs) as well as the recent work from Open RAN alliance (ORAN) towards vendor-agnostic 

management of radio access components. Finally, at the network deployment and connectivity level 

(including embedded edge compute capabilities exposed to 3rd party), the deployment of private 

networks is well specified already, while the concepts of CF paradigm and the provisioning of a 

connectivity mesh topology to end devices are expected to support the vision of a truly flexible access 

network. In this context, disruptive architectural and service concepts emerge, anticipating multi-

connectivity structures (multiple coordinated point-2-point connections), potentially including edge 

compute and 3rd party service function chains. The service abstractions, programmability features, and 

an entirely new application to network interaction and negotiation set of capabilities must evolve and be 

developed accordingly. 

The result of the above mentioned continues evolution is expected to be a total transformation of the 

conventional mobile networks to open service provisioning platforms. The cornerstone of this 

transformation is the definition of common interfaces and reference points that enable interaction of 

third parties with the network functions and nodes at each one of the above-mentioned levels. Indeed, 

already native APIs and interfaces have been standardised for enabling interaction at any level. For 

instance, 3GPP has defined the SBA as a set of functional components, known as interconnected NFs, 
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where each one can use standardised interfaces, or SBIs, to access and consume services of other NFs 

through an API-based internal communication. Already in 5G, critical role is played by the Network 

Exposure Function (NEF), which provides APIs to third parties enabling an indirect connection with 

any NF of the SBA. Other native interfaces can be considered the Multi-access Edge Computing (MEC) 

APIs, APIs that are provided management and orchestration entities, or RAN interfaces1.  

The realisation of such interaction is facilitated through various types of interaction-enabling 

frameworks that on their southbound can securely consume native APIs and access network nodes (e.g., 

switches, gNBs, and NF of network core) for onboarding new applications or enforcing new policies; 

while on their northbound they can expose vertical-oriented services to support any kind of network-

aware application and services (see Figure 17). Those frameworks shall take advantage of programming 

languages, such as the protocol-independent packet processors - P4 [P4+14] for data plane programming, 

as well as common data models, such as the OPC UA [OPC] information models which refer to vertical 

specific companion specifications for the industrial/manufacturing nodes.  

Overall, the implementation of such frameworks that exploit common/standardised languages, APIs, 

and data models provides the means for the enforcement of programmability in the next generation 

networks, a concept that incorporates the capability of a device or a network to accept a new set of 

instructions that may alter the device or network behaviour [FI+15].  

From the business perspective, the above-mentioned programmability frameworks create a new business 

potential around the development of the so-called network applications. The network applications (or 

Network Apps) are third party application that interact (through standardised APIs) with the network to 

provide network or vertical oriented services. Network applications provide network- or vertical- 

oriented services, meaning that they can assist/enhance either the network operation/management2 or 

the vertical application 3 . As third-party apps, the Network Apps should interact with network 

functions/nodes though open and standardised interfaces/APIs that can reside at any plane (user, control, 

management) or any domain (core, radio, transport). 

 

1 In the case of interfacing with RAN nodes, the architecture of ORAN alliance, includes RAN Intelligent Controller (RIC) 

where applications developed by third party specialist software providers. 

2 For instance, in the EVOLVED-5G project a related contribution to 3GPP SA6 work has emerged (3GPP/TSG SA2/eNA_Ph2 

Rel.17: Contribution "Support of DN performance analytics by NWDAF" - S2-2101388) under the scope of extending the 

NWDAF analytics APIs so that network applications can retrieve data from vertical apps, and the NWDAF build performance 

analytics & predictions by using inputs from network applications. 

3 The ICT-41 projects (5GPPP, phase 3, part 6 projects), work towards providing network applications that fulfil needs and 

requests from various vertical industries, e.g., automotive (5GIANA, 5GASP), Industry 4.0/manufacturing (5GINDUCE, 

EVOLVED5G, 5GERA), transport & logistics (VITAL5G, 5GERA), media (5GMediaHub), public protection and disaster 

relief (5G-EPICENTRE, 5GERA, 5GGASP), healthcare (5GERA). 



5G PPP Architecture Working Group Architecture White Paper 

Dissemination level: Public Page 43 / 76 

 

Figure 17: Programmability frameworks take advantage of various technology advancements 

and enable a rich interaction of verticals with their underlay network, capable to support the 

network programmability concept. 

To better clarify the role of the programmability frameworks in the path towards network 

programmability, some representative examples are further discussed below. 

• 3GPP CAPIF as a secure and interoperable API manager. 

API-based interaction of third parties with the network is needed for the support of openness at 

deployment, management and application levels. In this context, the development of a Common 

API framework (CAPIF)[CAPIF] has been coined in 3GPP as an effort to avoid duplication and 

inconsistency between the various existing API specifications. From the market perspective the 

need for such management framework is well recognised, while the CAPIF implementation has 

already emerge [SCT+22]. 

• ETSI TerraFlow SDN controller for providing logical networks as a service. 

The Logical Networks as a Service (LNaaS) concept and service model will become far more 

extensive, flexible and pervasive as compared with 5G. While 5G is basically offering advanced 

connectivity service with support of QoS from the UE / device to a data network (identified by 

a data network name), with 6G we expect that a richer topology of connectivity can be supported, 

controlled and managed as a service, as an effort to support good or better customer / user 

experience, while achieving improved overall resource utilisation and network performance. 

ETSI TeraFlow SDN controller [ETSIT] is targeted to enable and facilitate LNaaS to (vertical) 

enterprise customers (VEC) as well as operator internal and inter- (Next Sentence Prediction) 

NSP connectivity and networking. 

• ETSI VNF Os-Ma-nfvo Reference Point for enabling intent-based networking. 

Open-Source MANO (OSM) provides a unified interface based on Network Function 

Virtualisation (NFV) SOL005 specifications, which will allow Operations Support system/ 

Business Support System (OSS/BSS) to control the full operation of NSs and network slices. 

This interface can be exploited for creating “intent engines”, which acting as an OSS/BSS can 

leverage AI/ML algorithms to automate service management depending on the end users’ intent. 

• ORAN compliant FlexRIC SDK for enabling E2E programmable data paths. 

The Flexible RAN Intelligent Controller (FlexRIC) [SIN21] represents a software-defined RAN 

controller, built through a server library, controller-internal applications, and optionally a 
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communication interface, all offered by the FlexRIC Software Development Kit (SDK). The 

FlexRIC, combined with other software solutions based on Traffic Control (TC), Open vSwitch 

(OVS) etc. can offer cost-efficient programmable data path capabilities in the kernel of the 

system, while SmartNICs such as NetFPGA and Netronome can provide performance boost 

benefiting from hardware acceleration. 

• P4-based framework for managing programmable Networks  

Forwarding management and performance monitoring is critical when using programmable 

networks. This can be achieved using models that can predict the packet forwarding latency 

when running arbitrary P4 programs on any P4 device as it has been introduced in [P4Cloud+21] 

[P4-P8+21]. This model makes use of an extensive measurement campaign that identifies the 

base processing delay of different P4 devices, as well as the marginal delay of executing atomic 

P4 operations on these devices. Also, to satisfy the requirement of predictable or even 

deterministic performance, in particular packet processing latency, it is vital to evaluate and 

model different components of a P4 program, i.e., constructs, on different platforms. 

3.7.1.2 Enabling UEs programmability 

A programmable network must enable dynamic changes in devices, functionalities, and parameters to 

be implemented fast, regardless the number of devices. Scalability and sustainability will drive the 

design of the 6G, while network programmability will stand as a key piece. Network programmability 

is expected to cover all available resources from extreme edge to CN, enabling a continuum management. 

It is expected that new types of softwarised functions will rise within the management, user, and data 

plane. To extend network programmability from the applications layer down to the network functions 

and to the data plane it will be necessary to expose new APIs on the wireless devices even to the air 

interface customisation purposes. One step further, the programmability at UE is also essential towards 

programmable networks. 

In the context of UE programmability, the air interface protocols have evolved to be highly configurable 

with many features for various purposes. However, introducing new features that have an impact on the 

air interface protocols is time-consuming, as changes should be applied to both UE and gNB via tedious 

standardisation process to achieve consensus between operators, network and device vendors who may 

all have different priorities. This limitation is even more pressing in dedicated networks, where 

enterprises call for an integrated networking solution for their operation.  

One the one hand, UE programmability may be an enabler to help realise the vision of "fit for purpose" 

promise of dedicated networks for both legacy and upcoming use cases in 6G. For a truly adaptable 

network able to introduce new changes, a programmable UE is required in dedicated networks enabling 

faster time to market, faster innovation, and support of verticals to name just a few. On the other hand, 

UE programmability will also require improvements in network control.  

 

Figure 18: Network and UE programmability [HEX-D13]. 

Overall, the scope of UE programmability should be defined with respect to what is intended to 

accomplish, with it, which is a research question, to strike a balance between pragmatism and vision 

which functionality is programmable, and by which means considering the needs and requirements from 

multiple parties. 
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3.7.2  Reshaping Network Core 

Concepts like the network and UE programmability are highly boosted by the convergence between 

telecommunication and Information Technologies (IT) domains. In this context, the architecture of the 

core network functionality (a software only functionality) could be reshaped, towards i) reducing the 

number of messages exchanged within the core network and ii) increasing flexibility through stateless 

processing. More specifically, concepts from web services can be adopted for a more flexible [CTC+21], 

reliable [CTM+22], and less complex network system [CTMS+22]. Instead of splitting the functionality 

in NFs, each describing different functionality in the core network, the network is directly split into a 

single large web service able to offer multiple services to the UEs, as illustrated in Figure 19. 

 

Figure 19: (a) Service concept adapted for Core Network. (b) Service concept adopted to 5G 

networks  

The UE communicates with a single Front-End (FE) representing the secure association to the core 

network. The FE has the equivalent role of part of the Access and Mobility Function (AMF) in the 5G 

architecture, exchanging messages with the UE and scheduling the specific workers.  Depending on the 

type of request transmitted by the subscriber, the FE will send the requests to a specific stateless worker, 

which executes all the steps of the specific procedure. After receiving a request, the worker fetches the 

unified subscriber state from the database. Using the request and the subscriber state information, the 

worker will process all the steps of the request and generate new state information to be pushed to the 

database and the response to be transmitted to the UE. 

3.8 Management and Orchestration  

Services Management and Orchestration (M&O) issues the deployment and operation of the NSs 

supplied through the MNO to their customers, preserving all of the contractual aspects associated to 

those services. It addresses the provision/cessation of services, QoS/QoE fulfilment, or fault reporting, 

among others. In previous generations of the mobile communications systems, the MNO customers have 

been mainly individuals consuming voice and messaging services. However, the market situation is 

much more complex now, including new data services and corporate customers, such as vertical 

industries, digital operators, hyper-scalers, or large-scale content providers, among others. It is 

anticipated that this trend, in terms of heterogeneity of stakeholders and provided services, could 

continue and even growth within the coming years. 

Common examples of services M&O processes include NSs onboarding, growing/reducing their 

capacity (scaling), updating their configuration, or processing their termination in an orderly manner. 

Considering the increased complexity regarding the involved stakeholders and provided services, it is 

envisaged that in future 6G networks these tasks need to be performed relying on a high diversity of 

available infrastructure resources, i.e., considering not only the MNO own resources at the core and 

edge networks, but also other 3rd resources in different technical and administrative domains (e.g., 
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extreme edge resources, or other private or even public cloud resources). In this complex and 

heterogeneous scenario, the requirements for the services M&O systems increase, asking for higher 

degree of automation and E2E integration, allowing the deployment and operation of services across a 

wide variety of network elements which could be distributed on multiple network domains.  

To cope with this complexity, it is needed to enable the services M&O systems with the required 

capabilities to provide the necessary orchestration resources. Specifically, the following main 

capabilities have been identified for the future 6G M&O systems: 

The adoption of the cloud-native principles also in the M&O system. This would be aligned with 

the E2E architectural concepts in Section 2.1, but from the M&O perspective it would involve three 

main aspects: (i) the priority on using micro-services, i.e., light-weight self-contained, independent, and 

reusable components from different suppliers, (ii) the implementation of the service mesh concept, 

regarding the communication among the network components, and (iii) the enabling mechanisms for 

the NSs to be deployed/updated using “continuous” DevOps-like practices, e.g., implementing CI/CD 

workflows with a high automation degree. 

Unified orchestration across the “extreme edge, edge, core” continuum. Extreme edge devices (i.e., 

those beyond the RAN) are taken into consideration not only to collect data from them, but also as an 

additional set of infrastructure resources for the services deployment. However, the nature of those 

extreme edge pool of resources might also require adopting new M&O mechanisms able to address their 

very specific constraints (e.g., restricted processing/storage resources, asynchronous behaviour in terms 

of connection/disconnection, error proneness, mobility patterns, etc.).  

Unified management and orchestration across multiple domains that could be owned/administered 

by multiple stakeholders and featured with heterogeneous technology resources. This entails the 

definition of converging interfaces, the mechanisms to dynamically check and expose the different 

resources and capabilities from each domain, and the access control procedures for consuming the 

various primitives and services. In this regard, it should be considered that although the physical 

availability of the equipment in the edge locations cannot be solved purely by software, the related tasks 

need to be kept to a minimum in order to achieve scalability. A standardized container-based extreme-

edge/edge/cloud blueprint adhering to the telco standards in terms of performance and specific 

requirements (e.g., regarding time synchronization) would be required for this purpose. 

Increased degree of automation to strongly reduce manual interventions regarding the functionalities 

of service and network planning, design, provisioning, optimisation, and operation/control, leveraging 

closed-loop and zero-touch responses. The M&O system need to be able to identify, detect or predict 

potential issues, triggering also automatic reactions. This may be enabled via the programmability of 

the necessary network resources (see Sec. 3.7.1.1). 

Adoption of data-driven and AI/ML techniques in the M&O system. AI/ML techniques could cover 

numerous optimisation aspects and lifecycle actions concerning the services M&O, including resource 

allocation and slice sharing at provisioning time, service composition, scaling, migration, re-

configuration, and re-optimisation of network services, among others. AI/ML techniques can also be 

applied on the operational scope (AIOps), and the specific techniques to automatically develop and 

deploy AI/ML models (MLOps). 

Intent-based approaches for service planning and definition. In order to help with the extended 

complexity, the M&O system would implement automated mechanisms for translating service 

specifications and commands based on high-level intents, which might be expressed even in natural 

language (e.g., relying on AI/ML techniques). 

To meet these main challenges, the M&O system is seen as a common functionality impacting all layers 

of the E2E architecture: from the infrastructure up to the applications (blue block at the left-hand side 
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in Figure 2 – system view of the 6G architecture). In this regard, , an initial high-level M&O architectural 

design for the future 6G networks has been produced. This architectural design takes the previous 5G 

Architectural View from the 5G-PPP Architecture Working Group as a baseline [5gp21] [HEX-D62]. 

Figure 20 represents the structural view of this architecture, with the main building blocks grouped in 

different layers.  

As a whole, what Figure 20 represents is that NSs and slices at the service layer (top) are of course 

executed on the network elements (physical or virtual) at the infrastructure layer (bottom), being “made 

of” the network functions at the network layer (middle). All those elements (network functions, services 

and slices) are designed and provided from the design layer (right). This architectural view is clearly 

inspired by the 5G baseline architecture in [5gp21], representing an evolutionary step based on it; 

however, it also includes the following innovations: 

Aligned with the Open Systems Interconnection (OSI) management protocol [9595:98] [9596-1:98], 

there is a clear separation between M&O resources (i.e., those in charge of managing, represented within 

the blue dashed line in Figure 20 – right hand) and the managed resources (i.e., what is managed, e.g., 

network slices or NFs, represented at the left-hand side), which can be commissioned, operated and de-

commissioned. M&O resources will provide the management capabilities (e.g., provisioning, 

monitoring, service assurance, etc.) to act on the managed resources. A new layer, named as the design 

layer, has been included to represent the M&O-related operations involving third-party software 

providers. This is intended to introduce the well-known DevOps-like practices (e.g., CI/CD) in the telco-

grade environment. Also, hyperscalers, private networks, and the extreme edge domain have been 

explicitly included as part of the infrastructure layer. New control loops have been included: (i) The 

“DevOps control loop”, representing the automated continuous iterations (e.g., CI/CD) between the 

MNO scope (grey colour) and the external design layer (light blue colour), and (ii), the “infrastructure 

control loop”, meant to automate the infrastructure discovery processes and the related monitoring 

methods targeting the extreme edge assets integration (which can be potentially asynchronous in terms 

of connection/disconnection of devices, so requiring special processes for their management). As in the 

baseline architecture in [5gp21], NFs are associated in different groups at the Network Layer (e.g., radio 

access functions, core network functions, M&O functions, AI/ML functions, etc.). However, following 

the cloud-native practices, these functions would be primarily implemented through Containerised NFs 

(CNFs), although also through Virtualised NFs (VNFs), Physical NFs (PNFs), or other NFs 

implementation technologies (e.g., to ensure backward compatibility). It should be noticed here that, 

although some functions work only as managed resources (e.g., CN functions or 3rd  functions), other 

are specific M&O resources (e.g., the monitoring functions or the management functions themselves); 

however, other functions are hybrid: they can support M&O resources (e.g., certain security-related or 

AI/ML functions) or work as pure managed resources (e.g., certain AIaaS– functions or security 

functions not in the M&O scope). Functions in the network layer are generic, i.e., instead of referring 

specific functions (e.g., Communication Service Management Function (CSMF), Media Resource 

Function (MRF), NFV Orchestrator (NFVO), etc.) as in [5gp21], just generic blocks are provided. This 

is intentional, in order to consider the new functions that would be probably defined for the future 6G 

stack. A new set of AI/ML collaborative components have been distributed across the network covering 

both: managing and managed scopes. M&O functions can be instantiated in the three different layers 

(service, infrastructure and network layers), including also specific security-related functions. Finally, 

and also aligned with the cloud-native approach, a new cross-layer API management exposure block 

has been included to communicate the different network elements in the different network layers. In 

short, it mimics the behaviour of the Zero-Touch Service Management (ZSM) cross-domain integration 

fabric [ZSM002], enabling the so-called capabilities exposure [5GVIN-D31] of the network of elements 

in the various architectural layers. It makes possible communicating the various M&O resources within 

and between administrative domains, although it could be applied more broadly to represent potential 

federated interactions. 
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Even considering those innovations, this M&O architecture is considered an evolution built on the same 

overall principles as the preceding 5G architecture in [5gp21]. One of these most remarkable common 

principles is the adoption of the SBMA model, already in [28.533] and [ZSM002]. It is considered this 

model still represents a paradigm shift in the telco stack design, based on shifting from conventional 

network/service management systems (hard-to-evolve, and with siloed managers connected with point-

to-point protocol interfaces) to a cloud-native management system (built out of modular composable 

management services which might be offered for consumption using HTTP-based RESTful APIs). 

Based on this SBMA model, it will be feasible to have a collection of management services, each 

representing a specific management capability and allowing manipulating particular resources (e.g., 

network slices, CN functions, etc.). 

Following the SBMA model, those M&O resources are envisaged as a set of management services, each 

representing a specific management capability (e.g., provisioning, monitoring, performance assurance, 

etc.) that allows manipulating the managed resources. Those management services are expected to be 

produced and consumed through management functions, which might be mappable to vendor “out-of-

the-box” solutions. Depending on their scope, management functions can be grouped into two main sets, 

refereed as Primary Management Functions and Complementary Management Functions, which are 

described below. 

Primary management functions 

Pictured as the “management functions” box in Figure 20, they represent the collection of management 

functions offering what are considered the basic management capabilities, which are already well-

known in the state-of-the-art M&O systems, namely: 

Fulfilment capabilities. Those capabilities permitting provisioning instances of managed resources. 

Following the SBMA model, any provisioning operation over a selected managed resource may be 

implemented as a CRUD (Create, Read, Update, Delete) primitive over the managed resource. Query 

parameters are also envisaged to offer advanced features like scoping and filtering multiple resources, 

or attribute selection [Nok20a]. 

Assurance capabilities. Those enabling MNOs to constantly monitor and predict probable issues in the 

network, ensuring services are free of faults (service problem management) and meet the expected 

behaviour (service quality management). Unlike fulfilment capabilities, which are generally achieved 

per-request, assurance continues executing in closed-loops. Envisaged management services for 

assurance in the M&O system may also include performance management systems, fault management 

services, analytics services, or closed-loop management services, among others.  

Artifact management capabilities. Artifacts refer to the set of assets providing operators with assistance 

in their fulfilment and assurance activities. For their management, MNOs depend upon catalogues and 

inventories. Catalogues keep the descriptors/templates and software building blocks based on which 

managed resource instances are created and operated. Of course, since complexity grows as the number 

of catalogues increases (considering also the ones that would come from specific vendors) it been 

recognised the trouble of getting such a number of catalogues and agrees on the need to find alternative 

techniques for dealing with them (e.g., the catalogue federation approach). The goal is of course to 

simplify the catalogues management, addressing one of the main pain points faced in 5G: the need to 

synchronise catalogues, each keeping up-to-date copies of the Management Information Base (MIBs).  

All these management capabilities (fulfilment, assurance and artifact management) are applicable to all 

managed resources, including those at the infrastructure layer, network layer and service layer resources. 

This could be achieved by instantiating the necessary functions to provide functionality on each layer 

(grey M&O blocks in Figure 20).  
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Complementary Management Functions 

As the name suggests, those functions supplement the primary M&O functions by providing additional 

functions, specifically AI/ML, security and monitoring functions. 

AI/ML functions. As it can be seen in Figure 19, the AI/ML functions block is split into two by the 

M&O scope blue dashed line, meaning that certain AI/ML functions could be specifically designed to 

assist the management functions, whilst others could be deployed for different purposes (e.g., to support 

other functions, such as RAN functions, CN functions or other 3rd functions). As AI/ML functions, these 

functions are intended to offer the mechanisms to build out the knowledge and the intelligence to take 

decisions about the actions to be done on the different architectural layers. 
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Figure 20: M&O System - Structural View [HEX-D62]. 
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The main reason to use AI/ML capabilities withinside the M&O context is to cope with the complexity 

envisaged for the future 6G networks regarding the M&O processes themselves. For low-complexity 

algorithmic problems (i.e., problems requiring dealing with a small number of variables), conventional 

non-AI methods are generally enough: human programmers can generate algorithms to solve the 

proposed problem. However, high-complexity issues may require managing a huge number of variables 

that may be related in a non-obvious way. This could make ordinary algorithmic methods not suitable. 

For those cases, AI/ML strategies have demonstrated to be a valuable resource, as they provide self-

learning capabilities able to manage lots of variables and being capable of extracting non-obvious 

relationships among them. Specifically for services M&O, the following sources of complexity are in 

scope: 

• Time series: Time evolution of the multiple metrics measuring service KPIs or infrastructure 

utilisation parameters may be processed as time series. AI/ML techniques have demonstrated 

good performance concerning times series processing [LIM21]. 

• The extreme-edge integration: As stated before, providing continuum device-edge-cloud 

management is one of the novel capabilities envisaged for the future 6G networks regarding 

M&O. To cope with this, integrating the extreme edge domain is considered of great 

significance by itself, due to the high quantity and heterogeneity of devices in this environment. 

In this context, AI/ML may be used to process the large quantity of data coming from the various 

extreme edge devices, and trigger orchestration actions based on that. AI/ML has also proven a 

good performance in this regard [LLF+21].  

• Network Operations Management: Application of AI/ML strategies to this context is usually 

referred as AIOps [MH19] [DLH19]. Connected to DevOps, it has to do with automating and 

enhancing activities within the operations teams by using AI/ML algorithms. Use case examples 

can be alarms filtering, incident analysis, or gathering and normalising high volumes of data 

from operational tools, among others. 

Intent-based networking, mainly oriented to non-skilled users, such as end-users or certain vertical 

customers, to allow them to deploy and set-up their services by simply declaring high-level intents, so 

preventing them from having to cope with complex lower-level configuration details. AI/ML functions 

could be used right here to guide the translation of these high-level intents (that might be even in natural 

language) into the corresponding low level orchestration actions [SZF+18] [SZI21]. More specific 

examples where AI/ML techniques could be applied in the context of M&O can be the following 

[5gaiml21]: 

• Anomaly detection. 

• Closed-loop automation (e.g., by using reinforcement learning techniques [YYY+19]). 

• Forecasting network characteristics and events, focused to trigger proactive M&O actions (e.g., 

scaling, healing or NF migration actions). 

• Forecasting security incidents. 

• The NFs placement problem (a well-known NP-hard problem) [TCP91] [JAS02]. 

• Autonomous service and slice management, control and orchestration. 

• Data processing to support operational teams (e.g., for data validation, anonymisation, data 

filtering, or classification). 

Also, as illustrated in Figure 19, besides the specific AI/ML functions block described in the preceding 

paragraphs, there are also other specific AI/ML-related functions which can be distributed throughout 

the network to assist the M&O processes. They constitute the distributed AI/ML components that might 

be also managed from the AI/ML functions block. Among other functionalities, they are meant to 

provide distributed AI/ML-related functionalities (e.g., by means of specific so-called AI-Agents for 

implementing federated learning techniques). However, though these components are distributed over 
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the network, dedicated M&O functions are also needed to coordinate them. To address this, the AI/ML 

Functions block will provide dedicated M&O processes for these distributed AI/ML components.  

In the M&O architecture all the AI/ML functions can cooperate and interact among them, and also with 

the primary M&O functions previously described, following the SBMA communication approach 

mentioned above. Moreover, they could interact with different sorts of M&O functions, e.g., by 

ingesting the monitoring information produced by the monitoring functions and triggering the 

management functions to trigger the appropriate M&O actions.  

Monitoring functions, intended to provide information concerning the operational processes, in the 

form of trace files, alarms, KPI values, or usage parameters, amongst others. As depicted in Figure 19 

monitoring functions may be utilised by the management functions, which can process the monitoring 

information to carry out M&O actions. Of course, monitoring functions have been already there in one 

way or another in M&O systems. The state of the art telco-grade M&O platforms (e.g., [Osm22], 

[ONAP]) already offer monitoring capabilities. However, Monitoring Functions have been usually 

based on providing monitoring for a fixed set of metrics (e.g., CPU consumption, RAM utilization or 

certain network metrics, amongst others). Beyond this, one of the envisaged requirements for the M&O 

system [HEX-D62] is to be enabled with a more sophisticated monitoring system, capable to offer 

monitoring, telemetry, and the handling of data ingestion from all the network segments, permitting to 

combine data from infrastructure through data and control planes to applications. This calls for higher 

flexibility in the monitoring system, since it is no longer just about monitoring a fixed set of metrics: 

having to combine metrics from data and control planes makes it necessary to integrate custom metrics 

that could be freely defined by verticals or NS suppliers, on the grounds that they are who better 

understand what metrics may actually be the most relevant for their services. Application-based 

monitoring makes it possible to carry out more advanced M&O actions in vertical services. But beyond 

the monitoring functions themselves, this means outlining well-designed semantic data aggregators in 

charge of registering data sources and data consumers formats, data aggregation rules, etc., i.e., a data 

fabric to manage the pipeline from data collection to data consumption. This will permit the data 

interchange considering those data could be provided from a variety of sources and with different 

formats. Although some work has been already carried out on these topics [VARYS] it is considered 

this should be integrated natively as a core part of the upcoming 6G M&O systems. Also, this 

requirement on mixing application and infrastructure-based metrics is close related with the AI/ML-

related functionalities previously described, and it is considered a primary enabler to provide data-driven 

orchestration functionalities. What feed AI/ML algorithms are data, so the wider the available dataset, 

the better (more accurate) AI/ML models may be generated. Enabling the monitoring system to collect 

(and aggregate) data from the different network layers and domains is considered a key enabler to offer 

the advanced AI/ML functions needed to implement more intelligent self-adaptation and self-

optimisation mechanisms, primarily based on correlating rich datasets with heterogeneous data. 

In summary, functions in this monitoring functions block would be in charge of: 

• Collecting raw data from different sources (monitoring probes, system/service logs, etc.) which 

may be scattered at the different network layers and network elements.  

• To offer the necessary APIs to the MNO, verticals, and the service developers, making possible 

to monitor custom, user-defined metrics (and not just a fixed set of them).  

• To act as processing elements (e.g., acting as data filters or data normalisation elements).  

• To offer continuous monitoring of data towards the design layer, in order to support the CI/CD 

pipelines.  

• To gather and store data for implementing model training on AI/ML systems.  

• To provide interfaces to the operational information for both: humans (e.g., by means of real-

time monitoring panels, or periodic reports) and other systems (e.g., M&O functions, Security 

Functions, or AI/ML functions). 
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Security functions. The main objective of security functions is to protect the confidentiality and integrity 

of operations and data, and to ensure the continuity of the supplied services. In order to achieve this goal, 

an effective method consists of complying with reference cyber safety frameworks. Whereas many 

different cyber security frameworks exist [RKL13] [Anssi21] [Nist18], the overall guidelines are similar 

through the following main functions:  

• Identify the assets to be protected, and the security risks they are exposed to. 

• Protect the assets by deploying appropriate tools and functions as countermeasures to reduce 

risks. 

• Monitor and detect any signs of an undergoing attack on the assets. 

• Respond to the attack with appropriate actions. 

• Recover and learn lessons from the attack. 

To perform those security tasks withinside the M&O scope, both security enablers and security 

management functions are needed. As shown in Figure 19, the security management functions (orange 

blocks) can be seen as an extension of the primary M&O system, supporting it to ensure the security of 

the assets under its control. Those orange blocks constitute different instances made of functions in the 

security functions block. Depending on the abstraction layer, different instances of M&O functions (grey 

blocks) can manage different sorts of assets, that also need to be secured. For example, withinside the 

service layer, the valuable assets would be network services and slices, while on the network layer the 

valuable assets could be NFs. For the infrastructure layer, computing, storage and network resources 

could be the primary assets to be secured. At each layer, the generic M&O functions themselves (grey 

blocks) could be secured with the aid of the security functions (orange blocks). Of course, there can be 

numerous instances of security functions related to a single M&O functions block, each being devoted 

to secure a given group of properties managed by the M&O functions. For example, assets may be 

grouped by security level requirement. 

Following this approach, when an entity requests any service associated with a managed object thru the 

exposed interfaces, the generic M&O blocks could be able to delegate the protection of the service to 

the associated security functions. This delegation might be transparent for the M&O resources and 

consumers. For example, on a call for a service such as the provisioning of a network slice, the M&O 

functions could rely upon the security functions to deal with the security requirements included in the 

request. When a customer requests a service to be instantiated, the M&O functions could apply LCM 

actions to instantiate the functions for that service. Based on its internal configuration and on the security, 

requirements expressed for the service, the security functions may proactively suggest/impose extra 

LCM operations to the M&O functions. These may normally include a change of the configurations of 

the service functions, an update of these functions, or the addition of new security-specific functions. 

The measures to prevent attacks from compromising their targets might also introduce vulnerabilities 

associated with the presence of unknown bugs or incorrect settings. Adopting a defence-in-depth 

approach can assist to mitigate those vulnerabilities, which need to include monitoring, detection, and 

response measures, in addition to preventive protection approaches. As a consequence, during the 

lifetime of the asset, the security M&O functions shall constantly monitor and detect incoming attacks, 

both directly, or through the use of the enablers deployed for this purpose and take mitigation and 

remediation actions if a security incident were confirmed. Besides conventional security tools (such as 

firewalls or signature-based traffic inspection) enablers to enforce security in future 6G networks may 

also include AI/ML solutions for analysis and planning, or quantum-based security mechanisms for key 

distribution. Those AI/ML functions might be deployed as a part of the AI/ML functions block 

withinside the M&O system represented in Figure 20. 

To perform their work, the security M&O blocks can also use both: services exposed by the primary 

M&O functions to manage the life cycle of assets, and services exposed through other security M&O 
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functions to delegate security tasks or report security incidents. The LCM actions that the security M&O 

functions may have to apply to its security functions might be delegated to the regular M&O functions. 

Finally, the security M&O functions may also use the services exposed by other functions, which include 

monitoring services to collect data, and AI/ML services to get predictions and support orchestration 

actions. These services could contribute to the realisation of automated closed loops a part of the security 

processes. 
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4 Conclusions and Outlook 
In this white paper, the current architectural trends and technologies for future 6G Networks are 

discussed. Motivated by the surge of new requirements stemming from societal trends, use cases, and 

the availability of new architectural enablers, the high-level trends are drawn that are expected to guide 

the research, development, and standardization trends of next generation mobile networks. To this aim, 

a 6G End-to-End architecture along with a functional view of the 6G reference architecture is presented 

in this white paper, taking into consideration of new stakeholders in the mobile network ecosystem and 

how the architectural work is taking into account their requirements in all the domains of the network. 

This architecture has identified the key technology areas for the ubiquitous deployment along different 

network domains of intelligence, sensing, twinning, programmability, as well as security solutions 

deployed all over the network.  

Then, specific technology enablers and solutions are detailed, discussing bleeding edge research trends 

for aspects such as access networks, intelligence, flexibility, sustainability, twinning, sensing, security 

and programmability. The presented solutions are based on early research findings derived from the 

current 5G and 6G projects in the 5G PPP in the scope of the European Framework for Research and 

Innovation. Also, the roles of service providers in the networks are discussed, through their integration 

using network applications and intent-based networking.  

The further development and evaluation of such design solutions into the Proof-of-Concept, testbeds, 

and even large-scale trial systems will be carried on in the upcoming years, to impact the standardization, 

regulation and enforce the adoption of research innovations of 6G, so as to enable the fundamental 

transformation and to shape the economy and the evolution of human society of today.    

The outcome of this white paper is building a common consolidated picture of the 5G PPP projects view 

on the future 6G Architecture and research directions, which aims to set the architectural foundation for 

the upcoming European program, namely smart networks and services (SNS) joint undertaking (JU).  
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OTFS Orthogonal Time Frequency Space 

OTT Over The Top 

OVS Open vSwitch 

OWC Optical Wireless Communication 

PGM Particle Gaussian Mixture 

PNF Physical Network Function 

QoE Quality of Experience 

QoS Quality of Service 

RAM Random Access Memory 

RAN Radio Access Network 

REST Representational State Transfer 

RF Radio Frequency 

RFS Resource Facing Service 

RIC RAN Intelligent Controller 

RIS Reconfigurable Intelligent Surface 

RSS Received Signal Strength  

RU Remote Unit 

SaaS Sensing as a Service 

SBA Service-Based Architecture 

SBI Service Based Interface 
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TDE Thread Detection Engine 

TDoA Time Difference of Arrival 

TN Transport Network 

ToA Time of Arrival 

TRP Transmit/Receive Point 

UAV Unmanned Aerial Vehicle 

UE User Equipment 

UL Up Link 

UN SDG United Nation Sustainability Development Goals 

UP User Plane 
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V2X AI-assisted Vehicle-to-Everything 

VAE Vertical Application Enabler 
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VM Virtual Machine 
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VR Virtual Reality 
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WAIF Who Am I Function 

WPT Wireless Power Transfer 

XAI Explainable AI 
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The full list of contributing projects can be obtained from the 5G PPP website at https://5g-ppp.eu/5g-

ppp-phase-3-projects/. In particular this document reflects the joint opinion of the latest generation of 

projects as listed for parts 4, 5 and 6 of phase 3 of the 5G PPP programme. 

• 5G PPP Phase 3, Part 4: 5G Long Term Evolution 

• 5G PPP Phase 3, Part 5: 5G Core Technologies innovation and 5G for Connected and 

Automated Mobility (CAM) 

• 5G PPP Phase 3, Part 6: 5G innovations for verticals with third party services & Smart 

Connectivity beyond 5G 
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