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Abstract

Multi-light imaging captures a scene from a fixed viewpoint through multiple photographs,

each of which are illuminated from a different direction. Every image reveals information

about the surface, with the intensity reflected from each point being measured for all light-

ing directions. The images captured are known as multi-light image collections (MLICs),

for which a variety of techniques have been developed over recent decades to acquire in-

formation from the images. These techniques include shape from shading, photometric

stereo and reflectance transformation imaging (RTI). Pixel coordinates from one image in

a MLIC will correspond to exactly the same position on the surface across all images in

the MLIC since the camera does not move.

We assess the relevant literature to the methods presented in this thesis in chapter 1 and

describe different types of reflections and surface types, as well as explaining the multi-light

imaging process. In chapter 2 we present a novel automated RTI method which requires

no calibration equipment (i.e. shiny reference spheres or 3D printed structures as other

methods require) and automatically computes the lighting direction and compensates for

non-uniform illumination.

Then in chapter 3 we describe our novel MLIC method termed Remote Extraction of

Latent Fingerprints (RELF) which segments each multi-light imaging photograph into

superpixels (small groups of pixels) and uses a neural network classifier to determine

whether or not the superpixel contains fingerprint. The RELF algorithm then mosaics

these superpixels which are classified as fingerprint together in order to obtain a complete

latent print image, entirely contactlessly.

In chapter 4 we detail our work with the Metropolitan Police Service (MPS) UK, who

described to us with their needs and requirements which helped us to create a prototype

RELF imaging device which is now being tested by MPS officers who are validating the

quality of the latent prints extracted using our technique.

In chapter 5 we then further developed our multi-light imaging latent fingerprint tech-

nique to extract latent prints from curved surfaces and automatically correct for surface

curvature distortions. We have a patent pending for this method.
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Introduction

Multi-light imaging collections (MLICs) capture a scene from a fixed viewpoint through

multiple photographs, each of which are illuminated from a different direction. A variety

of techniques have been developed over recent decades to acquire information from the

images. These techniques include shape from shading, photometric stereo and reflectance

transformation imaging (RTI).

Multi-light imaging collections are processed using RTI to estimate surface reflectance

towards the camera from any lighting direction, including ‘unseen’ lighting directions not

captured during imaging. This reflectance estimation in RTI also allows for a simulated

relighting of the scene with a virtual torch. RTI has many applications [56] particularly in

the cultural heritage community [16]. The technique is an inexpensive tool for conservation

imaging, allowing for the fine details of cultural artefacts to be captured and enhanced

using surface normals and virtual relighting to reveal nearly invisible features.

Surface normal vectors may be estimated at each pixel location using RTI, however due to

the false assumption of a uniform light source these surface normals are often inaccurate

since in reality it is not possible to generate perfectly uniform illumination. RTI falsely

assumes that all surfaces in a scene are Lambertian, and also requires the use of calibration

equipment (i.e. shiny reference spheres or 3D printed structures).

To address this we present a novel automated RTI method in chapter 2 that removes the

need for calibration equipment and structures that other methods require, and we auto-

matically compute the lighting direction and compensate for non-uniform illumination.

We also harness the non-contact nature of multi-light imaging to provide a rapid method

for automated remote latent fingerprint extraction (RELF). Current fingerprint extrac-

tion techniques are invasive and use chemicals to enhance the fingerprint visibility whilst

simultaneously rendering the fingerprint unusable for further forensic testing such as DNA

analysis, and involve various time consuming manual tasks.

During our work on our remote fingerprint extraction technique we collaborated with the

Metropolitan Police Service (MPS) UK, as they described to us their needs and require-

ments which helped us to create a prototype contactless fingerprint imaging device which

is now being tested by MPS officers who are validating the quality of the latent prints

extracted using our technique.

We then further developed our multi-light imaging latent fingerprint technique to extract

latent prints from curved surfaces and automatically correct for surface curvature distor-

tions in chapter 5.
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In summary, the novel contributions of this thesis (also shown in Figure 1) are as follows:

• A fully automated RTI technique for correcting common lighting errors and markedly

improving the accuracy of surface normal estimation, as well as increasing the legibility

of low relief surface variations whilst requiring no calibration equipment.

• Remote Extraction of Latent Fingerprints (RELF) - a rapid, automatic, zero-contact

and chemical-free method which is able to obtain high quality fingerprint images. RELF

produces results comparable to existing invasive methods and leaves the fingerprint sample

unaffected for further forensic analysis, using machine learning to identify partial finger-

prints between successive images and mosaics them.

• An automated surface curvature distortion correction technique which improves fin-

gerprint matching scores for fingerprints extracted using RELF, often significantly. This

technique corrects for curvature distortion from a range of objects commonly found at a

crime scene that are (forensically) difficult due to their curvature, shininess and/or trans-

parent (such as glass lightbulbs and chrome water taps).

• The development of a handheld prototype capable of capturing multi-light imaging col-

lections of surfaces containing fingerprints to then be processed using the RELF algorithm.

The device was developed in collaboration with the UK Metropolitan Police Service then

tested to find fingerprints on a variety of surfaces, including difficult curved and specular

surfaces such as lightbulbs as well as vehicle bodywork.
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Figure 1: The hierarchy of techniques and their nomenclature is shown here, with the novel
contributions detailed in this thesis shown with their corresponding chapter numbers.
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1 Literature review and background

This chapter assesses the literature relevant to the methods presented in this thesis. We

describe different types of reflections and surface types, as well as explaining the multi-

light imaging process. We also describe techniques that analyse MLICs such as RTI,

and explain known issues with the method which we later address in chapter 2. We

then describe the outstanding issues facing latent fingerprint extraction and describe how

multi-light imaging could be used to resolve some of these problems, before introducing

our Remote Extraction of Latent Fingerprint (RELF) technique in chapter 3.

1.1 Reflectance and surface types

A surface’s appearance in an image is determined by its material, surface shape and

the incident illumination’s direction and intensity. In multi-light imaging the lighting

direction is changed between images, so it is necessary to understand the interaction

between a given surface type and the illumination. A method known as the Bidirectional

Reflectance Distribution Function (BRDF) was developed for modelling the light intensity

reflected from a surface under different lighting directions [21]. We describe the BRDF in

section 1.1.1, then in 1.1.3 we describe diffuse reflections, and in 1.1.4 we describe specular

reflections and in 1.1.5 we describe real world surfaces.

1.1.1 Bidirectional reflectance distribution function (BRDF)

The BRDF is key to understanding the response of a given surface to incident illumination.

The function describes the reflectance of a surface as a function of lighting direction and

viewing position [21].

The characteristics of how a surface reflects light may be defined by its 4D BRDF, which

captures the intensity of light observed at all viewing directions. The four dimensions of

the BRDF are made up of the 2 dimensions of the incident direction which are described by

both its azimuth and zenith angles, (θi, ϕi), and the 2 dimensions of the outgoing direction

which is also described by both azimuth and zenith angles, (θr, ϕr). Different materials

will reflect light differently. Glossy surfaces exhibit specular reflections and matte surfaces

exhibit diffuse reflections, resulting in the BRDF of these materials being very different.

The BRDF is also dependent on wavelength (and therefore colour), so often in computer

vision an independent BRDF is computed per colour channel (red, green and blue in con-

ventional digital cameras). In order to fully measure the BRDF, both incident illumination
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1. Literature review and background

and viewing angles must be sampled throughout the four-dimensional space which they

are described by (across an effective viewing hemisphere).

This would require capturing a very large number of images from many locations under

varying lighting directions. This would require the long process of moving the camera

around or using many cameras to capture the surface whilst ensuring the precise alignment

of the light source and camera for each photo [88].

We see in equation (1.1) the BRDF is defined as the ratio of outgoing radiance, L(θr, ϕr),

in the reflected direction (θr, ϕr) to the incoming irradiance, E(θi, ϕi), from the incident

direction (θi, ϕi) [8].

BRDF (θi, ϕi, θr, ϕr) =
L(θr, ϕr)

E(θi, ϕi)
(1.1)

In order to avoid the computation of stereo correspondences for all camera positions a 2D

‘slice’ of the BRDF can be obtained through holding the camera position constant with

respect to the surface and varying only the light direction. The BRDF obeys Helmholtz

reciprocity [22], meaning that there is symmetry between incident and reflected directions

with respect to the surface normal. The BRDF incorporates energy conservation, meaning

that the total power reflected for a given incident radiation direction is less than or equal

to the the incident light energy [21].

BRDF measurements are of interest to researchers in many fields such as remote-sensing

[77], optical engineering [90], computer vision [19], and computer graphics [57]. In com-

puter vision, researchers are interested in measuring reflectance from a surface to estimate

3-D shape using methods such as shape from shading [39], photometric stereo [93] and

reflectance transformation imaging [56]. These techniques will be discussed in more de-

tail in section 1.3. For such methods to function properly, the BRDF must be modelled

accurately which may be verified via measurement. The BRDF has a clear application in

computer graphics for realistic surface rendering [49].

1.1.2 Bidirectional Texture Function (BTF)

The Bidirectional Texture Function (BTF) was defined by [18] as a texture representation

technique which captures variation in texture under varying illumination and viewing

directions. In additions to the four-dimensional BRDF, the BTF is also dependent on the

local surface coordinates parametrised by u, v.

BTF (θi, ϕi, θr, ϕr, u, v) (1.2)

Unlike the BRDF, the BTF is not equivalent to the ratio of outgoing radiance in the

reflected direction to the incoming irradiance. For each photograph of a textured surface

the BTF spans the local surface coordinate space u, v, but one photograph merely point-

samples the remaining four dimensions. Similar to the BRDF, the BTF requires a vast
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1. Literature review and background

Figure 1.1: Lambert’s cosine law for a diffuse surface: the amount of light emitted at angle
θ is, I, which is equal to I0cosθdΩdA, so the radiance at angle θ is I0cosθ, as expressed in
equation (1.3).

quantity of images to be taken under different camera and light positions to sufficiently

sample this space.

In section 1.3 multi-light imaging is described in detail, where the complication of un-

dersampling high dimensional spaces are avoided by keeping the camera stationary and

consequently holding two of these dimensions constant with the fixed reflected light direc-

tion, (θr, ϕr).

1.1.3 Diffuse reflectance

Lambertian reflectors are perfectly matte and reflect diffusely. These materials obey Lam-

bert’s Cosine Law (visualised in Figure 1.1), named after Johann Lambert who defined a

perfectly diffuse reflector in 1760 [50].

Lambert’s cosine law states that the maximum rate of photons emitted per solid angle unit

is along the normal axis, and reduces to zero for θ = 90◦ as described by equation (1.3).

If a camera imaging the scene placed along the normal axis has aperture area dA0, it will

image the diffuse surface element dA which will subtend a solid angle dΩ0 (where the d

prefix represents an infinitesimally small area and solid angle respectively). The number

of photons received per second by this camera’s aperture along the normal is IdΩdA.

I0 =
IdΩdA

dΩ0dA0
(1.3)

A camera at angle θ to the normal with the same aperture area dA0, will see the diffuse

surface area element dA from an oblique viewpoint, so the area element dA appears re-
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Figure 1.2: Diffuse reflection on a matte surface.

duced and will subtend a smaller solid angle of dΩ0cos(θ). This camera will be observing

Icos(θ)dΩdA photons per second, and so will be measuring a radiance of I0 as shown by

equation (1.4), which is the same as the camera at the normal described by equation (1.3).

I0 =
I cos θdΩdA

dΩ0 cos θdA0
(1.4)

Therefore ideal Lambertian surfaces have a uniform BRDF and are equally bright from

any possible illumination direction, meaning they will appear equally bright from any

viewing direction, since its BRDF is independent of outgoing directions. A uniform BRDF

is an assumption made by many computer vision techniques which process multi-light

imaging collections [26]. A schematic diagram showing diffuse reflection on a matte surface

is visualised in Figure 1.2 and a sampled BRDF measured from a matte (diffuse) surface

using multi-light imaging is shown in Figure 1.4a.

1.1.4 Specular reflectance

A challenge for some multi-light imaging techniques in which surface normals are computed

such as photometric stereo and RTI (as described in sections 1.3.3 and 1.3.2 respectively)

is specular surfaces. This is because unless the camera is exactly positioned at the angle

of reflection of the light source then there is no light returned and if no MLIC image

is captured at this exact position then the pixel is always black, and so is the measured

BRDF. Specular reflections are often too complex for the relatively simple functions chosen

to fit to the measured reflectance distributions and these functions can have the effect of

muting sharp specularities [67].

Consequently, many computer vision algorithms make the assumption that specular re-

flections are not present in images, and they generate erroneous results in areas where

specular objects exist [53].

The BRDF of a specular surface is not uniform and will appear much brighter from one

viewing angle. A sampled BRDF of a specular surface using multi-light imaging is shown
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(a) Perfectly specular reflection on a perfectly shiny surface.

(b) Specular reflection with spread observed when viewing real world shiny surfaces.

Figure 1.3: (a) shows the a perfect specular reflection. (b) an approximately specular
reflection as exhibited by real world surfaces.

in Figure 1.4c. As shown in Figure 1.3, specular reflectors obey the law of reflection so

that when a ray of light is reflected from a flat specular surface, the angle of incidence is

equal to the angle of reflection with respect to the surface normal as contrasted with the

diffuse reflection shown in Figure 1.2.

1.1.5 Real world surfaces

In real world scenarios surfaces are often neither entirely specular (no mirror is perfect)

or entirely Lambertian, in fact most materials exhibit partly specular and partly diffuse

reflectance [17]. So the function chosen to model reflectance can vary depending on the

application of multi-light imaging . If most of the regions of interest in the image are

diffuse (i.e. a gravestone inscription) then a simpler function may be chosen to model

the reflectance (such as a bi-quadratic polynomial). Conversely, if the region of an im-

age is more specular (i.e. a shiny coin) then a more complex function may be selected

(such as hemispherical harmonics) [11]. Functions such as bi-quadratic polynomials and

hemispherical harmonics are described in section 1.3.4 and section 1.3.5 respectively.
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1.2 Multi-light imaging collections (MLICs)

In order to obtain a multi-light imaging collection (MLIC), a camera is fixed in position

(the scene must also be static) and each image is lit from a different direction, meaning

that each digital image contains the reflectance response of the scene from that particu-

lar lighting direction. This collection of images then serves as a ‘slice’ of the BRDF as

described in section 1.1.1.

Other similar photographic techniques such as photogrammetry involve moving the camera

whilst acquiring images and also requires processing large amounts of data high-resolution

images and computing point clouds [7]. This is both time consuming in the image acqui-

sition and image processing stages. For RTI/MLIC the camera must remain stationary or

the process will not work.

In this section we will describe multi-light imaging using a fixed lighting dome as well as

freehand multi-light imaging .

1.2.1 Dome based MLIC acquisition

As noted by [56], data acquisition time is short when lighting for each photograph can

be performed using a rigid hemispherical structure that contain tens of lights (typically

between 20 and 100 lights) which fire automatically and trigger the camera. The number

of lights required for capturing an MLIC can vary depending on the complexity of the sur-

face, and more lights can be used to capture additional details and increase the accuracy of

the reconstruction. We opt to use 92 lights for our prototype device described in chapter 4

and found that these cost effective LEDs illuminated the fingerprint adequately enough

to allow for the extraction of high resolution surface information. In a dome based set-up

the camera is rigidly fixed at the dome apex to capture images synchronously with the

lights. The illumination directions for the multi-light imaging can be predetermined be-

fore imaging since the dome is of known lighting geometry, saving the need for computing

the light direction in the processing stage. These devices are known as multi-light imag-

ing domes and can provide a data acquisition time of the order of a few seconds, however

this equipment can be expensive and fragile, making it difficult to store and transport.

From the image stack two crucial things are obtained: the direction from which each image

was lit, (lu, lv), [56] and the associated light intensity emitted at each pixel, L. Note the

subscripts u and v here because the light vector is normalised and projected onto the local

texture coordinate system (u, v). The reflectance distribution measured for both diffuse

and specular surfaces are shown in Figure 1.4a and Figure 1.4c respectively. In these

measurement distributions the L value for a given pixel on the imaging sensor is taken

from the images and is used to scale the direction vector from which the image was lit.
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(a) Single diffuse pixel.
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(b) Single diffuse pixel with fitting.
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(c) Single specular pixel.
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(d) Single specular pixel with fitting.

Figure 1.4: In RTI, a bidirectional reflectance function is fitted to the lighting intensity
measurements independently for each pixel. In each of the four plots, the points represent
the measurements, with the distance from the origin representing the intensity measured
when the pixel is lit from that direction. (a) and (b) show results for a diffuse (matte)
material as is shown schematically in Figure 1.2; the intensity distribution is approximately
uniform over the hemisphere. (c) and (d) show results obtained from a more specular
material as is shown schematically in Figure 1.3b; the intensity distribution is clearly
biased towards a particular direction.
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1.3 Multi-light imaging for surface analysis

Through measuring the change in reflectance of a scene under different lighting directions,

multi-light imaging can be used to compute surface relief and orientation within a scene.

Since the camera is held stationary, a given pixel with coordinates (x1, y1) in the first

image of a MLIC, I1, will correspond to the same region of space in the scene as the

second image in an MLIC, I2, as well as all other images in the MLIC.

We describe the intensity of a given pixel in this first image with coordinates (x1, y1) as

I1(x1,y1). This intensity is a measurement of the response of this small region in the scene

to light from the direction the image is illuminated from, (u, v).

Direct measurement of the 4-dimensional BRDF and 6-dimensional BTF (as described

in section 1.1.2 and section 1.1.1 respectively) requires a vast quantity of photographs to

be taken under different camera and light positions for sufficient sampling. In multi-light

imaging, these complications are avoided by keeping the camera stationary and conse-

quently keeping two of these dimensions constant with a fixed reflected light direction,

(θr, ϕr). This vastly reduces the amount of photographs and viewing directions required.

1.3.1 Shape from shading

The practice of estimating the shape of a surface using only the variation in intensity

from one image is known as shape from shading. The technique was established in 1970,

and it was shown that the surface gradient may be determined by solving non-linear first-

order partial differential equations [39]. More recent advances in shape from shading show

promising results with the use of machine learning to predict surface normals from single

image [76], but the method is only shown to work on objects that are entirely white or gray

in colour. The original technique makes several assumptions about the overall structure of

the surface such as assuming there are no discontinuities in the surface, as well as assuming

prior knowledge about the reflectance of the surface (most shape from shading methods

assume the surface is Lambertian). The technique describes the image as an intensity

function, I(x1, x2), which is equal to the assumed reflection function R(n(x1, x2)) [40] as

shown in equation (1.5).

I(x1, x2) = R(n(x1, x2)) (1.5)

In equation (1.5) I(x1, x2) refers to a pixel with coordinates (x1, x2) and intensity I in

the image and R refers to the reflectance function and n is the normal vector to the sur-

face. Infinitely many surface orientations may generate the intensity I(x1, x2), so further

information is needed before the surface orientation can be computed. A solution is found

by taking a point within the image plane where the orientation of the surface is known

[40]. Given that shape from shading assumes the surface is Lambertian, the reflectance

function is then described by the following:
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R = cosα =
L

|L|
· n

|n|
(1.6)

where L is the normalised light direction vector and α is the angle between the surface

normal and light direction, meaning the reflectance is highest if light direction is exactly

along the surface normal since cos 0 = 1. Known as the brightness equation, (1.6) yields

the surface shape when solved [40]. For a given point, shape from shading is capable of

computing a contour in gradient space, but cannot compute the local gradient.

Shape from shading is one of the oldest methods to address 3D reconstruction from pho-

tographs in computer vision, and the process shares many commonalities with more recent

computer vision techniques such as RTI.

1.3.2 Photometric stereo

In 1980, a technique known as photometric stereo was developed for estimating surface

normals without the need to solve partial differential equations (such as the brightness

equation shown in equation (1.5)) [93]. Shape from shading is a unique case of this

method where the data is a singular image. Photometric stereo determines surface normals

at each image point in the scene captured using multi-light imaging [93]. The technique

uses the fact that the intensity of reflected light from a surface is dependent on the surface

orientation with respect to the light direction and the observer to generate surface normals.

Photometric stereo makes the assumption that the surface is Lambertian (as described

in section 1.1.3) and the light source illuminates the surface with uniform intensity. The

Lambertian assumption is found to be untrue in the case of most real world surfaces where

some portion of the object will contain a specular element (as described in section 1.1.5).

The uniform light source assumption is also incorrect given that artificial light sources

cannot generate uniform lighting. This has such an effect that the side of an object nearest

the light source will appear brighter, and the farthest side of the object will appear dimmer.

These issues are described in more detail in section 1.3.7.

Photometric stereo with one image (shape from shading) is capable of computing a contour

in gradient space for a given point, but cannot compute the local gradient [39]. However,

if three images are used instead, each lit from a different direction, then the three contours

generated share a point of intersection corresponding to the gradient of the surface. For

this reason photometric stereo requires 3 or more images to be used [74].

1.3.3 Reflectance Transformation Imaging

Reflectance transformation imaging (RTI) is another multi-light imaging technique [47]

which computes surface shape [56]. Furthermore, the method enables virtual relighting of

objects and provides tools such as specular enhancement which serves as a way of revealing

low relief surface indentations which are otherwise imperceptible. RTI is an umbrella term

for reflectance functions fitted on a per pixel basis to reflectance distributions measured
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dusing multi-light imaging . The most widely known reflectance functions used in RTI are

polynomial texture maps (PTMs) [56] and hemispherical harmonics (HSH) [25].

RTI’s traditional estimation of surface normals was originally a by-product of the virtual

relighting, mainly being used as a method of contrast enhancement or to make sure that

the image stack was correctly constructed by inspecting the normals generated to make

sure they were broadly sensible. The method also allows for specular enhancement, which

converts a Lambertian surface into a virtual specular surface using surface normals as we

will discuss later in this section. RTI builds on the Bidirectional Reflectance Distribution

Function (BRDF) defined by [21] and described in section 1.1.1, which estimates the

intensity reflected from a material from a given viewing point and given lighting direction.

In a similar manner, RTI approximates the intensity reflected from a material lit from

any direction, but keeps the viewing point constant (i.e. the camera is kept stationary)

which removes the need for an enormous volume of photographs to sample the viewing

position space. RTI falsely assumes that the object is lit uniformly by the light source, a

detrimental assumption photometric stereo also makes (these errors will be discussed in

more detail in section 1.3.7).

1.3.4 Polynomial Texture Maps (PTMs)

In RTI, the object of interest is photographed under a wide range of lighting directions as

possible. The technique assumes that the camera, viewpoint and object are in precisely

the same position for each image in the stack, and that the only thing that changes in

each image is the direction of the illumination [56]. The interactive relighting enabled by

RTI makes it possible to view the imaged object under “virtual” illumination directions

that were never actually captured in the original stack of photographs.

The light intensity, L, of a given pixel in these virtual images is constructed from a simple

bi-quadratic function of the selected lighting direction (specified by the projection (lu, lv)

of the normalised light vector onto the plane of the photograph), where the coefficients of

the function (a0, . . . , a5) are learned from the image stack:

L = a0l
2
u + a1l

2
v + a2lulv + a3lu + a4lv + a5 (1.7)

In the PTM equation shown in equation (1.7), each pixel’s luminance function is learned

independently. For a given pixel, maximising L with respect to lu and lv enables us to

calculate the surface normal vector at that point, giving information about the shape of

the surface of the object [56]. The coefficients a0, . . . , a5 are computed using singular value

decomposition [86] to solve the system of equations shown in (1.8).


l2u0 l2v0 lu0lv0 lu0 lv0 1

l2u1 l2v1 lu1lv1 lu1 lv1 1
...

...
...

...
...

...

l2uN l2vN luN lvN luN lvN 1



a0

a1
...

a5

 =


L0

L1

...

LN

 (1.8)
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Different sets of coefficients (a0, . . . , a5) are fitted to the multi-light imaging collection for

each pixel and collected in a spatial map known as the Polynomial Texture Map (PTM).

The spatial map has the same width and height as each of the original images in the MLIC.

Surface normals may be computed at each pixel from the PTM by partially differentiating

(1.7) with respect to the local surface coordinates u and v and setting them equal to zero

to solve for the maximum:

∂L

∂u
=

∂L

∂v
= 0 (1.9)

Solving (1.9) to find the projected surface normal (lu0, lv0), we are left with (1.10) and

(1.11).

lu0 =
a2a4 − 2a1a3
4a0a1 − a22

(1.10)

lv0 =
a2a3 − 2a0a4
4a0a1 − a22

(1.11)

The surface normal is then given by:

N̂ = (lu0, lv0,
√
1− l2u0 − l2v0) (1.12)

We will now introduce polynomial texture maps [56], but to avoid confusion RTI will be

referred to as as the process from which PTMs are output. A PTM is a re-lightable texture

map that can generate surface normal data using the coefficients from equation (1.7). RTI

assumes that the surface material being imaged is diffuse and non-specular (non-shiny),

we will explain what the main differences between these material types are.

The PTM aims to improve on the Lambertian model used in photometric stereo by utilising

a low-order polynomial to approximate the BRDF [56]. The PTM better models real

reflectance than photometric stereo and is capable of incorporating self-shadowing and

inter-reflections for diffuse surfaces [56].

The PTM is fitted to the reflectance distribution independently for each spatial pixel in

the image. In Fig. 1.4, we show the results of this fitting for two different materials: (a)

shows the reflectance distribution measured for a diffuse material which appears spherical

and homogeneous because by definition the material reflects roughly the same amount

from all directions; (b) shows the same measurements superimposed on the fitted bi-

quadratic surface; (c) and (d) show the same for a less diffuse (i.e. more specular or shiny)

material where the distribution appears more elongated and drawn-out in one direction.

Very specular surfaces reflect light only in one direction, making the distribution more

like either a delta function (if that reflection direction is captured in the photographs)
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or a zero function (if it is not captured). Both of these cases lead to a very poor fit

of the bi-quadratic approximation, which is the reason why RTI is not appropriate for

very specular materials. Once the six coefficients (a0 to a5) for each pixel have been

obtained the process can easily be reversed, and input any arbitrary light direction (lu, lv)

to obtain the luminosity L for any point on the upper hemisphere of the unit sphere.

We treat each (R,G,B) colour channel from a source image as three separate images,

and compute a different value of L for each colour channel separately, then recombine

them as (LR, LG, LB) to create new LRGB virtually relit images. From these coefficients,

estimates of the orientation of each pixel within the image are made through computing

surface normal data by differentiation in order to find the maximum as shown in (1.9).

Specular enhancement

Specular enhancement is a contrast enhancing method developed by [56] which implements

the RTI generated surface normal vector into the Phong Lighting equation [71], shown in

(1.13). For a given pixel illuminated from light direction L, the luminance, I, is given by:

I = Iaka + Idkd(N̂ · L) + Isks(N̂ ·H)n (1.13)

The ambient contribution of the Phong model is represented by the ambient light intensity,

Ia, which is modulated by the ambient reflection constant ka. The diffuse intensity, Id,

is modulated both by the diffuse reflection constant, kd, and the product of the surface

normal, N̂ , with the light direction, L.

The Phong model represents the specular contribution with the third term in (1.13), where

Is is the specular intensity, ks is the specular reflection constant and H which is the vector

halfway between the viewing direction and lighting direction and n defines the shininess.

The specular enhancement method computes an artificial image where the specularity is

synthetically enhanced. This is achieved by using the N̂ computed from RTI using (1.12)

for each pixel then proportionately increasing ks.

An example of a specular enhancement image is shown in Figure 1.5c. This image was

generated from a wax impression of the Great seal of Elizabeth I shown in Figure 1.5a

we imaged in the Teign Heritage Centre (UK). The seal was used by the monarch during

the latter half of her reign between 1596 until 1603, and served as proof that attached

documents had been sanctioned or written by Elizabeth I herself. The wax impressions

were produced from a bronze seal matrix, meaning they are malleable and hence it is pos-

sible that centuries old plastic fingerprints (impressions left by fingers pressed in malleable

solids) may be present in the wax impression if a finger has come into contact with it.

One such potential fingerprint is visible in a region of the wax seal impression shown in

Figure 1.5. The extraction of a potentially centuries old plastic print poses an interest-

ing challenge which may be solved using multi-light imaging. The non-contact nature of

multi-light imaging is beneficial since the artefact is very delicate.
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(a) Colour image.

(b) Surface normal image.

(c) Specular enhancement image.

Figure 1.5: A wax impression of the Great seal of Elizabeth I at the Teign Heritage Centre
in Teignmouth. (a) shows a colour image of the seal impression. (b) shows the surface
normal image of the same seal impression, where the x, y, z components of the surface
normal vector each represented by R,G,B respectively. It should be noted that x and
y vary from −1 to +1, whereas z only varies from 0 to +1 which is facing towards the
camera, since we cannot observe a surface from behind (facing away from the camera).
Here the red edge is facing predominantly to the right, whereas the green edge it facing
predominantly to the top. (c) shows the specular enhancement image of the same seal
impression, converting a Lambertian surface into a virtual specular surface using surface
normals as described in equation (1.13).
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(a) Colour image. (b) Surface normal image.

Figure 1.6: H-RTI requires a shiny reference sphere to be inserted in the scene. (a) shows
the colour image of an object of interest, with the reference sphere. (b) shows the erro-
neous effect that shadowing from this sphere has on the calculated surface normals in the
inaccurate green haze (y facing normals) above the sphere.

1.3.5 PTM alternatives

As previously stated in section 1.3.3, RTI fits a function on a per-pixel basis to the mea-

sured reflectance distribution at each point, which varies for each pixel depending on the

orientation and material at each individual pixel. The bi-quadratic is the original and

primary function still used in RTI. There exist other mathematical functions which can

be fitted to the reflectance distribution, each of which offer varying numbers of coefficients

and fidelity. The most notable of these alternative functions are hemispherical harmonics

(HSH) [25] and discrete modal decomposition [73]. These functions offer more degrees of

freedom since they have more coefficients than the standard six coefficient bi-quadratic

polynomial, meaning they could in theory better fit individual pixels which are more com-

plex (such as specular pixels). However, these functions can suffer from over-fitting and

the best results are found when the fitting method is selected on a case-by-case basis, so we

opt to use the bi-quadratic polynomial in our method since we will address improvements

to RTI in general and is not material specific. It should be noted that the selection of a

function for the per-pixel fitting (e.g. PTM, HSH etc) is independent of any light direction

estimation or intensity corrections, and that an improvement in light direction estimates

would improve any per-pixel fitting.

Laser scanning is a comparable, yet considerably more expensive and complex, topograph-

ical imaging technique. It has already been shown that RTI can provide better results

than laser scanning for surfaces with very low surface relief [32].
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Figure 1.7: The shiny reference spheres used in H-RTI to determine the lighting direction.
Each sphere shows a white specular reflection corresponding to the light direction. For
example the first image has a specular reflection in its upper right indicating this is the light
direction for the whole image, so when we compute the coordinates of this specularity with
respect to the sphere centre we are able to calculate a normalised light vector direction.

1.3.6 Highlight RTI - freehand MLIC with calibration spheres

The issue of portability and expense is addressed by [65], who propose a technique whereby

the camera is mounted on a tripod and the light source is moved around by hand. A

shiny black reflective sphere is placed in the field of view (as shown in Figure 1.6) of the

camera and the lighting direction is then determined in the processing stage by tracking

the specular highlight caused by the light source on this sphere. Using the sphere, the

lighting direction can thus be calculated intrinsically from the RTI image stack itself.

This alternative method is known as Highlight RTI (H-RTI), and has aided in RTI’s

broad appeal to the cultural heritage community since it is inexpensive and requires less

knowledge of lighting geometry.

1.3.7 False assumptions and known issues with RTI

The standard RTI method makes several false assumptions which cause inaccuracies in

surface normals generated from the technique which we will now describe.

Obstructive calibration equipment

In standard H-RTI a shiny reference sphere (shown in Figure 1.7) is placed in the scene

which (to avoid obstructing the object being imaged) is never placed in the centre of the

image and often placed at the periphery. This leads to the light directions being heavily

biased to wherever the reference sphere is arbitrarily placed. This problem is not addressed

in standard H-RTI leading to the majority of RTI users unintentionally and unknowingly

inducing errors in their light direction estimates. The sphere itself is obstructive and can

cause errors in the fitting process when it casts shadows on the surface being imaged. This

type of obstruction-induced error is show in the surface normal image in Fig. 1.6, where

a sphere is placed next to the object for RTI and the shadows have clearly degraded the

surface normal estimates.
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(a) Image of flat diffuse surface where the origin is at the centre.
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Figure 1.8: A demonstration of the lighting problem with RTI. (a) shows the colour image
of a flat, diffuse surface (white graph paper) photographed using an RTI dome, overlaid
with x and y axes. The camera is located above the origin (the centre cross); the three
crosses mark the positions of three selected pixels. (c)–(d) show the reflectance distri-
butions measured and fitted at the three selected pixel locations (left, centre and right
respectively) marked by crosses in (a). For each pixel, the material and orientation are
the same, but the distributions appear to be facing different directions due to different
amounts of non parallel light received.

Falsely assumed collimated light rays

The inaccuracies in standard H-RTI become more noticeable for larger artefacts and image

scenes, since light rays diverge more with respect to distance. Due to the very nature of

light propagation, it is impossible to artificially produce exactly collimated light (light

consisting of exactly parallel rays). Some light sources are considered to be approximately

collimated, when the radius of curvature of the spherical wavefront is sufficiently large (i.e.

the source is sufficiently far away) that when the wavefront is incident it can be considered

flat and an approximate plane wave [91]. Laser light is more parallel than traditional light

sources, but still suffers from beam divergence due to diffraction [4] and is also impractical

for RTI since a laser beam width is so small.

The effect of this variation in intensity in RTI is demonstrated for a flat, Lambertian

surface in Fig. 1.8 where fitted lighting distributions are shown measured at 3 different

pixels which should be identical as they have identical orientation. Their RTI polynomial
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(a) The standard surface normal image generated from Fig. 1.8a.
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Figure 1.9: (a) shows the inaccurate surface normal data generated from the flat surface
shown in Fig. 1.8a. One may be tempted to assume these errors are caused by vignetting,
but we know this is not true because if we remove images lit from a low angle that the
effect disappears. This means the effect is in fact caused by low elevation lights in RTI
which are disproportionately illuminating the borders of the image. This image should be
an even blue colour; the central ring effect is caused by errors from non-uniform lighting. A
histogram of the z component of the surface normals across the whole image is shown in (b).
This should only show a sharp peak where the z-direction normal equals 1 (surface normal
facing the camera), but instead we also see a peak at 0 (surface normal perpendicular to
the camera).

fittings have been plotted. These three pixels should have the same reflectance distribution

(Fig. 1.8c is correct for a diffuse pixel facing the camera), but it can be seen that the left

and right hand side pixels (Figs. 1.8b and 1.8d) show significantly different distributions.

The differences visible in the plots in Figs. 1.8b, 1.8c and 1.8d are in fact due to the

fact they are nearer in proximity to the light source when low elevation light images

are taken and hence experience much stronger intensity. RTI somewhat naively fits a

polynomial to the reflectance distribution which assumes that each pixel has been lit

equally and uniformly. This is further demonstrated by the surface normal image generated

in Figure 1.9a which shows the inaccurate surface normal data generated from the flat

surface shown in Figure 1.8a. One may be tempted to assume these errors are caused by

vignetting, but we know this is not true because if we remove images lit from a low angle

that the effect disappears meaning the effect is in fact caused by low elevation lights in

RTI which are disproportionately illuminating the borders of the image. Figure 1.9b shows

a histogram of the z component of these surface normals across the whole image where
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(a) Colour image of a black sphere. (b) Surface normal image of (a).

(c) Colour image of a drinking glass. (d) Surface normal image of (c).

Figure 1.10: Specular surfaces which RTI does not perform well on. (a) shows the colour
image of an object of a specular sphere. (b) shows the surface normals from RTI of the
specular sphere computed using (1.12). (c) shows the colour image of an object of a
specular drinking glass. (d) shows the surface normals from RTI of the specular drinking
glass computed using (1.12).

there should only show a sharp peak where the z-direction normal equals 1 (surface normal

facing the camera), but instead we also see a peak at 0 (surface normal perpendicular to

the camera).

This is the crux of the problem: regular light sources simply do not spread the light evenly

enough. Standard H-RTI neglects both non-uniform intensity and non parallel rays, which

can result in extreme errors in surface normal estimates as will be shown in chapter 2.

Poor performance on specular surfaces

Specular surfaces (described in section 1.1.4) are a problem for RTI since the camera must

be exactly positioned at the angle of reflection of the light source in order to accurately

measure the specular reflectance. This is a problem since unless an MLIC image is captured

at this exact position then the measured BRDF will appear as zero. In an attempt to
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address this issue RTI simply makes the assumption that specular reflections are not

present in the image, and assumes that the surface is approximately Lambertian (with a

BRDF similar to Figure 1.4a). This generates erroneous results in areas where specular

objects exist [53]. Specular surfaces have highly non-uniform BRDFs, an example of which

is shown in Figure 1.4c.

The erroneous RTI surface normal images of specular objects generated using RTI’s false

assumption of Lambertian surfaces are shown in Figure 1.10. The specular sphere shown

in Figure 1.10a produces surface normals which are similar to a cone shape with a flat

top, and the drinking glass shown in Figure 1.10a produces patchy surface normals with

many noisy image artefacts present. Clearly these surface normal images are inaccurate,

since both objects have smooth and continuous surfaces and the incorrect surface normals

appear to more similar to a discontinuous non-uniform surface.

1.4 Applications of multi-light imaging

Multi-light imaging methods have been used to provide solutions for a number of imaging

problems in different fields. The significant reduction in price of digital cameras and

remote lighting devices has meant the technique enjoys a growing number of applications

in recent years.

RTI has been accessible to the cultural heritage and archaeological communities thanks

to the availability of the PTM Fitter [37] together with a user interface, RTI Builder [16],

which are used to preprocess the RTI image stack to calculate the lighting directions. The

RTI Builder is also accompanied by RTI Viewer [16] which allows for virtual relighting

(shown in Figure 1.11)and surface normal generation in an easy-to-use interface for end-

users. The image in Figure 1.11a shows a coin virtually relit using RTI Viewer, from the

default lighting position (as if the image were lit from the camera position). This lighting

position is entirely virtual since it is impossible to light the object from the exact direction

of the camera, so RTI make it possible to simulate ‘unseen’ lighting positions of the object.

In Figure 1.11b we see the coin virtually relit under an arbitrary lighting position for

comparison. The specular enhancement image is shown in Figure 1.11c where the image’s

specularity is superficially enhanced as described in section 1.3.4. In Figure 1.11d we see

the surface normals of the coin from RTI computed using (1.12). These tools in RTI Viewer

enable for detailed inspection of objects, with fine details and surface relief that is invisible

to the naked eye being revealed. This allows for the virtual inspection of precious heritage

artefacts to the cultural heritage community across the world simply by downloading the

RTI file.

Multi-light imaging has been shown to produce promising results as a tool for failure anal-

ysis of structural components and materials in engineering [14]. The authors found that

RTI surface normal images can be used to distinguish characteristics indicative of com-

ponent failure such as surface fractures from the range of around 10 micrometers to 10

millimetres. Researchers have also shown RTI may be used for the study of archaeological

bone specimens though revealing surface modifications on ancient bone using RTI virtual
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(a) Object virtually re-lit from position of
camera (which is not possible to view in
practice or light source would obstruct cam-
era view).

(b) Object virtually re-lit so virtual light
source is placed at lower left of object.

(c) Specular enhancement image. (d) Surface normal image.

Figure 1.11: The RTI Viewer [16] allows for virtual relighting and surface normal gener-
ation in an easy-to-use interface for end-users. (a) shows a coin virtually relit using RTI,
from the default lighting position (as if the image were lit from the camera position). (b)
shows the coin virtually relit under an arbitrary lighting position. (c) shows the coin in an
image where its specularity is artificially enhanced. (d) shows the surface normals from
RTI of the coin computed using (1.12).

re-lighting and inspecting surface normal images, offering evidence of ancient human be-

haviours and natural processes [68]. RTI has also been used to monitor minute surface

relief and reflectivity changes at various stages of conservation treatment of ancient coins

using specular enhancement and normal visualisation [61]. Researchers found this allowed

detection of areas difficult to visualise through the human eye.

1.5 Multi-light imaging and contactless latent fingerprint

extraction

Unpublished research indicates that around 10% [9] and 12% [52] of latent fingerprints

are detected by visual inspection. It is also noted in [9] that all types of objects may be

visually examined, including surfaces at crime scenes due to the non-destructive nature

of visual inspection. The authors also note that visual examination should be performed

first before any more invasive process and any prints found should be photographed before

proceeding. Given that the detection rate of latent prints by visual examination is so low,

there is motivation for a photographic technique that could automate this process and
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increase the detection rate.

As discussed in section 1.3, multi-light imaging can be used to reveal fine surface details

by extracting surface normals on a per-pixel basis. Given the difficult nature of latent

fingerprint imaging (they are nearly invisible), it is perhaps a natural application for a

high resolution surface inspection technique such as multi-light imaging, as noted by [96].

However, as described in section 1.3.7, multi-light imaging methods such as photometric

stereo and RTI make the assumption that surfaces are diffuse which poses a problem since

latent prints are often found on real world surfaces which may be specular.

Our system incorporates all but one of the different lighting arrangements described in

[9], and it is designed to capture latent prints in circumstances in which no latent prints

at all are currently being collected.

In this section we will describe traditional methods for extracting latent fingerprints which

require chemical processing to make them visible.

It has been standard practice to use fingerprints as evidence for decades in criminal convic-

tions and information security [63]. There are three types of fingerprint used in biometrics:

latent, patent and plastic [69]. Latent fingerprints are almost invisible, formed by a dielec-

tric residue left behind from the fingerprint ridges containing water with various salts and

organic compounds [66]. Extracting latent prints is further complicated since they may be

found on complex curved surfaces. Patent fingerprints are easily visible to the naked eye

and are formed when the finger is coated in ink or another similar substance then pressed

onto a surface. Plastic prints are three dimensional impressions formed when the finger is

pressed into a malleable surface such as wax (as shown in Figure 1.12), paint or soap.

In spite of latent fingerprint extraction being a long established process, invasive techniques

are vulnerable to improper collection methods which may cause a loss of information [62].

Latent prints are often enhanced physically for photographs by adding a material which

involves ‘dusting’ the scene in the expectation that the powder will become fixed to the

residue left behind, and hence become much more visible in any further imaging. This type

of chemical processing may degrade or contaminate the evidence, preventing additional

forensic testing [54]. Fingerprints are comprised of ridges which may terminate or form

bifurcations (diverge from one into two ridges) as well as a variety of other distinctive

features formed in the foetus from the fifth month of pregnancy [97]. These features are

known as minutiae and usually appear in the fingerprint in unique combinations resulting

in one persons fingerprint being clearly discernible from another [42].

Latent fingerprint features are more difficult to match than patent fingerprint features and

are more susceptible to scrutiny in courtroom arguments [97]. This is due to the non-ideal

surfaces where latent prints are often found. In section 1.5.2 we will also discuss non-

contact techniques which preserve the print, but require highly skilled users and expensive

laboratory equipment.
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(a) Colour image.

(b) Surface normal image.

(c) Specular enhancement image.

Figure 1.12: A wax impression of the Great seal of Elizabeth I at the Teign Heritage
Centre in Teignmouth (shown in its entirety in Figure 1.5). (a) shows a colour image
of the potential plastic fingerprint in the seal impression. (b) shows the surface normal
image of the same potential fingerprint in the seal impression. (c) shows the specular
enhancement image of the same potential plastic fingerprint in the seal impression
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Figure 1.13: Traditional ‘dusting’ for fingerprints using chemical powder which is designed
to become affixed to the latent print residue and not the background surface. This pow-
der enhances the contrast of the latent print with the background surface at the cost of
contaminating the print rendering it compromised for DNA analysis.

1.5.1 Current invasive methods

Physical techniques which are contact based and require chemicals to process fingerprints

can compromise further investigation from other forensic fields such as drug analysis and

DNA testing [45]. Despite potentially hampering additional forensic testing, invasive latent

print extraction methods are more traditional and are therefore often more researched

with many established procedures and guides in existence [38]. As noted by the UK

Government Home Office’s Fingerprint Source Book [9], curved and shiny surfaces (both

opaque and transparent) pose significant challenges for forensic investigators in extracting

latent fingerprints.

The most common invasive latent print extraction method is known as dusting and de-

velops the print using powder (as shown in Figure 1.13). This involves applying finely

divided particles that become affixed to the aqueous and oily components in the latent

print residue on surfaces [82]. Dusting is ubiquitous in crime scene investigations since it

is one of the oldest methods of latent print detection, with one of the earliest references

to the technique dating back to 1891 [24].

Many powders rely on two crucial factors to generate adhesion with the latent print residue

so that the contrast is enhanced sufficiently and the material does not simply become

bonded to the latent print as well as the background surface. The first of these factors is

known as pigment and enables better visualization of the fingerprint through increasing

contrast and clarity from the background surface. The second of these factors is known

as the binder and ensures there is maximum and discriminatory adhesion to the residue

of the latent print itself instead of the background surface [59]. Another issue (known as

background painting) which may be encountered when using fingerprint powders is when

a significant amount of powder adheres to the background surface, obstructing discovery

[38].
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Gelatin lifting is another physical processing method detailed in the UK Government

Home Office’s Fingerprint Source Book [9]. The mildly adhesive nature of the gelatin lift

makes it suited for the lifting of latent prints from a range of surfaces, but is still highly

invasive meaning the print could become altered.

Tape-lifting is another invasive fingerprint extraction method [51] that retrieves small par-

ticles from various surfaces. The method has been enhanced through its use in combination

with spectroscopic techniques [75], but challenges still face the method such as the com-

plexities behind separating the measured spectral bands which may highly be overlapping

due to similar chemical structures [75].

1.5.2 Current reduced contact methods

There exist several methods using expensive optical equipment for non-destructive extrac-

tion of latent fingerprints from curved smooth surfaces that can yield impressive results.

Optical coherence tomography (OCT) has been used to extract latent fingerprints from

complex surfaces [20]. The authors were able to extract fingerprints from even poorly

reflecting samples where the latent print was unnoticeable under ordinary viewing con-

ditions, and they achieved this without any physically invasive or chemically enhanced

processing.

Another optical method utilises the fact that specularly reflected light from dielectrics is

partially polarised at a specific range of observing angles [54]. Despite producing effective

results, the techniques in [54], [20] and [12] are intended for extracting fingerprints from flat

surfaces. However, another optical method has been developed specifically to image curved

surfaces [48]. As the authors state, the ability to obtain a non-destructive reconstruction

of a fingerprint (or portion of it) in situ from a cylindrical or curved surface is important

for the purposes of identifying a person at a crime scene. This non invasive method uses

a diffractive optical element based glossmeter (a device usually used to measure magazine

print gloss quality). The method utilises a motor-driven rotary table to rotate the object

being imaged. A laser beam is focused onto the position of the latent fingerprint and

colour-coded gloss map of the scanned region is obtained, with colour being related to the

strength of light reflection. The latent fingerprint is shown in contrast to the background

surface due to a difference in reflectivity. The authors state their method may be encounter

issues due to colour affecting the image contrast of the fingerprint [48]. It is worth noting

that this technique requires lots of equipment and a highly skilled user.

Researchers have used hyperspectral imaging (which constructs a three dimensional data

cube consisting of two dimensional images over numerous wavelengths) to obtain finger-

print images [29]. All channels are fused using histogram of oriented gradient information

to weigh each of these channels [94]. These non invasive optical methods produce inter-

esting results, but they are often experimental proof-of-concept setups and require a high

level of knowledge and skill to operate the equipment. Other invasive and potentially dele-

terious methods besides dusting include using hardware such as deformable membranes on

glass plates and heating glass plates to remove moisture [97]. Clearly, these methods are
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very invasive which is undesirable in any forensic investigation as they may risk destroying

or contaminating the fingerprint sample.

As stated in the UK Government Home Office’s Fingerprint Source Book [9], reduced con-

tact methods used in the UK include multispectral imaging, monochromatic illumination

and the use of colour filters show promise but require expensive expert equipment and are

also used in tandem with chemical enhancements such as ninhydrin.

All of these described methods rely on complicated, laboratory based equipment that

requires careful calibration. Therefore there is clearly a need for a straightforward, non-

destructive approach which avoids having to compromise precious forensic evidence. Such

a method could extract latent fingerprints without the use of chemicals to develop the

prints, as is used in traditional methods. Our method proposed in chapter 3 requires only

the operation of an off-the-shelf camera and a remote flash or lighting dome.
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2 Automating RTI: Automatic light

direction detection and correcting

non-uniform lighting for more accurate

surface normals

The following article has been published using material from this chapter:

McGuigan, M., and Christmas, J. (2020). Automating RTI: Automatic light direction

detection and correcting non-uniform lighting for more accurate surface normals. In Com-

puter Vision and Image Understanding (Vol. 192, p. 102880). Elsevier BV.

https://doi.org/10.1016/j.cviu.2019.102880

In this chapter we propose a novel, fully automated technique for correcting common

lighting errors in RTI and markedly improve the accuracy of surface normal estimation,

leading to an increase in legibility of low relief surface variations. This moves RTI from

the qualitative domain (e.g. enabling the reading of weathered inscriptions) into the

quantitative domain of computer vision. RTI assumes only light direction, and not received

intensity, changes as the object is imaged. Like other authors we show that this assumption

is false and propose a novel method to correct for it. However, we estimate the lighting

directions automatically, unlike other proposed correction techniques. Our method also

requires no calibration equipment, meaning it can be easily retrofitted to any existing

multi-light imaging collection. We increase the simplicity of the standard H-RTI method

by automatically detecting lighting directions and maintain its appeal to non-imaging

professionals.

2.1 Introducing an automated RTI technique

Reflectance Transformation Imaging (RTI) [56] is a photometric stereo technique that

enables the interactive relighting of the object of interest from novel lighting directions,

and an estimation of surface topography through the calculation of surface normal vectors.

The method combines a multi-light imaging collection, of which each image is lit from a

different direction, into a new representation (called a Polynomial Texture Map, or PTM,

by [56]) that models how the reflectance of each pixel varies by lighting direction. RTI

is widely used in the cultural heritage sector as it is relatively easy and inexpensive to

perform [65], is supported by free software from Cultural Heritage Imaging1, and, for

1http://culturalheritageimaging.org/What_We_Offer/Downloads/
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example, enables the viewer to reveal markings that are not legible, or even visible, from

a single photograph [10].

Key to the RTI method is knowing the lighting direction for a given photograph. If the

illumination is provided by a fixed lighting dome (see Figure 2.1), then these directions

are defined by the hardware. However, much RTI is performed without a dome and with

a hand-held flash instead, known as highlight RTI (H-RTI) which was introduced by [65].

The light direction is calculated from the reflection of the flash on a shiny, black, spherical

marker, or other calibration devices [27; 41], included in the photographs. The process for

creating the PTM depends on accurate light direction estimation and on the assumption

that the only difference in the level of illumination in each photograph is caused by the

variation in light direction.

We introduce a fully automated RTI technique that improves the accuracy of the surface

normal estimation, moving RTI from the qualitative domain towards the quantitative

domain. The technique requires no calibration equipment and can be retrofitted to any

existing multi-light imaging collection. The proposed method compensates for brighter

and darker regions caused by relative distance to the light source, significantly reducing

non-uniform lighting errors, automatically detects the light direction from each image

photometrically, removing the errors introduced by the bias of the shiny spheres in H-

RTI, as well as the obstructive shadows they cause, and removes the need for reflective

spheres or other calibration devices through automation, thereby increasing simplicity of

RTI and its appeal to non RTI specialists.

We have outlined the relevant background theory behind RTI in section 1.3.3, and in

section 1.3.7 we described some of the known inaccuracies introduced by the RTI process.

We present our new method for addressing these issues in section 2.2 and then compare

the effectiveness of the new method with the standard H-RTI method [65] in section 2.3.

RTI assumes a diffuse surface and is usually intended to work for surface relief rather

than significantly varying surface heights, however we will also demonstrate in section 2.3

that our method produces improved results on a semi-cylindrical surface. Conclusions are

drawn in section 2.4.

2.1.1 Related work

A homogeneous and diffuse surface such as flat white paper is ideal for RTI because

white paper is (approximately) Lambertian. For the case when the image subject is

not conveniently Lambertian, methods have been proposed by [27] in which 3D printed

Lambertian surfaces are physically placed around the border of the scene in order to

reveal the spread of illumination and then to measure this photometrically. This method

successfully compensates for non-uniform illumination, but requires the insertion of extra

physical apparatus and steps. Furthermore, this method may be undesirable because RTI

is often performed on fragile artefacts where placing such a structure in the image frame

may pose additional risk of damage to an artefact, as well as the fact that this would mean

more equipment must be transported.
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(a) RTI lighting dome of 1 metre diameter and an off-
the-shelf Canon EOS 70D camera.

(b) Resulting normalised light directions of the dome.

Figure 2.1: One type of RTI lighting set-up is (a) a hemispherical lighting dome that
provides fixed light directions, with the camera looking down vertically on the object.
The plot in (b) shows the normalised light directions calculated for this dome.

[41] introduce a promising distance-compensated pixel intensity framework that aims to

correct for non-uniform lighting and estimate light directions. However, their method re-

quires a colour-checker calibration target to be placed in the scene, the estimation of 3D

scene points, the requirement of initial values for combined albedo and vignetting, and

initial surface normal estimates. This could be problematic for imperfect H-RTI multi-

light imaging collections, since the method computes initial estimates of surface normals

(already known to be potentially inaccurate), and obtains 3D scene point estimates by

inputting them into a 3D surface reconstruction technique [3] which relies on sufficiently

accurate surface normals to create a gradient map. This 3D surface reconstruction tech-

nique has shown very promising results with synthetic data but will only partially recover

features in real images [3], missing more intricate details. The method would also likely

suffer inaccuracies in arbitrary H-RTI conditions such as the non ideal multi-light imag-

ing collections used in this thesis where initial surface normal estimates are found to be

highly inaccurate (see Figure 2.14, left column). Much like [27], the technique proposed

by [41] is very effective when multi-light imaging collections meet certain idealised criteria,

but it would be impossible to retrofit the method to pre-existing multi-light imaging col-

lections since these techniques require specific items to be placed in the scene. These extra
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(a) Pipeline of standard H-RTI method.

Image 
acquisition

Automatically 
estimate light 
direction from 

images

Compensate for 
non-uniform 

lighting

Compute 
polynomial 
coefficients

PTM file

New method

(b) Pipeline of the proposed method.

Figure 2.2: Process diagrams for the standard H-RTI method and the new proposed
method.

steps pose potential complications and may be unattainable since the method requires the

acquisition of a 3D printed structure. We propose a method that does not require such a

structure, but it still relies on RTI illumination being adequately and consistently pointed

by hand toward the object, as should be the case anyway.

A similar method to that introduced by [41] is proposed by [92] who use dimensionality

reduction to produce estimates of the vectorised light directions. This method relies on

the distance between consecutive lighting directions in the multi-light imaging collection

being small and requires the use of a diffuse reflector in addition to the light source.

Whilst producing approximate light directions in a fast acquisition time, the required

manner of lighting may further obfuscate the RTI process to non imaging science users,

if, for example the distance between consecutive lighting directions is not small enough.

This constraint on RTI would also likely prevent retro-fitting the technique, since H-RTI

multi-light imaging collections are often captured from arbitrarily consecutive lighting

directions.

For these reasons it became clear that any potential solution must be as automated as

possible, with emphasis on keeping the data acquisition process as simple as possible.

Hence, a novel method is proposed which corrects for non-uniform illumination, automat-

ically detects the lighting direction and does not require any further steps for the user.

The technique in fact aims to minimise the equipment needed since the method proposes

a way to automatically detect the lighting direction - removing the need for shiny refer-

ence spheres and allowing retro-fitting of our technique to existing highlight multi-light

imaging collections.

2.2 Method

To enable us to compute more accurate surface normal vectors for RTI, the sources of error

described in section 1.3.7 due to non-uniform illumination will be addressed before any

estimates of the surface topography are computed. In order to algorithmically correct for

non-uniformity in lighting for a given image, the incident illumination in the image scene
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Algorithm 1 Correcting RTI for non-uniformly lit images and improving light direction
estimation using the proposed method. The input dataset is a regular multi-light imag-
ing collection and the result is a more accurate estimate of surface normal after corrections
for non-uniformly lit images and automated light direction estimation.

for each image, I, in the multi-light imaging collection do
- Generate mean-corrected version of the image, Ic.
- Fit a bi-quadratic function to the lighting intensity across Ic.
- Use the fitted function to compensate for over-lit and under-lit regions.
-Automatically detect lighting direction from artificial mean-corrected image rather
than using shiny reference sphere.

end for

must first be characterised. It has been discussed in section 1.3.7 how intensity variations

in the light source can be measured photometrically if large enough portions of the image

scene are Lambertian. However, this is more difficult since RTI is often performed in

arbitrary conditions (often outdoors) when the image scene is very inhomogeneous. Often

a given RTI image is comprised of many different objects, and hence surfaces, with different

reflectance properties and often at varying distances from the focal plane.

The gravestone in Figure 2.3 was imaged in situ meaning it is impractical to use a lighting

dome such as the one shown in Figure 2.1a, so a hand-held flash was used for H-RTI

instead. Due to changeable weather conditions and human error aiming the hand-held

flash, the images collected were not illuminated uniformly meaning this multi-light imag-

ing collection is a good example for correcting with the proposed method. In order to

characterise the non-uniform lighting and then compensate for this across the image the

intensity profile being emitted from the light source must be isolated as much as possible

from the various surfaces in the image. This is described in sections 2.2.1 and 2.2.2. Once

this light profile has been isolated, a 3D function is fitted to the extracted intensity profile

of the light source, and used to marginally brighten the under-lit regions, as described in

section 2.2.3. Finally, the lighting directions are calculated from these fitted intensity pro-

files; this process is described in section 2.2.4. Process diagrams for the standard H-RTI

method and the proposed method are shown in Figure 2.2 and the algorithm is outlined

in algorithm 1.

2.2.1 Isolating intensity variations due to light source

The first step in this process is to isolate the light spread for each source photograph by

subtracting the mean image. This is described by (2.1), where Ic is the mean-corrected

version of a specific image and is constructed as follows

Ic = I −
N∑

n=1

In
N

(2.1)

where I is a given source image, In is the nth image in the multi-light imaging collection

and N is the total number of images. This leaves us with an image in which the direction

of the incoming light is more perceptible, as shown in Figure 2.3b. Subtracting the mean

image removes most of the salient features of the object from the image so we are left with
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(a) Original image. (b) Isolated light variation.

(c) Gaussian filter applied to (b). (d) A 3D plot of (c).

(e) a bi-quadratic polynomial fitted to (d). (f) The corrected image.

Figure 2.3: An outline of the proposed method applied to a multi-light imaging collection
that has been lit somewhat problematically, showing (a) the original non-uniformly lit im-
age, (b) the light spread isolated as the image is mean-corrected and the object segmented
from the background, (c) the light spread image after Gaussian filtering, (d) a 3D plot
of the Gaussian filtered light spread, (e) a bi-quadratic polynomial function fitted to the
light spread, and (f) the intensity-corrected image generated using the function. Note the
intensity differences are very subtle and almost imperceptible so as to not overcompensate,
but the differences are appropriate to counter the non-uniform intensity problem.

the incident light. A Gaussian filter is applied to this light intensity to smooth out small

irregularities, as shown in Figure 2.3c.

2.2.2 Optional: segmentation of object from background

In rare circumstances such as the example in Figure 2.3, objects are imaged from farther

back than would be desired and background objects are present whose reflectance is inde-

pendent of, or only partially dependent on, the RTI light source (such as bright patches

of sky). We provide an optional step here to accommodate for these circumstances, and

would like to emphasise that there are a large number of image segmentation methods

[95]. One such method is the mask R-CNN [36] which efficiently detects objects within

images but requires the manual generation of training masks and can require significant

computational expense to train. Fortunately, most objects are imaged in RTI so as to fill
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(a) Colour image. (b) First principle component. (c) Binary mask from (b).

Figure 2.4: The automated segmentation process proposed uses Principal Component
Analysis (PCA) to separate the foreground and background. (a) shows a colour image
from a multi-light imaging collection of a coin and black sphere. The first principal com-
ponent extracted from the multi-light imaging collection is shown in (b) which enables the
segmentation of these objects from the foreground through thresholding as shown in (c).

as much of the image frame as possible in order to view the object in higher resolution.

The intensity corrections and light direction estimations from the proposed method work

without segmentation (see Figure 2.10, Figure 2.11 and Figure 2.9), we simply include this

optional step for these special cases.

The automated segmentation process proposed uses Principal Component Analysis (PCA)

to separate the foreground and background [33] as shown in Figure 2.4. The first principal

component extracted from a multi-light imaging collection of a coin and black sphere is

shown in Figure 2.4b which enables the segmentation of these objects from the foreground

through thresholding as shown in Figure 2.4c. We add the option for the user to manually

segment the object by specifying a bounding polygon through a graphical user interface if

they have imaged the object from particularly far away.

2.2.3 Fitting a function to non-uniform light

We choose to fit a bi-quadratic polynomial to each mean-subtracted input image, the

same function fitted on the reflectance distributions in section 1.3.4 in the standard H-RTI

method [56]. Note that standard H-RTI uses the bi-quadratic to estimate the orientation

of a given pixel, but here we fit it collectively to all the pixels in a given image for intensity

correction. We also opt to fit the bi-quadratic in this instance because it is fast, adequately

flexible and does not require interpolation or physical reference spheres to be placed in

the scene as per the method proposed by [27]. Fitting results for one image of a uniformly

flat and diffuse surface are shown in Figure 2.5 where the mean-corrected version of the

image was generated from the original image to isolate the light source. From here the

polynomial function in Figure 2.5b was produced which is in turn used to correct the input

image in Figure 2.5a generating the image shown in Figure 2.5c. The full fitting process

is shown in Figure 2.3, where it can be seen that the intensity variations due to the light

source are isolated from the original RGB image. The polynomial is then fitted as shown

in Figure 2.3e, and this is used to marginally increase the intensity of the underlit region.

The differences between the original input image and the corrected image are subtle; non-

uniform lighting must not be over compensated for.We obtain a marginal brightening

factor, F , by computing the interquartile range, IQR(·), of the mean-corrected image, Ic
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(a) Original image of a flat diffuse surface.

(b) Inverse of function fitted to light variation in (a).

(c) The corrected image.

Figure 2.5: An example of a polynomial function fitted to the isolated light source to
correct the light intensity. (a) The original non-uniformly lit image. (b) The inverse of
the function fitted to the light variation which is then scaled to correct the image by the
process described in section 2.2.3. (c) The intensity-corrected image generated using the
inverse function. Note the darker regions in the original image appear marginally brighter
in the corrected image.
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Figure 2.6: Here we see the automated light direction detection method for the gravestone
in Figure 2.3. In each image the red cross shows the centroid of the higher value points of
the polynomial fit. Here blue represents low intensity and yellow represents high intensity.
This function tends to infinity, so we cannot compute it’s maximum to yield the light
direction. If we compute the maximum within the bounds of the image frame we end up
at the image periphery. To address this, we compute the centroid of an upper intensity
region within the bounds of the image. The limit of this upper intensity is determined by
the process outlined in section 2.2.4.

as shown in (2.2).

F = IQR(IC) (2.2)

Pcorrected = (1 + F )Poriginal (2.3)

Here Pcorrected is the corrected intensity value and Poriginal is the is the original intensity

value. This measure of variability ensures that F is proportional to the variation (or lack

thereof) of incoming light in the image. That is to say that less evenly lit images will

have a higher interquartile range, and hence have a higher F . This correction is applied

to all RGB colour channels. We assume that for the majority of images in the multi-light

imaging collection all pixels receive light from the light source (albeit some regions more

than others). A resulting image which has been corrected for non-uniform intensity is

shown in Figure 2.3f. It can be seen by inspection that the fitting appears very good

at approximating the distribution in light across the image. We will see in section 2.3

that these assumptions are true for a variety of multi-light imaging collections as these

marginal corrections in intensity for RTI purposes prove to be effective in producing more

accurate surface normal estimates.
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Figure 2.7: As described in 2.2.4, our method thresholds the function fitted to the light
variation so we only see a certain portion of the function corresponding to the brightest
region of the image, and compute the centroid coordinate of this remaining non-zero
portion of the function after thresholding. We compute the centroid coordinate for various
threshold percentage cut-off values and select the threshold value which yields the highest
standard deviation in lighting directions. We do this because a high standard deviation
means the estimated light directions are not clustered around the border of the image,
and are more evenly distributed, as per the true directions of the light source. This figure
shows this relationship, where it can be seen that the standard deviation increases towards
20% upper intensity, then decreases after this optimum percentage.

2.2.4 Automatic light direction estimation

The proposed approach automatically detects the light direction for all images in the

multi-light imaging collection, removing the need to insert a reference sphere into the

scene. When estimating the light direction in a given image, one may be tempted to

compute the coordinates of the maximum point of the fitted function (introduced in section

2.2.3), extracting the highest value point as shown in Figure 2.6. This is because one may

be tempted to assume the highest value point of a resulting fit for an image could be

approximately equal to where the light source is located, and could yield the direction

of the light for a given image. However, it is not possible compute the global maximum

point if the function tends to infinity, as often occurs during fitting. Similarly problematic,

if we apply mathematical boundaries to the function (the image borders) and locate the

maximum point of the function, we obtain no meaningful information when the function

tends towards infinity since the maximum point will always lie somewhere on the border

of the image. We propose an efficient method for estimating light direction by computing

the centroid (mean coordinates of a group of pixels) of the upper intensity group of points

on the fit. This value is much more meaningful, having a more realistic correspondence to

the source images than the global maximum. It was found that the optimum percentage

of upper intensity for computing this centroid was different for different scenarios, so we

produce a robust method which finds this optimum percentage automatically.

Our method thresholds the function fitted to the light variation so we only see a certain

portion of the function corresponding to the brightest region of the image, and compute the

centroid coordinate of this remaining non-zero portion of the function after thresholding.

We compute the centroid coordinate for various threshold percentage cut-off values and
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(a) Standard H-RTI method.
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(b) Proposed method.
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(c) Error in light directions.

Figure 2.8: The different light directions computed from the setup shown in Figure 2.9a,
where the object was imaged in a lighting dome of known lighting directions. Here (a)
shows the standard H-RTI method where light directions are more heavily biased to to
the upper right quadrant due to the bias of the reflective sphere in H-RTI and (a) shows
the proposed method where light directions are more uniformly spread using automatic
light direction detection outlined in section 2.2.4. The errors for the H-RTI and proposed
method light directions are shown in (c).

select the threshold value which yields the highest standard deviation in lighting directions.

We do this because a high standard deviation means the estimated light directions are not

clustered around the border of the image, and are more evenly distributed, as per the true

directions of the light source. This relationship is shown in Figure 2.7, where it can be

seen that the standard deviation increases towards 20% upper intensity, then decreases

after this optimum percentage.

We then take the coordinates of the resulting optimum centroid and normalise with respect

to the centre of the image to obtain a lighting direction. This estimation also does not

suffer the bias present when using the reference sphere in standard H-RTI. The result of

this process is shown in Figure 2.8, which compares the spread of light directions calculated

by the standard H-RTI method with those calculated by our proposed method. It can be

seen that the lighting directions generated from the two methods differ greatly, with the

reference sphere method suffering from the position bias mentioned in section 1.3.7 causing

the plot of lighting directions to be less evenly distributed, despite the fact that the light

source was in fact moved in even coverage around the object. These light directions were

computed from the setup shown in Figure 2.9a, where the object was imaged in a lighting

dome of known lighting directions. The mean difference between the H-RTI method and

the true light direction (shown as the dashed line in Figure 2.8c) was found to be 0.2959,
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and the mean difference between the proposed method and the true light direction (shown

as the solid line in Figure 2.8c) was found to be 0.2841 meaning the proposed method is

more accurate. The errors in light direction for the proposed method and for the H-RTI

method are not markedly different, however there are a few sharp peaks observed in the

H-RTI error. These sharp peaks are thought to be a result of the reference sphere being

under the shadow of the object being imaged, as is often the case for select images in H-

RTI, unbeknownst to the user. Despite the errors being similar, the proposed method is

more accurate, automatic and does not require the use of physical calibration equipment.

Using these automatically detected light direction vectors, it is also possible to compute

new surface normal data for comparison with the standard H-RTI method.

2.3 Experimental Results

We have now fitted a function to the light which allows us to compensate for non-uniform

intensity and to extract the light direction automatically. In order to evaluate the light

directions estimated and the surface normals generated by the proposed method we image

an object of known geometry under known lighting conditions. A 3D printed pyramid with

a 30 degree slope was produced and imaged. Fig. 2.9a shows the 3D printed pyramid and

the RTI reference sphere used to produce the standard H-RTI results for comparison. Fig.

2.9c shows the surface normals of the pyramid faces calculated using the standard H-RTI

method, while Fig. 2.9d shows the same for the proposed method. Polar histograms of

the elevation angle measured on all four visible faces of the pyramid (ground truth of 30

degrees) for the standard H-RTI method and the proposed method are shown respectively

in Fig. 2.9e and 2.9f. It is clear from inspection that the proposed RTI method produces

results much closer to the true elevation angle (of 30 degrees) of the pyramid faces, yielding

a mean of 25.19 degrees with a standard deviation of 6.20 degrees, whereas the standard

H-RTI method yields a mean of 51.1 degrees with a standard deviation of 20.21 degrees.

There are a few peaks present in Fig. 2.9e which are caused by lighting direction errors from

the reference sphere shown in Fig. 2.9a, which suffers position bias from not being placed

at the centre of the image, as well as the non-uniform intensity not being compensated

for. These errors then contribute to the polynomial defined in (1.7) being poorly fitted

and causes the resulting surface normals to be inaccurate.

Figure 2.10 compares the standard H-RTI method with the proposed method on a flat,

Lambertian surface. Here it can be seen in Figure 2.10b that the standard H-RTI method

results in the ring like error effect appearing at the edges due to the periphery of the

image receiving disproportionately more light. It can be seen from Figure 2.10a that

this error has been corrected almost entirely by using the novel method proposed in this

chapter. Figure 2.10a shows this quantitatively, where it can be seen that as we move

from the centre of the image out to the right (along the x axis of this plot) that the z

component of the surface normal drops off from 1 (surface normal facing the camera) to

zero (surface normal perpendicular to the camera) using the standard H-RTI method, but

is significantly improved using the proposed method where it only drops down to around

0.8. The true value should be close to 1 across the whole range. Despite this marked

59



2. Automating RTI: Automatic light direction detection and correcting non-uniform
lighting for more accurate surface normals

(a) 3D printed pyramid and RTI reference
sphere.

θ

θ = 30⁰

(b) 3D printed pyramid with 30 degree
slope.

(c) Standard H-RTI surface normal image. (d) Proposed method surface normal im-
age.
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(f) Proposed method elevation.

Figure 2.9: A 3D printed pyramid with a 30 degree slope was produced and imaged to
evaluate the proposed method on an object of known geometry. (a) shows the 3D printed
pyramid and the RTI reference sphere for producing the standard H-RTI method RTI
results (note this image is cropped, the centre of the image is the apex of the pyramid).
(c) shows the surface normals of the pyramid faces calculated using the standard H-RTI
method, while (d) shows the same for the proposed method. (e) shows the polar histogram
of the elevation angle measured on all four visible faces of the pyramid (ground truth of 30
degrees) for the standard H-RTI method and (f) shows the same for the proposed method.
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improvement in surface normal estimation, there is still a drop off in the corrected line

(shown in solid blue in Figure 2.10a) as the distance to the centre of the image increases.

This drop off is due to the marginal brightening factor, F (defined in (2.2) and used in

(2.3)), which is given by the interquartile range (IQR) of the mean-corrected image, Ic.

The interquartile range serves as an effective marginal brightening factor for improving

the accuracy of surface normals for various surfaces. However, we took into account the

potential of overcompensation for non-uniform lighting and found that the IQR served as

the an optimal marginal brightening factor for the range of surfaces in this chapter.

Figure 2.11a shows a cylindrical chimney of 2.2m diameter for which surface normals were

calculated using the standard H-RTI method, shown in Figure 2.11b, and our proposed

method, shown in Figure 2.11c. Since the chimney is cylindrical, and constructed from

vertical “planks” of concrete, we expect the pixels vertically down the centre of each plank

to have the same surface normals, and we can calculate the expected surface normal for

each plank. The plots in Figure 2.12 summarise the results from this exercise, with the

left column of plots showing results for the x, y and z components of the surface normals

respectively from the standard H-RTI process, and the right column showing the same

for the proposed method. In each plot, the extent of each box marks the 25th to 75th

percentiles of the values from the vertical line of pixels from one plank; the line within

the box marks the median value. The dashed lines extending vertically from each box

mark the full extent of the values. The single, smooth, solid line in each plot marks the

calculated truth. These plots show that the surface normals calculated using the proposed

method are significantly more accurate than those from the standard H-RTI method, with

smaller spreads of values that are closer to the ground truth. This is especially obvious

for the y and z components. In Figure 2.12d the measured y component of the corrected

normals is biased to the negative axis likely due to the camera orientation not being exactly

perpendicular to the cylinder surface.

Figure 2.13 shows how the proposed corrections from section 2.2 additionally benefit the

virtual relighting obtained from RTI. Figure 2.13a shows a flat surface under RTI virtual

relighting in which the standard H-RTI method has yielded a surface which appears,

erroneously, to bulge due to non-uniform lighting. Figure 2.13b shows the same object, relit

from the same virtual lighting direction, but processed using the proposed method. The

surface appears much flatter, and is, therefore, much more uniformly lit, which increases

the legibility of the inscriptions.

The proposed method was also retrofitted to noisy and imperfect pre-existing multi-light

imaging collections in order to test its robustness. The results of this retrofitting are

shown in Figure 2.14. The retrofitting of the proposed method to the gravestone shown

previously in Figure 2.3 is shown in Figure 2.14e and the standard H-RTI method results

are also shown in Figure 2.14c. Here it is shown that the traditional RTI method with the

reference sphere generated such poor surface normal data of this generally flat gravestone

facing the camera (z direction) that large portions of this surface appear green (y direction

i.e. upwards). Despite the grave surface in Figure 2.14a consisting of different textures

(stone and various mosses) the surface normals image should appear almost uniform in

colour (blue/purple) because the gravestone is flat and facing directly at the camera (and
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so are the various mosses by and large). These inaccuracies apparent in surface normal

data caused by non-uniform illumination are visible from the variation in colour of the

surface normal image in Figure 2.14c. Retrofitting was also carried out on a pre-existing

multi-light imaging collection of a (also mostly flat) wall memorial shown in 2.14b, 2.14d

and 2.14f. It is shown in Figure 2.14f that the proposed method surface normals appear

more uniform and camera-facing for the same multi-light imaging collection using the

lighting uniformity corrections and automated light direction detection. It is clear here

that the surface normals represent a more realistic, flat and uniform surface. These multi-

light imaging collections are typical of H-RTI performed on medium to large objects, where

for the most-part the lighting has been uniform but occasionally there over-lit regions and

completely under-lit images. Despite this, it was found that the method is robust and

improves the accuracy of the surface normal data.
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(a) z direction surface normal magnitude from centre outwards
to the right with data (b) and (c) represented by the red dotted
line and the blue solid line respectively.

(b) Standard H-RTI method surface normals of flat surface.

(c) Proposed method surface normals of flat surface.

Figure 2.10: Different surface normal data generated from H-RTI and the proposed
method. (a) The z surface normal magnitude of the flat surface measured from the centre
of image (camera position) outwards to periphery of image. Since the surface is flat and
camera-facing the z normal should measure as a straight line of z = 1 (b) Surface nor-
mals generated using traditional RTI. (c) Surface normals generated using non-uniform
illumination corrected data and automatic light direction detection. Note the colour range
representing the surface normals in (b) and (c) are the same.
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(a) Cylindrical chimney of 2.2m diameter.

(b) Standard H-RTI method surface normals.

(c) Proposed method surface normals.

Figure 2.11: A cylindrical chimney of 2.2m diameter imaged to demonstrate the proposed
method on a curved surface. (a) shows the chimney within its background context (this is
not one of the RTI images). (b) shows the surface normals of the semi-cylindrical surface
calculated using the standard H-RTI method, while (c) shows the same for the proposed
method.
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Figure 2.12: For each of the seven central “planks” of concrete shown in Figs. 2.11b and
2.11c, the surface normals for a column of pixels have been used to produce the boxplots
shown here. The three rows of plots show the x, y and z components of the surface
normals respectively, where the smooth, continuous line in each plot marks the ground
truth. The left column shows results using the standard H-RTI process, while those in the
right column are from the proposed method. Each box represent the interquartile range
and the centre line inside the box represents the median value; the dashed lines at the top
and bottom of each box mark the full range of values.
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(a) Standard H-RTI specular enhancement.

(b) Proposed method specular enhancement lit
from from same direction as (a).

Figure 2.13: The proposed technique not only results in more accurate surface normal
data, but also results in improved readability and uniform lighting in virtual relighting
which is visible here for a flat surface which falsely appeared to be curved due to non-
uniform lighting. Note these images are lit from the same lighting direction. (a) Specular
enhancement for uncorrected multi-light imaging collection showing non-uniform lighting.
(b) Virtual relighting specular enhancement for corrected multi-light imaging collection
showing uniform lighting using the proposed method. This also increases readability.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.14: Here we have retrofitted the proposed method to existing multi-light imag-
ing collections. (a) shows a colour image of the gravestone featuring in Fig. 2.3. In (c)
we see the surface normals measured for the same gravestone using the standard H-RTI
method and (e) shows the surface normals measured using the proposed method. (b)
shows a colour image of a flat wall memorial. (d) shows the surface normals calculated
for the same wall memorial using the standard H-RTI method and (f) shows the surface
normals calculated using the proposed method.
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2.4 Conclusions

In this chapter we present a novel, fully automated technique for correcting common

lighting errors in RTI and markedly improve the accuracy of surface normal estimation,

leading to an increase in legibility of low relief surface variations. Like other authors we

show that the uniform light assumption is false and propose a novel method to correct

for it. However, we estimate the lighting directions automatically, unlike other proposed

correction techniques.

The results discussed in section 2.3 show marked improvements in surface normal estima-

tion for H-RTI using the proposed new method which, as is shown in Figure 2.14, can

also be retrofitted to existing highlight multi-light imaging collections. RTI for larger

objects suffers the most from non-uniformity in lighting, since for small items, such as

coins, the lighting can be considered approximately parallel as the deviation in incident

light angle across the image plane is much smaller. The proposed method more accu-

rately estimates the light directions (see section 2.2.4) and does not require the addition

of reference spheres or 3D printed calibration devices into the scene as other authors do

[28] (note the 3D printed pyramid we use is for evaluation purposes). We keep the RTI

process simple and inexpensive for non imaging science/photography professionals whilst

markedly improving the results for surface normal generation compared with H-RTI when

performed on larger objects and objects of known geometry such as in Figure 2.9.

The significant improvement in uniform lighting evident in Figure 2.13 during virtual re-

lighting shows that the method is also relevant to conservationists who are more interested

in readability of inscriptions than quantitative RTI.

These more quantitatively accurate surface normals mean that RTI could become more

ubiquitous in cases where laser scanning would usually be used. This technique is not

invulnerable to very messy multi-light imaging collections, where the light source has

largely missed the centre of the object for a significant proportion of the images, but is

more robust than traditional RTI.
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3 Remote Extraction of Latent

Fingerprints (RELF)

The following item has been published using material from this chapter:

McGuigan, M., and Christmas, J. (2020). Remote Extraction of Latent Fingerprints

(RELF). In 2020 International Joint Conference on Neural Networks (IJCNN). 2020 In-

ternational Joint Conference on Neural Networks (IJCNN). IEEE.

https://doi.org/10.1109/ijcnn48605.2020.9207376

Latent fingerprints are the kind left on objects after direct contact with a person’s finger,

often unwittingly at crime scenes. Most current techniques for extracting these types

of fingerprint are invasive and involve contaminating the fingerprint with chemicals which

often renders the fingerprint unusable for further forensic testing. We propose a multi-light

imaging based method for extracting latent fingerprints from surfaces without the addition

of contaminants or chemicals to the evidence. We show our technique works on notoriously

difficult to image surfaces, using off-the-shelf cameras. In particular, we extract images

of latent fingerprints from surfaces which are transparent, curved and specular such as

glass light-bulbs and jars, which are challenging forensically due to their curvature and

shininess. Our method produces results comparable to more invasive methods and leaves

the fingerprint sample unaffected for further forensic analysis.

3.1 Introduction

Latent fingerprints are nearly invisible, formed by a dielectric residue left behind from the

fingerprint ridges containing water with various salts and organic compounds [66]. Ex-

tracting latent prints is complicated since they are often found on complex curved surfaces.

Existing methods are invasive and vulnerable to improper collection techniques which may

cause a loss of information [62]. These invasive methods often physically enhance latent

prints by adding a material to the print such as ‘dusting’ involves adding a powder that

will become fixed to the residue left behind, and hence increase visibility for any further

imaging [9]. This type of chemical processing may degrade or contaminate the evidence,

preventing additional forensic testing [54]. Our method is simple, fast and requires only an

off-the-shelf camera. Fingerprints are comprised of ridges which may terminate or form

bifurcations as well as a variety of other distinctive features known as minutiae which

usually appear in the fingerprint in unique combinations. Latent fingerprint minutiae are

more difficult to match than those of patent fingerprints, and are more susceptible to

scrutiny in courtroom arguments [97]. This is due to the non-ideal surfaces (often curved
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(a) Light-bulb image from MLIC. (b) Fingerprint portion from cropped region of (a).

(c) Beaker image from MLIC. (d) Fingerprint portion from cropped region of (c).

Figure 3.1: Here we see two MLICs of objects each containing a fingerprint. (a) shows
an example MLIC image of a glass light-bulb. (b) shows cropped region of (a) containing
a fingerprint. (c) shows an example MLIC image of a glass beaker. (d) shows cropped
region of (c) containing a fingerprint. This observation provided the motivation behind
the proposed MLIC method for contactless fingerprint extraction.

and specular) where latent prints are often found. Specular surfaces complicate imaging

forensically because their reflectance is highly direction dependent, meaning the lighting

direction has to be just right in order to reveal the fingerprint.

3.2 Latent fingerprints and surface curvature

Our proposed multi-light imaging collection (MLIC) method aims to assist in developing a

simple and standard non-invasive technique to extract fingerprints in these circumstances

so they may become a less vulnerable form of forensic evidence. Given the scale of finger-

print ridges and the fact that the quality of images impact the effectiveness of fingerprint

feature point extraction [89], we work with high resolution input images in order to pre-

serve the finer details.

Figures 3.1a and 3.1c show select images from MLICs of a light-bulb and glass beaker

respectively, both of which contain a partially visible fingerprint shown in figures 3.1b and

3.1d. This exemplifies how fingerprint imaging on curved specular surfaces is dependent

on lighting direction, with Figure 3.1b and Figure 3.1d showing clear fingerprint ridges
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Figure 3.2: An outline of the different surface curvatures that the RELF algorithm is
equipped to process.

but only for a portion of the fingerprint. This observation provided the motivation behind

the proposed MLIC method for contactless fingerprint extraction.

The local shape of a point on a surface is determined by the two principal curvatures

(eigenvalues of the shape operator at this point), κ1 and κ2 [43]. One principal curvature

defines the rate of maximum bending and its corresponding tangent direction on the

surface, while the other defines the rate and corresponding tangent direction of minimum

bending. We will not focus too much on the mathematics of these principal curvatures, but

it is important to acknowledge their significance and effects on imaging different surfaces.

Two useful quantities we consider are Gaussian and mean curvatures, G and M . As one

would expect, the curvature (Gaussian and mean) of a planar surface is zero. However, the

mean curvature of a cylindrical surface is greater than zero, while the Gaussian curvature

is still zero. This is because the Gaussian curvature of a surface is multiplicative (as

shown in (3.1) and mean curvature is additive (as shown in equation (3.2) and visualised

in Figure 3.2).

G = κ1κ2 (3.1)

M =
1

2
(κ1 + κ2) (3.2)

This means that if any of the principal curvatures, κ1 and κ2, are equal to zero then so will

the overall Gaussian curvature G be. For this reason the mean curvature is more significant

for the purposes of extracting fingerprints. We examine the effects of different principal

curvatures and the proposed method’s performance, and note how imaging becomes more

difficult as mean curvature increases. In section 3.9 we show RELF is able to extract

prints from specular planar surfaces including a mobile phone screen, with both principal

curvatures κ1 = κ2 = 0, and hence a mean curvature of zero. Imaging a flat specular

surface where both principal curvatures are zero is comparatively easier than when one

or both are non-zero. We also extract fingerprints from specular cylindrical surfaces such

as the glass beaker shown in Fig. 3.1c with κ1 = 0 and κ2 > 0, which results in positive

mean curvature. Imaging cylindrical surfaces where one principal curvature is non-zero
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proves more difficult than a flat surface, but is possible to extract fingerprints using the

RELF method as shown in Fig .3.24c. Our method also proves robust enough to work

on specular spherical surfaces such as the spherical bulb shown in Fig. 3.1a with both

principal curvatures κ1 and κ2 being positive. Despite the surface being much more

difficult to image since both principal curvatures are non-zero, the RELF method is still

able to extract fingerprints as shown in Fig 3.25c and Fig. 3.27c. A lower mean curvature

of a surface is indicative of the ease at which we may extract fingerprints. The surfaces in

these examples are also specular, which poses different issues as outlined in section 1.1.

3.2.1 Concepts behind proposed method

It has been noted by forensic investigators for decades that by varying the angle of a torch

incident on a surface potentially containing latent fingerprints, it is possible to locate

partial or full fingerprints [79]. Our method utilises this basic principle: we illuminate the

object suspected to contain a latent fingerprint using multi-light imaging, a technique in

which the object is held stationary and a light source illuminates the item from a different

direction for each image. Reflectance Transformation Imaging (RTI) utilises multi-light

imaging (using a lighting dome to avoid the process of manually moving a flash around)

to compute surface normals and obtain topographical information about the object being

imaged [56]. RTI is chiefly used in cultural heritage imaging since it is inexpensive and

produces high resolution surface topography using off-the-shelf cameras. We borrow our

imaging approach from RTI, but the similarities end here. We apply machine learning to

reveal the hidden latent fingerprints found on objects.

3.3 Methods

The clarity of fingerprint ridges (despite only revealing a portion of the fingerprint in

any given image) visible through multi-light imaging as shown in Figure 3.1 provided

the motivation behind the proposed RELF method for contactless fingerprint extraction.

The steps for our method are outlined in Fig. 3.3. We use multi-light imaging with an

off-the-shelf digital camera to gather images as outlined in 3.3.1.

Figure 3.3: A flowchart of the RELF algorithm, which extracts features from superpixels
for classification then uses these classifications to build a fingerprint image.
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Figure 3.4: A spherical light-bulb exhibiting a specular reflection which is saturated but
reveals a neighbouring portions of visible fingerprint.

3.3.1 Data acquisition using multi-light imaging

Latent fingerprints viewed under illumination on curved surfaces are only partially visible

from any one lighting angle. They also vary in brightness relative to their proximity to

the specular reflection on the curved surface. This means we only see small regions of the

fingerprint at best in each image. This can be seen in Fig. 3.4 where the specular reflection

of the light source is saturated, but the surrounding region contains a visible portion of

the fingerprint. Using the multi-light image collection technique we illuminate the curved

glass object to build up, piece by piece, the overall fingerprint image by combining each

portion of the fingerprint. For each image stack we obtain around 90 images, with the

location of the specular reflection being different on the surface because the light changes

direction on the LED dome. At the apex of the multi-light imaging dome an off-the-shelf

DSLR camera captures an image for each unique lighting direction.

3.3.2 Superpixel segmentation of fingerprint images

Having obtained the image data, we break down each image into sets of segments called su-

perpixels [85] that collectively cover the entire image as shown in Figure 3.5a, where super-

pixels containing fingerprint have more ‘frilly’ and meandering edges than non-fingerprint

superpixels which have much straighter edges, helping us discriminate between the two.

Each individual superpixel is formed through grouping pixels with similar features such

as colour, texture and brightness [85]. Superpixels can be generated by two main cat-

egories of algorithms: graph based and gradient ascent [2]. We opt to use a gradient

ascent based method known as simple linear iterative clustering (SLIC), which efficiently

generates superpixels using k-means clustering [1]. Often specular reflection pixels are

grouped together by the SLIC superpixels algorithm due to their similar intensity, we use

this to determine whether or not the superpixel requires further processing in the RELF

framework. In these instances the entire superpixel is whited out, and yields little to no

information. SLIC is straightforward and memory efficient, allows control over the number
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(a) MLIC image segmented using superpixels. (b) Fingerprint extracted from same MLIC as (a)
using RELF.

Figure 3.5: We use superpixel segmentation to extract fingerprints from MLICs. (a) shows
an MLIC image after superpixel segmentation, where superpixels containing fingerprint
have more ‘frilly’ and meandering edges than non-fingerprint superpixels which have much
straighter edges, helping us discriminate between the two. (b) shows the resulting finger-
print extracted from same MLIC as (a) using RELF.

of superpixels and adheres well to boundaries [2]. By varying the number of superpixels

used, it was found that 200 superpixels segmented the fingerprint region best. We set the

SLIC compactness to 10 because this allowed the superpixel boundaries to adhere to the

fingerprint edges and better segment the fingerprint.

3.4 Feature extraction

We construct one feature vector per superpixel, which is comprised of numeric features

of an object in our case a small region of the image, a superpixel. We obtain fourteen

numerical features from the superpixel to build a one dimensional feature vector. These

fourteen features were empirically chosen after observing the difference between superpixels

which contained fingerprint and those which did not. For example, superpixels containing

fingerprint were observed to have a meandering perimeter where the superpixel boundary

adheres to the fingerprint ridges. This observation led to the perimeter over area ratio

(feature 5) and convex hull over perimeter ratio (feature 6) being chosen as one of the

fourteen features. We may use this 14x1 feature vector to represent the entire superpixel,

meaning we only use 14 elements to learn from instead of the 40, 000 elements (pixels)

a typical superpixel may consist of. We use these feature vectors to train a classifier so

that it may learn information from these metrics and which combination of these metrics

represent a fingerprint superpixel and which combinations do not, as summarised in Fig.

3.6

On a curved and specular surface the intensity of the fingerprint varies drastically with

distance to the specular highlight. We use histogram equalisation across each superpixel

before feature extraction to even out these disparities. This method is particularly effective

for areas with lower local contrast (and further away from the specular reflection) to gain

a higher contrast. This increases the clarity of any potential fingerprint ridges and allows
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Feature Number Superpixel feature

1 Number of potential fingerprint ridges

2 Cross correlation with filter

3 Ratio of light to dark pixels

4 Aspect ratio of superpixel

5 Perimeter over area ratio

6 Convex hull over perimeter ratio

7 Variance in intensity

8 Median value of intensity

9 Mode value of intensity

10 Entropy of the superpixel

11 Contrast (from GLCM)

12 Correlation (from GLCM)

13 Energy (from GLCM)

14 Homogeneity (from GLCM)

Figure 3.6: Example of feature vector extracted from superpixel.

us to determine whether any useful portions of the fingerprint are present. Examples

of superpixels containing fingerprint data can be seen in Fig. 3.7. The unprocessed

superpixels are shown in (a) - (g) and the corresponding superpixels having undergone

histogram equalisation are shown in (b) - (h), where the ridges of the fingerprint portions

are much clearer. Now we have increased the clarity of potential fingerprint containing

superpixels, we will look at methods for frequency estimation.

3.4.1 Orientation and frequency estimation

We obtain our first two numerical features, cross-correlation of the superpixel with a fil-

ter generated using the underlying predominant spatial frequency of the superpixel and

the number of potential fingerprint ridges by performing a two-dimensional Fast Fourier

Transform (FFT), enabling us to estimate the dominant spatial frequency in the super-

pixel. We perform Fourier analysis separately on each superpixel, extracting these two

features independently for each one (fingerprint ridge frequency is not assumed as con-

stant due to curved surface). We are then able to measure the orientation of this dominant

frequency relative to the horizontal, and calculate the cross-correlation of the superpixel

with a filter generated using the underlying predominant spatial frequency of the super-

pixel. This cross-correlation is our first numerical feature to be input into our machine

learning algorithm as outlined in 3.4. If a given superpixel indeed contains fingerprint

ridges, it will exhibit a high cross correlation with a sinusoid filter of the same frequency

as shown in Fig. 3.8.

We take into consideration that the cross-correlation of a sinusoidal filter with a fingerprint

portion may encounter issues due to the fact that the curvature of fingerprint ridges

increase towards the centre of the fingerprint [81]. In these central fingerprint sections

with high ridge curvature, the assumption of a dominant ridge direction and parallel ridges

is not valid since the curvature is too great. This means, in central fingerprint regions, the

correlation could indicate a low similarity with the sinusoidal filter. However, the effects
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(a) Before HE. (b) After HE.

(c) Before HE. (d) After HE.

(e) Before HE. (f) After HE.

(g) Before HE. (h) After HE.

Figure 3.7: Various input superpixels before and after histogram equalisation (HE) to
enhance contrast. The left column shows the input superpixels containing fingerprint.
The right column shows the same superpixels after undergoing histogram equalisation.
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of this issue were found to be minimal if the number superpixels used is sufficiently high.

This is because if we increase the number of superpixels (and hence decrease their size)

the central regions appear to be approximately less curved.

Indeed, most of the superpixels containing fingerprint ridges (see Fig. 3.8a) were found

to be sufficiently parallel that they closely match the sinusoidal filter (see Fig. 3.8c).

These similarities are also visible in the in the corresponding frequency spectra of the

fingerprint (see Fig. 3.8b) and sinusoid (see Fig. 3.8d). As well as the spatial frequency of

a fingerprint varying naturally, the spatial frequency of latent prints present an additional

issue as they may vary due to the curvature of the surface they are present on (since the

surface’s distance from the camera varies). Thus, we adaptively analyse local regions of

the fingerprint using superpixel segmentation, estimating the local frequency separately

in each superpixel. We estimate the number of fingerprint ridges present by aligning

the ridges with the vertical using the orientation information computed from the Fourier

transform, then we compute the mean of all rows in the image and calculate the number

of peaks in this mean row.

3.4.2 Gray-level co-occurrence matrix (GLCM)

We compute the gray-level co-occurrence matrix (GLCM) for each superpixel, which is

a histogram of co-occurring grayscale values at a given offset across an image [34]. We

compute the GLCM for each superpixel to quantitatively analyse their texture, allowing us

to extract numeric GLCM features such as contrast, which measures the intensity contrast

between a pixel and its neighbour over the superpixel, correlation, which measures how

correlated a pixel is to its neighbour over the whole superpixel, energy, which yields the

sum of squared elements in the GLCM, and homogeneity, which is a measure of the

closeness of elements in the GLCM to the GLCM diagonal (a texture is considered coarse

if most entries in the GLCM are situated down the main diagonal).

We will now discuss processing the superpixel to obtain more features and build feature

vector for input into a classifier.

Number of potential fingerprint ridges present in superpixel

As described in 3.4.1, we estimate the number of fingerprint ridges present in a given

superpixel by aligning the ridges so they are vertical using the orientation information

computed from the Fourier transform, then we compute the mean of all rows in the image

and calculate the number of peaks in this mean row.

Cross correlation of superpixel with filter

As described in 3.4.1, we obtain the cross correlation of the superpixel against a 2D

sinusoidal filter.
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(a) Portion of fingerprint. (b) Fingerprint in frequency domain.

(c) Synthetic 2D sinusoidal pattern. (d) 2D sinusoidal in frequency domain.

Figure 3.8: (a) Sample of exemplar fingerprint portion. (b) The resulting frequency domain
image computed from the Fourier transform of the fingerprint portion. (c) A 2D sinusoidal
filter. (d) The resulting frequency domain image after a Fourier transform on the sinusoidal
filter.

Ratio of non-zero to zero value pixels in superpixel

We compute the ratio of non-zero value to zero value pixels (i.e. the ratio of light to dark

pixels). This feature indicates how saturated the superpixel is and hence indicates the

likelihood that fingerprint is present. The SLIC superpixels algorithm groups together

specular reflection pixels due to their similar (saturated) intensities. In these instances

often the entire superpixel is whited out, yeilding a ratio of non-zero to zero value pixels

of near 1, we can safely assume that the superpixel contains little to no information.

Conversely if this ratio is near 0 we may assume that the superpixel is in fact too dark to

obtain information from.
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Aspect ratio of superpixel dimensions

The aspect ratio of the superpixels dimensions is computed as this can serve as a useful

indicator about the contents of the superpixel. This is because the shape of specular re-

flections on curved surfaces are often elongated and their dimensions are highly dissimilar.

We simply calculate the superpixel height and width then take the smallest of these two

dimensions and divide it by the largest, meaning that the aspect ratio is rotation invariant.

Ratio of perimeter over area of superpixel

The ratio of superpixel perimeter to area is also a helpful numerical feature since it in-

dicates how the superpixel has adhered to object boundaries in the image, with largely

empty superpixels having smaller (more square) perimeters and superpixels containing

fingerprint portions have a larger (more meandering) perimeter as shown in Fig. 3.9b.

Ratio of convex hull over perimeter of superpixel

The convex hull of a set of points on a plane is the smallest possible convex polygon which

contains all of the points in the set. The convex hull may occasionally be equal to the

perimeter of the superpixel when there is less texture in the superpixel. However, the

perimeter is usually larger than the convex hull in instances where the superpixel contains

fingerprint as is shown in Fig. 3.9b.

(a) Example of superpixel with
meandering perimeter due to fin-
gerprint.

(b) Perimeter and convex hull
shown by solid blue and dashed
red lines respectively.

Figure 3.9: Fingerprint ridges present in a superpixel result in a meandering superpixel
perimeter, which is larger than the superpixel convex hull. (a) Shows an example of a
superpixel with fingerprint ridges (b) Shows the perimeter is larger than the convex hull
due to the fingerprint ridges.

Variance in intensity across superpixel

We compute the variance to measure how far the set of intensity values in the superpixel

deviate from their average value.
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Median intensity value of superpixel

We compute the median since outliers do not affect this feature as much as they affect the

mean, which is useful when comparing superpixels that may contain a few bright specular

pixels but are overall darker.

Mode intensity value of superpixel

We compute the modal value of the superpixel since it is also not as affected by outliers

as the mean, which is useful when a small number of bright specular pixels occur in an

overall dark superpixel.

Entropy of the superpixel

The entropy value tells us the randomness of intensity the distribution in the superpixel.

It also provides us measure of information content, estimating the amount of information

present in a superpixel [30].

Contrast (from GLCM)

As described in 3.4.2, we obtain a contrast value from the gray-level co-occurrence matrix

(GLCM) which is a statistical method for examining texture.

Correlation (from GLCM)

The GLCM correlation measures how correlated a pixel is to its neighbour over the whole

superpixel (see 3.4.2).

Energy (from GLCM)

The energy value of the GLCM yields the sum of squared elements in the GLCM (see

3.4.2).

Homogeneity (from GLCM)

Homogeneity is a measure of the closeness of elements in the gray-level co-occurrence

matrix (GLCM) to its diagonal (a texture is considered coarse if most entries in the

GLCM are situated down the main diagonal). For more detail see 3.4.2. We can now use

this 14x1 feature vector to represent the entire superpixel as is shown in Fig. 3.6.

3.4.3 Processing the feature vectors

Now we have defined our feature vector to represent each superpixel, we extract these fea-

tures from MLICs where each superpixel has been labelled as fingerprint or non-fingerprint

so that we may train a classifier to learn from these features and correctly identify finger-

print features.
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3.5 Fingerprint matching algorithm

Figure 3.10: The flat reference fingerprint image we extract minutiae from to obtain a
match score from minutiae extracted from latent print images.

In order to evaluate the quality of any extracted prints, we use a fingerprint matching

system for matching one fingerprint to another. One such system, developed in the United

States by National Institute of Standards and Technology (NIST) is the NIST biometric

image software (NBIS) [15]. This software is was developed with the Federal Bureau

of Investigation (FBI) and the Department of Homeland Security. NBIS includes the

minutiae extractor MINDTCT, which extracts the location of each minutiae point in the

image, as well as its orientation and type.

NBIS is used to obtain a match score by extracting minutiae from a flat reference finger-

print image (shown in Figure 3.10), and then pair the minutiae from this image to a latent

print imaged using our method. The match score is computed with the construction of a

list of these minutiae pairs, with each pair being described by the distance between the two

minutiae in the pair and the two angles of orientation of both minutiae in the pair relative

to the line connecting them. One pair of minutiae from a given fingerprint image may

then be compared to the extracted minutiae from another using the NBIS BOZORTH3

algorithm.

NBIS produces an integer value for the match score, where a match score of greater than

40 usually indicates a true match [46]. A match score of 40 is usually only obtainable with

patent fingerprints (often made purposefully by inking a finger for example) where the

print is clear to see. For latent fingerprints, achieving a score of 40 using NBIS is difficult

(but we show in chapter 5 this is possible).

3.6 Generating a fingerprint image

In order to generate a complete fingerprint image from a MLIC, we take an MLIC image

as shown in Figure 3.11a then use superpixel segmentation as shown in Figure 3.11b. We

then assign each superpixel the value of its predicted fingerprint probability as shown
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in Figure 3.11c, where superpixels with a higher predicted fingerprint probability appear

brighter and lower probability superpixels appear dark. We compute this for each image

in the MLIC, then find the highest predicted fingerprint probability on a per-pixel basis

and add the pixel from the corresponding image which generated this highest probability

and add this the the fingerprint image as shown in Figure 3.11d. The fingerprint images

in the following sections and chapters in this thesis are generated using the method shown

in Figure 3.11.
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(a) MLIC image. (b) Same MLIC image as (a) after super-
pixel segmentation.

(c) Each superpixel from (b) is assigned the
value of its predicted fingerprint probability.

(d) The resulting fingerprint image gener-
ated from RELF.

Figure 3.11: Generating a fingerprint image after superpixel segmentation using the RELF.
(a) shows an MLIC image of a flat specular surface. In (b) we see the same MLIC image
as (a) after superpixel segmentation. (c) shows an image of the superpixels from (a) where
each superpixel is assigned the value of its predicted fingerprint probability. (d) shows the
resulting fingerprint image generated from RELF.
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3.7 Testing and training regimes for imbalanced data

We acquire fingerprint image stacks of various surfaces, each of which are then segmented

into superpixels, then we generate a feature vector for each superpixel. We select different

images stacks of varying surface specularity and colour for the purposes of training and

then testing the performance of a model to recognise fingerprint superpixels. Multiple

real-life binary classification problems such as locating diseased tissue in medical scans

or identifying fraudulent transactions in financial data require learning from imbalanced

data [31]. Binary classification is one of the most researched aspects of learning from

imbalanced data [83], where the majority class is much more abundant than the minority

class.

Given the nature of latent fingerprint imaging, the majority of the image (and hence super-

pixels) will not contain fingerprint, making negative (no fingerprint present) superpixels

the majority class and positive (fingerprint present) superpixels the minority class. We

choose 8 different training regimes so as to vary the ratio of minority to majority class,

using different over-sampling and under-sampling methods to determine the effect on clas-

sifier performance and select the training regime which produces the best performance for

fingerprint recognition.

3.7.1 Training

For training we acquire 14 fingerprint image stacks of various surfaces, each of which

contain 92 images giving us a total of 14x92 = 1288 training images. Each of these are

then segmented into 200 superpixels, giving us 1288x200 = 257, 600 training superpixels.

In practice the SLIC superpixels algorithm [2] will generate slightly fewer superpixels than

the input number, so the actual number of training superpixels generated was 207, 712.

We then extract a 14x1 feature vector from each of these superpixels, yielding 207, 712

training feature vectors with 14 features. The surface types and example images used

in the training set are shown in Figure 3.12. The various training regimes and their

proportions of fingerprint (minority class) to non-fingerprint (majority class) after using

over-sampling and under-sampling techniques are shown in Figure 3.14 and Figure 3.13.

Training regime 1

For training regime 1 we use the original feature vectors from the training image stacks

with no over-sampling or under-sampling. As shown in table 3.16 this means the minority

class (fingerprint) is severely imbalanced, with a ratio of fingerprint to non-fingerprint

feature vectors of 1:277 with a total number of feature vectors of NTotal = 207 712.

Training regime 2

For training regime 2 we randomly under-sample the majority class (non-fingerprint) from

the training image stacks reducing it by 96.8%, resulting in minority class percentage of

10% and a majority class percentage of 90%. As shown in table 3.16, this results in a ratio
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Surface type Image of object

Black Sphere

Glass Sphere

Glass Cylinder

Chrome Cylinder

Figure 3.12: The surface types and example images used in the training set are shown
here.

of fingerprint to non-fingerprint feature vectors of 1:9, meaning training regime 2 is less

imbalanced than training regime 1 with a total number of feature vectors of NTotal = 7468.

Training regime 3

For training regime 3 we randomly under-sample the majority class (non-fingerprint) and

over-sample the minority class (fingerprint) from the training image stacks. We over-

sample the 746 fingerprint feature vectors by a factor of 3 via image augmentation to

generate three new over-sampled feature vectors from each original feature vector using

three different image augmentations (as shown in Figure 3.15). We use these augmenta-

tions to generate a new feature vector from the original superpixel because they are fast

to compute. Firstly we augment the original superpixel shown in Figure 3.15a through

a pincushion distortion of random amplitude as shown in Figure 3.15b to generate our

first new feature vector. Secondly we augment the original superpixel through skewing

of random magnitude as shown in Figure 3.15c to generate a second new feature vector.
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Figure 3.13: The 8 training regimes and their varying proportions of fingerprint (minority
class) to non-fingerprint (majority class) after using over-sampling and under-sampling
techniques described in Figure 3.14.

Training
Regime

NTotal % OS
Rate

% US
Rate

OS
Method

US
Method

% Minority
Class

% Majority
Class

1 207 712 0 0 None None 0.4% 99.6%

2 7 468 0 96.8 None Random 10% 90%

3 29 808 300 87 Augment Random 10% 90%

4 11 922 300 95.7 Augment Random 25% 75%

5 5 960 300 98.6 Augment Random 50% 50%

6 29 839 300 87 SMOTE Random 10% 90%

7 11 935 300 95.7 SMOTE Random 25% 75%

8 5 967 300 98.6 SMOTE Random 50% 50%

Figure 3.14: Training regimes used for fingerprint recognition. Here the NTotal column
represents the total number of training feature vectors, % OS Rate refers to the percentage
by which the minority class has been over-sampled, % US Rate refers to the percentage by
which the majority class has been under-sampled, OS Method refers to the over-sampling
method, US Method refers to the under-sampling method, % Minority Class shows the
minority class as a percentage of the overall feature vectors used in a given training regime
NTotal and % Majority Class shows the majority class as a percentage of the overall feature
vectors used in a given training regime.
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(a) Original. (b) Pincushion distortion. (c) Skewed. (d) Rotated.

Figure 3.15: Image augmentation for over-sampling minority class (fingerprint) in training
regime 3. (a) Sample of exemplar fingerprint superpixel (b) The same superpixel after
pincushion distortion of a random amplitude. (c) The same superpixel after skewing of a
random magnitude. (d) The same superpixel after rotation by a random angle.

Thirdly we perform rotation by a random angle as shown in Figure 3.15d to generate a

third new feature vector. We do this for each of the original NFP =746 feature vectors

labelled as fingerprint resulting in NFP =2980 feature vectors labelled as fingerprint af-

ter augmentation. As shown in table 3.14, we randomly under-sample the majority class

(non-fingerprint) reducing it by 87%, resulting in minority class percentage of 10% and a

majority class percentage of 90%, which is the same ratio as training regime 2, but results

in a larger total number of feature vectors (NTotal = 29 808).

Training regime 4

For training regime 4 we randomly under-sample the majority class (non-fingerprint) and

over-sample the minority class (fingerprint) from the training image stacks. We over-

sample the 746 fingerprint feature vectors by a factor of 3 via image augmentation, the

same rate and method of over-sampling described in training regime 3. However, in

training regime 4 we randomly under-sample the majority class (non-fingerprint) reducing

it by 95.7%, resulting in minority class percentage of 25% and a majority class percentage

of 75% and total number of feature vectors of NTotal = 11 922.

Training regime 5

For training regime 5 we randomly under-sample the majority class (non-fingerprint) and

over-sample the minority class (fingerprint) from the training image stacks. We over-

sample the 746 fingerprint feature vectors by a factor of 3 via image augmentation, the

same rate and method of over-sampling as we do for training regime 3 and 4. However, in

training regime 5 we randomly under-sample the majority class (non-fingerprint) reducing

it by 98.6%, resulting in minority class percentage of 50% and a majority class percentage

of 50% and total number of feature vectors of NTotal = 5960. This means that for

training regime 5, we have significantly reduced the total number of feature vectors, but

have balanced the two classes.
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Training regime 6

For training regime 6 we randomly under-sample the majority class (non-fingerprint) and

over-sample the minority class (fingerprint) from the training image stacks. We over-

sample the fingerprint feature vectors using synthetic minority over-sampling technique

(SMOTE) [13]. Researchers have shown that classifier performance can be improved (in

ROC space) by over-sampling the minority class using SMOTE and under-sampling the

majority class rather than simply only under-sampling the majority class [13]. SMOTE

works by choosing an sample at random from the minority class, then finds k of the

nearest neighbours for that example in feature space (we use k=5). One of the k nearest

neighbours, is then randomly chosen and a synthetic sample is generated at a randomly

computed point along the line segment between the two minority class examples [35].

We use SMOTE to over-sample the original NFP =746 fingerprint feature vectors by a

factor of 3 to generate three new over-sampled feature vectors from each original feature

vector, resulting in NFP =2980 feature vectors labelled as fingerprint after SMOTE.

For training regime 6 we under-sample the majority class by 87%, resulting in minority

class percentage of 10% and a majority class percentage of 90% which is the same ratio

as training regime 2 and 3, but resulting in a larger total number of feature vectors

(NTotal = 29 808) than training regime 2 but nearly the same as training regime 3.

Training regime 7

For training regime 7 we randomly under-sample the majority class (non-fingerprint) and

over-sample the minority class (fingerprint) from the training image stacks. We over-

sample the 746 fingerprint feature vectors by a factor of 3 using SMOTE, the same rate

and method of over-sampling described in training regime 6. However, in training regime

7 we randomly under-sample the majority class (non-fingerprint) reducing it by 95.7%,

resulting in minority class percentage of 25% and a majority class percentage of 75% and

total number of feature vectors of NTotal = 11 922.

Training regime 8

For training regime 8 we randomly under-sample the majority class (non-fingerprint) and

over-sample the minority class (fingerprint) from the training image stacks. We over-

sample the 746 fingerprint feature vectors by a factor of 3 using SMOTE, the same rate

and method of over-sampling as we do for training regime 6 and 7. However, in training

regime 8 we randomly under-sample the majority class (non-fingerprint) reducing it by

98.6%, resulting in minority class percentage of 50% and a majority class percentage of

50% and total number of feature vectors of NTotal = 5960. This means that for training

regime 8, we have significantly reduced the total number of feature vectors, but have

balanced the two classes.
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Testing Regime
Description

NTotal % Minority
Class

% Majority
Class

Original data
composition

71 872 0.26 99.7

Figure 3.16: The testing regime used for evaluating classifier performance. Here the NTotal

column represents the total number of testing feature vectors % Minority Class shows the
minority class as a percentage of the overall feature vectors used in the testing regime
NTotal and % Majority Class shows the majority class as a percentage of the overall
feature vectors used the testing regime.

3.7.2 Testing

For testing we acquire 6 fingerprint image stacks of various surfaces not included in train-

ing, each of which contain 92 images giving us a total of 6x92 = 552 testing images as

shown in Figure 3.16. Each of these are then segmented into 200 superpixels, giving us

552x200 = 104 400 testing superpixels. In practice the number of testing superpixels was

71, 872 due to the SLIC superpixels algorithm generating slightly less superpixels than

the number input. We then extract a 14x1 feature vector from each of these superpixels,

yielding 71, 872 testing feature vectors with 14 features.

3.7.3 Classifiers

We train the following three models on the training regimes described in section 3.7.1.

Artificial neural network classifier

We train a two-layer feed-forward artificial neural network to learn from the superpixel

feature vectors and use Bayesian regularisation [23; 55] to update the weights and bi-

ases according to Levenberg-Marquardt optimisation [64], minimising squared errors and

weights resulting in a network with good generalisation (its ability to handle unseen data).

We stop training when generalisation ceases to improve. The feed-forward network uses a

hyperbolic tangent sigmoid transfer function [87] in its hidden layer (which consists of 10

hidden neurons) and a linear transfer function in its output layer.

Fine tree classifier

We train a fine tree classifier [78] to learn from the superpixel feature vectors. Our model

has a maximum number of splits of 100 meaning it has high flexibility and has a large

number of leaves to make many fine distinctions between classes. For our fine tree splitting

criterion we use Gini’s diversity index, which is calculated by subtracting the sum of

squared probabilities of each class from 1, and a given feature with a lower Gini index is

selected for a split [44].
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Quadratic support vector machine classifier

We opt to train a support vector machine since they are effective in high dimensional

feature spaces [72]. We train the support vector machine with a quadratic kernel function

to learn from the superpixel feature vectors.

3.7.4 Performance of classifiers on testing data

In order to measure the performance of our classifiers we measure their precision, recall

and F1 scores respectively. Precision is particularly important when the consequences of

a false positive are significant. An example of this is detecting email spam, where a false

positive could mean that a given email may be classified as spam when it in fact pertinent

for the email user. Therefore if the spam detector is not of sufficiently high precision the

user may lose valuable emails. Precision is calculated as shown in (3.3).

Precision =
TruePositive

TruePositive+ FalsePositive
(3.3)

Another performance metric of a classifier is recall, which is particularly important when

the consequences of a false negative are significant. This is true for classifiers handling

medical data, where a sick patient (true positive) may be classified as not sick (false

negative), meaning the patient may not receive vital treatment. Clearly medical classifiers

must have sufficiently high recall, which we calculate using (3.4).

Precision =
TruePositive

TruePositive+ FalseNegative
(3.4)

In machine learning the combination of precision and recall prove useful in measuring the

performance of a classifier [47]. An alternative performance evaluation measure which

combines precision and recall is the F1 score, which measures the harmonic mean of the

two values, The measure was originally introduced in statistical ecology [49] and then

applied to information theory [51] and then ultimately adopted the name F1 score [53].

The F1 Score may be optimised in order to find a balance between Precision and Recall,

and is a useful metric if there is a large class imbalance. We compute the F1 score using

(3.5).

F1 = 2× Precision×Recall

Precision+Recall
(3.5)

Best performing model

We perform 10 fold cross-validation to compute the best performance (F1 Score) of the

three models trained on the eight different training regimes as shown in Figure 3.17. It

was found that the highest mean F1 Score across 10 folds was 0.961 obtained using a

quadratic support vector machine (SVM) trained on training regime 8, which randomly
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Training
Regime

% Minority
Class

% Majority
Class

Neural Net-
work F1 Score

Fine tree
F1 Score

Quadratic
SVM F1 Score

1 0.4% 99.6% 0.122 0.161 0.044

2 10% 90% 0.738 00.717 0.817

3 10% 90% 0.804 0.810 0.871

4 25% 75% 0.890 0.870 0.922

5 50% 50% 0.944 0.927 0.958

6 10% 90% 0.820 0.777 0.863

7 25% 75% 0.904 0.879 0.930

8 50% 50% 0.945 0.931 0.960

Figure 3.17: Performance (F1 Score) comparison of the three models trained on each of the
eight training regimes with varying minority class and majority class percentages using the
various over-sampling and under-sampling methods described in Figure 3.14 and tested
on the testing data described in Figure 3.16. The results shown were computed using 10
fold cross-validation and the best trained model’s F1 Score is italicised and underlined.

under-samples the majority class (non-fingerprint) and over-samples the minority class

(fingerprint) using SMOTE. Training regime 8 has a minority class percentage of 50% and

a majority class percentage of 50% meaning the two classes are balanced. Clearly when the

classes are balanced the classifier performance improves, with the quadratic SVM trained

on training regime 5 (which is also balanced but uses image augmentation to over-sample

instead of SMOTE) coming in a close second with an F1 Score of 0.957. Despite training

regimes 5 and 8 having a significantly reduced total number of feature vectors NTotal, the

quadratic SVM yields the highest F1 score for these training regimes whilst the classes

are balanced.

Despite the quadratic SVM trained on training regime 8 yielding the highest F1 score of

0.960, the neural network trained on training regime 8 was faster to train and test and

yielded a comparatively high F1 score of 0.945. We decided to use this neural network as

the classifier in RELF because of this increase in training and testing speeds, so we choose

to perform the exhaustive feature search using a neural network.

In Figure 3.18 we show fingerprint images generated by a neural network trained on

training regime 1 and training regime 8 respectively. Training regime 1 produced a very

low F1 score of 0.122 and generated an NBIS match score of 20 for the image shown in

Figure 3.18a. Training regime 8 produced a much higher F1 score of 0.960 and generated

a greatly improved NBIS match score of 31 for the image shown in Figure 3.18b. The

vastly improved F1 Score yielded by training regime 8 produces an improvement in NBIS

match score of 11, which suggests that a higher F1 score does generate a higher quality

fingerprint image.
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(a) Training regime 1 NBIS match score: 20. (b) Training regime 8 NBIS match score: 31.

Figure 3.18: A neural network trained on training regime 1 produces the image shown in
(a) which generates an NBIS match score of 20 and training regime 8 produces the image
shown in (b) which generates a reduced NBIS match score of 31. These fingerprint images
were extracted from a flat, black specular smart phone screen.

3.8 Exhaustive feature selection and cross-validation

In order to establish which of the fourteen features from section 3.4 contribute most to

produce a correct fingerprint classification we perform exhaustive feature selection. As

previously stated we use a neural network as the classifier in RELF because of its increase

in training and testing speeds over the quadratic SVM. We train this neural network on

Training Regime 8 (the best performing training regime) and compute an F1 score for

each combination using the testing data described in section 3.7.2. Exhaustive feature

selection is the most computationally expensive of all feature selection methods since it

trains a model on all possible combinations of features and finds the optimal. Despite

the computational expense, we perform an exhaustive search because it only needs to be

performed once and increases the accuracy and speed of our machine learning model once

the optimal combination of features is computed.

With the 14 features described in section 3.4 there are 16, 384 possible feature combi-

nations (since 214 = 16, 384). In our exhaustive search we evaluate the F1 Score of a

a neural network classifier trained on each of these 16, 384 combinations using 10 fold

cross-validation
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3.8.1 Four most significant features

After performing an exhaustive feature search of all possible feature combinations, we

compute the average F1 Score for every feature combination containing each of the features

individually as shown in Figure 3.20. In this figure, column 1 represents the average

F1 Score of every possible feature combination containing feature 1, and so on for the

remaining columns. It is clear to see from Figure 3.20 that feature combinations containing

the four Features 3, 7, 10 and 14 (Ratio of light to dark pixels, Variance in intensity,

Entropy of the superpixel and Homogeneity (from GLCM)) yield the highest F1 Scores.

These four features contribute most to producing a correct superpixel, and using these four

features alone to train a neural network classifier produces an F1 Score of 0.920, which

is only a reduction of 0.040 from using all features (which yields an F1 Score of 0.960 as

shown in Figure 3.17), despite only using four features and dropping the remaining ten. A

neural network classifier trained on these four features alone also produces the fingerprint

shown in Figure 3.19a (extracted from the same fingerprint on a smart phone screen shown

in Figure 3.18) which generates an NBIS match score of 25. This is an NBIS match score

decrease of 6 from using all features with training regime 8 which yields the image shown in

Figure 3.18b with a score of 31. This decrease may be expected since we are only using 4 of

the 14 original features but shows that these 4 features are indeed fundamental for correct

fingerprint classification since these four features alone can produce a comparatively high

F1 score and NBIS match score. The circles and half circles which appear in these images

are caused by reflections of the LEDs where the RELF algorithm has determined that these

pixels are the most likely to contain fingerprint. This is likely due to some superpixels in

the training set which have been labelled as containing fingerprint also containing a slight

LED reflection.

3.8.2 Best feature combination overall

Finding the optimal feature combination is made more difficult by the fact that there is

some amount of educated guesswork involved in choosing the original features. Feature

selection allows us to evaluate the impact of each feature on the classifier performance.

Features with high correlation have almost the same effect on classification, meaning when

two features are correlated we can drop one of the two features. In Figure 3.20 features

which have a similar average F1 score for every feature combination they are present in

are likely somewhat correlated, which makes sense since for example features 8 and 9 (the

median and modal superpixel intensity values) are very similar measures and have similar

average F1 scores. Across all features the feature combination which produces the highest

F1 Score for the neural network 0.951 was found through the exhaustive feature search

and is shown in Figure 3.21. This feature combination produces an F1 Score of 0.951 using

only Features 1, 2, 3, 4, 6, 7, 9, 10, 13 and 14, and does not use Features 5, 8, 11 and 12

(which are shown in Figure 3.22). Note that this optimal feature combination does not

use feature 8 but does use feature 9 (the median and modal superpixel intensity values),

likely because they are correlated so feature 8 is dropped. Since this feature combination

uses Features 3, 7, 10 and 14, this supports the conclusions drawn in section 3.8.1 that

these four features contribute most to producing a correct superpixel classification.
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(a) Trained on Features 3, 7, 10 and 14 NBIS match
score: 25.

(b) Trained on Features 1, 2, 3, 4, 6, 7, 9, 10, 13 and
14 NBIS match score: 30.

Figure 3.19: A neural network trained on the most significant four features described in
section 3.8.1 produces the image shown in (a) which generates an NBIS match score of 25,
while training on the best feature combination overall described in section 3.8.2 produces
the image shown in (b) which generates an NBIS match score of 30. These images were
extracted from the same fingerprint on a smart phone screen shown in Figure 3.18.

A neural network trained on these ten features alone also produces the fingerprint shown

in Figure 3.19b (extracted from the same fingerprint on a smart phone screen shown in

Figure 3.18) which generates an NBIS match score of 30. This is an improvement on

using only the four most significant features (3, 7, 10 and 14) as described in section 3.8.1

which produces an NBIS match score of 25 as shown in Figure 3.19a. However, with an

NBIS match score of 30, the fingerprint image in Figure 3.19b is just shy of the match

score obtained from using all 14 features shown in Figure 3.18b which was 31. Therefore,

despite these 10 features producing a higher F1 score than using all 14 (0.951 compared

to 0.945), the fingerprint generated by this network appears to be of slightly less quality

than when using all 14. This suggests that the F1 score is a good indicator overall of the

networks ability to classify fingerprints, since generally speaking lower F1 scores produce

lower NBIS match scores, however when the F1 scores are very similar then the match

score may vary slightly.

Given that using all 14 features yields the highest NBIS match score despite having a

marginally lower F1 score, we choose to use all of the 14 features when classifying finger-

prints with RELF.
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Figure 3.20: The average F1 Score of each feature combination containing each feature
after an exhaustive feature search. In this figure, column 1 represents the average F1 Score
of every possible feature combination containing feature 1, and so on for the remaining
columns. Note that the y axis is between 0.9 and 0.925 to better visualise the difference.

Feature Number Used features

1 Number of potential fingerprint ridges

2 Cross correlation with filter

3 Ratio of light to dark pixels

4 Aspect ratio of superpixel

6 Convex hull over perimeter ratio

7 Variance in intensity

9 Mode value of intensity

10 Entropy of the superpixel

13 Energy (from GLCM)

14 Homogeneity (from GLCM)

Figure 3.21: Features used in the overall best feature combination after the exhaustive
search, producing an F1 Score of 0.961.

Feature Number Dropped features

5 Perimeter over area ratio

8 Median value of intensity

11 Contrast (from GLCM)

12 Correlation (from GLCM)

Figure 3.22: Features dropped from best feature combination after the exhaustive search.
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3.9 Results

We demonstrate our RELF method on prints from five objects of varying surface char-

acteristics, showing that it is capable of extracting fingerprints from planar, curved and

spherical specular surfaces. As noted in 3.2, when the principal curvatures κ1 and κ2

increase from zero on a planar surface, to one becoming non-zero on a cylindrical surface

until both are non-zero on a spherical surface, the mean curvature also increases. The

mean curvature (the average of κ1 and κ2) of a surface is indicative of the ease at which

we may extract fingerprints. We see this is true for the phone screen in Fig. 3.23(a)-(c),

where the quality and completeness of the latent fingerprint is high. We further evaluate

RELF on a specular cylindrical glass jar in Fig. 3.24(a)-(c). It is clear that the fingerprint

is missing some portions, yet overall we yield a high quality, mostly complete latent print.

This shows the robustness of RELF to work on different surface curvatures. We then

evaluate RELF’s performance on a clear (dome-lit) specular spherical light-bulb, as can

be seen in Fig. 3.25(a)-(c). Since both principal curvatures are now non-zero for this sur-

face, each input image contains only small portions of the fingerprint at best. This makes

it much more difficult for RELF to extract latent prints, but the technique produces a

mostly complete fingerprint nonetheless. This surface is additionally difficult to extract

fingerprints as the curved and transparent light-bulb contains filament elements which are

visible and disruptive to the extraction process. Despite this, RELF proves to be robust

in outputting fingerprints in these most undesirable of circumstances.

We also extract fingerprints from a mug which has a particularly challenging combina-

tion of properties: it is black in colour, specular and curved. The fingerprint outputted

from RELF is shown in 3.26c, which shows the stark contrast between the region of the

unprocessed image in 3.26b. We show our novel technique is also capable of extracting fin-

gerprints from further problematic surfaces such as the (dome-lit) white spherical specular

bulb in Fig. 3.27c.
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3. Remote Extraction of Latent Fingerprints (RELF)

(a) Context image of (specular) flat phone screen.

(b) Cropped MLIC image of phone screen shown in (a).

(c) RELF fingerprint extracted from same MLIC as (a).

Figure 3.23: Fingerprints extracted using the RELF method on a planar specular surface.
In (a) we see the flat surface of a phone screen. (b) shows a cropped region of a MLIC
image of the phone screen shown in of (a) for comparison. (c) shows the same cropped
region as (b) with the extracted RELF fingerprint.

97



3. Remote Extraction of Latent Fingerprints (RELF)

3.10 Conclusions

In this chapter we present a multi-light imaging based method for extracting latent finger-

prints from surfaces without the addition of contaminants or chemicals to the evidence.

We show our technique works on notoriously difficult to image surfaces, using off-the-shelf

cameras. In particular, we extract images of latent fingerprints from surfaces which are

transparent, curved and specular such as glass light-bulbs and jars, which are challenging

forensically due to their curvature and shininess. Our method produces results comparable

to more invasive methods and leaves the fingerprint sample unaffected for further forensic

analysis.

We perform an exhaustive feature search in section 3.8 and concluded which features con-

tribute most to correct fingerprint classification, but choose to use all of the 14 features

when classifying fingerprints with RELF given that using all 14 features yields the high-

est NBIS match score despite having a marginally lower F1 score. The results of this

exhaustive search will help in future optimisation of the model.

In real-life when a fingerprint is used as evidence, a forensic expert is relied upon to

determine the quality of the print [84]. If a person sat down and inspected all RELF

input images they could identify the fingerprint portion - RELF simply performs this

automatically, and efficiently adds all fingerprint portions into one image uncovering the

true latent fingerprint.

As stated in section 1.3.3, RTI is stated to run into difficulty when imaging specular

surfaces. We show that multi-light imaging is capable of extracting fingerprints from

planar, curved and spherical specular surfaces. Moreover, we show the method is capable

of extracting fingerprints from these difficult specular surfaces when they are transparent

(see Fig. 3.23c), black (see Fig. 3.26c) and white (see Fig. 3.27c).

Our technique performed well on real world surfaces and objects with no preparation such

as the mobile phone screen shown in Fig. 3.23c, opening up the technique to potentially be

used in crime scenes. There is no exact number of lighting directions required by RELF,

we use around 90 which seems to be sufficient. The method is dependant on the light

illuminating the region containing fingerprint which could appear anywhere in the image,

so the more lights we use should mean more likelihood of capturing the fingerprint. It is

likely that the number of light directions used is related to the degree of curvature of the

surface.

These results are highly promising, but we realise that the latent fingerprint image is

distorted due to the curvature of the surface on which it sits, so in chapter 5 we introduce

an automatic method for correcting surface curvature.
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(a) Input image of (specular) clyindrical surface.

(b) Cropped region of (a).

(c) RELF data overlayed on cropped region of (a).

Figure 3.24: Fingerprints extracted using the RELF algorithm on a cylindrical specular
surface. It can be seen that there are portions of the fingerprint missing, due to the
mis-classification of a small number of superpixels for which lighting may not have been
adequate or the SLIC superpixels algorithm may have segmented a small number of un-
usually shaped superpixels. In (a) we see the cylindrical surface of a glass jar. (b) shows a
cropped region of (a) for comparison. (c) shows the same cropped region as (b) with the
extracted RELF fingerprint.
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(a) Input image of (specular) spherical surface.

(b) Cropped region of (a).

(c) RELF data overlayed on cropped region of (a).

Figure 3.25: Fingerprints extracted using the RELF method on spherical specular surfaces.
It can be seen that there are portions of the fingerprint missing, due to the mis-classification
of a small number of superpixels for which lighting may not have been adequate or the
SLIC superpixels algorithm may have segmented a small number of unusually shaped
superpixels. In (a) we see the spherical surface of a glass light-bulb. (b) shows a cropped
region of (a) for comparison. (c) shows the same cropped region as (b) with the extracted
RELF fingerprint.
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(a) Input image: black, specular, curved.

(b) Cropped region of (a).

(c) RELF data overlayed on cropped region of (a).

Figure 3.26: Fingerprints extracted using the RELF method on a black curved specular
surface (a mug). In (a) we see the specular curved black surface of a mug. (b) shows a
cropped region of (a) for comparison. (c) shows the same cropped region as (b) with the
extracted RELF fingerprint.
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(a) Input image: white, specular, spherical

(b) Cropped region of (a).

(c) RELF data overlayed on cropped region of (a).

Figure 3.27: Fingerprints extracted using the RELF method on a white specular spherical
bulb. In (a) we see the white spherical surface of a glass light-bulb. (b) shows a cropped
region of (a) for comparison. (c) shows the same cropped region as (b) with the extracted
RELF fingerprint.
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Following the publication of our results (see [58] and chapter 3), the UK Metropolitan

Police Service expressed interest in developing a RELF prototype. This project aimed

to produce a handheld prototype device which is capable of capturing multi-light imag-

ing collections of surfaces containing fingerprints to then be processed using the RELF

algorithm. The device was then tested to find fingerprints on a variety of surfaces, includ-

ing difficult curved and specular surfaces such as light-bulbs as well as vehicle bodywork.

In this chapter we will describe the standardised prototype which is fundamental to the

method presented in chapter 5, which extends RELF with automated curvature distortion

correction.

4.1 Prototype device for Metropolitan Police Service

Recent advances in single board computers allow us to present a portable device for RELF

which fully automates the lighting, image capturing and image processing to identify and

mosaic certain portions of fingerprint visible only using certain light directions. We use

a Raspberry Pi 4B (an off-the-shelf small single-board computer) with 4GB of RAM to

control the lighting and simultaneously capture one image per light direction. The LED

lights as well as the camera module are housed in a small hemisphere (in our case 125mm

x 125mm x 65mm). For imaging we use the Raspberry Pi’s 8 megapixel camera module

which gives enough resolution to preserve the fine detail of fingerprint ridges, given that

image quality impacts the effectiveness of fingerprint feature point extraction [89]. A full

component list is shown in Figure 4.3.

As we illuminate each LED the latent print is only partially visible depending on the

lighting direction, meaning we see different small regions of the fingerprint. This can be

seen in Figure 3.4 where the specular reflection is saturated, but the surrounding region

contains an eligible portion of the fingerprint. After testing different prototype designs, it

was found that 92 LEDs inside a 3D printed hemisphere (shown in Figure 4.1) are more

than enough to provide sufficient directional lighting coverage of the surface. Using the

multi-light image technique we light each of the 92 LEDs and obtain an image for each

light direction. The camera is positioned at the apex of the dome and captures an image

for each unique lighting direction.

This standardised prototype device is fundamental to the method presented in chapter 5,

which extends RELF with automated curvature distortion correction. The MLIC images

captured by the device are processed through the RELF algorithm [58] to extract the
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(a) 3D prototype model from below. (b) 3D prototype model from above.

(c) Raspberry Pi and hemishphere housing LED
lights and camera.

(d) Hemisphere from beneath with lights on and
camera at apex.

Figure 4.1: The 3D prototype model of the multi-light imaging device for capturing latent
prints. (a) shows the 3D model from below, where the concentric ring pattern inside the
dome is designed to house the LED rings. (b) shows the 3D model from above, where
the compartment on top of the dome is designed to house the Raspberry Pi. The RELF
hemispherical lighting dome is shown in (c) with the camera at the apex connected to the
Raspberry Pi (left). The image in (d) shows the LED lights (note all the lights are turned
on here for illustrative purposes, in operation of the device only one LED is lit at a time).

fingerprints as outlined in section 5.1.2, then the surface curvature is automatically esti-

mated as described in section 5.2.2, allowing us to correct surface curvature distortions as

described in section 5.2.3.

4.2 Setting device LED intensity

The brightness of the LEDs used to illuminate the latent fingerprint surface from the

prototype device shown in Figure 4.1 has a significant impact on the extracted fingerprint.

The LEDs we use are individually addressable and have an adjustable intensity, so we are

able to change LED intensity as required. The fingerprint image in Figure 4.2d shows the

effect of using a low light level, whereas the image in Figure 4.2f was generated using a

higher light level. In Figure 4.2d the image is more noisy and LED blob shaped reflections

are visible due to there being less high quality fingerprint regions available for our RELF

[58] method to mosaic together. In Figure 4.2d the fingerprint is adequately lit so that
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there are enough high quality fingerprint regions available for our RELF [58] method to

mosaic together. For the surfaces used in this thesis it was found that an LED illumination

of 20% of maximum intensity achieves the highest matching score, since other illumination

levels introduce LED reflection artefacts from the latent print either not being illuminated

enough for our RELF method to detect or being saturated when the LEDs are too bright.

The 20% maximum intensity value was found to be the optimal intensity for achieving

the highest match score after imaging different objects under the same viewing conditions

whilst varying the intensity. This optimal intensity was found to illuminate the fingerprint

the right amount so as to make the fingerprint visible and avoid saturation.

(a) Source image of gin glass containing fin-
gerprint.

(b) Source image of gin glass containing fin-
gerprint.

(c) RELF with LED intensity at lowest set-
ting.

(d) RELF with LED intensity at lowest set-
ting.

(e) RELF with LED intensity 50x higher
than lowest setting.

(f) RELF with LED intensity 50x higher
than lowest setting.

Figure 4.2: The 3D prototype model of the multi-light imaging device for capturing latent
prints. (a) shows the 3D model from below, where the concentric ring pattern inside the
dome is designed to house the LED rings. (b) shows the 3D model from above, where the
compartment on top of the dome is designed to house the Raspberry Pi.
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Component Description

Raspberry Pi 4 (4GB) Operates the camera and
lights.

Raspberry Pi Camera Module
2 (8MP)

8 megapixel camera to cap-
ture images.

8 LED 32mm Ring -
WS2812B 5050 RGB LEDs

Smallest LED ring fitted near-
est camera.

12 LED 52mm Ring -
WS2812B 5050 RGB LEDs

LED ring fitted around the 8
LED ring.

16 LED 72mm Ring -
WS2812B 5050 RGB LEDs

LED ring fitted around the 12
LED ring.

24 LED 92mm Ring -
WS2812B 5050 RGB LEDs

LED ring fitted around the 16
LED ring.

32 LED 112mm Ring -
WS2812B 5050 RGB LEDs

LED ring fitted around the 24
LED ring.

125mm x 125mm x 65mm 3D
printed hemisphere

Lighting dome to house the
LED rings and camera.

Figure 4.3: Components required to construct the prototype RELF device.
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5 Extending RELF with contactless

fingerprint extraction method with

automated curvature distortion

correction

The following article has been published using material from this chapter:

McGuigan, M., and Christmas, J. (2022). Contactless automated lifting of latent fin-

gerprints from difficult curved surfaces. In Signal Processing: Image Communication (Vol.

109, p. 116858). Elsevier BV.

https://doi.org/10.1016/j.image.2022.116858

Furthering our work from chapter 3, we present a novel method which is able to auto-

matically correct for surface curvature distortion and improve fingerprint matching scores

using the LED pattern from the prototype device described in chapter 4 which also cap-

tures the multi-light imaging collection. This novel method extends RELF and is rapid,

automatic, zero-contact and chemical-free, and able to obtain high quality fingerprint im-

ages from (forensically) difficult curved surfaces that are specular and/or transparent. We

demonstrate that automatic surface curvature distortion correction improves fingerprint

matching scores, often significantly, across a range of objects commonly found at a crime

scene.

5.1 Introduction

In chapter 3 we introduce a rapid, chemical-free and non-contact photographic method for
the Remote Extraction of Latent Fingerprints (RELF). In this chapter we extend RELF
using exactly the same imaging prototype device to present a novel technique which is
capable of automatically detecting surface curvature and corrects for surface curvature
distortions, improving the fingerprint match score. As noted by the UK Government
Home Office’s Fingerprint Source Book [9] (and a private correspondence with the Covert
Policing branch of the Metropolitan Police [60]), curved and shiny surfaces (both opaque
and transparent) pose significant challenges for forensic investigators in extracting latent
fingerprints.

Surface curvature is critical to fingerprint matching since algorithms use the relative dis-
tance between minutiae to obtain a match score [15] and curved surfaces distort these
distances between minutiae [5]. Previous researchers have developed reduced contact la-
tent print extraction methods [5] and noted that curved surfaces are additionally difficult
because they introduce distortion to the fingerprint. Their technique is faster than more
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curvature distortion correction

traditional methods and corrects for surface curvature distortions on cylindrical surfaces,
but it is still invasive since it involves adding a material (glue vapour), and the surface cur-
vature is measured manually. In section 5.1.1 we provide some essential background about
latent fingerprints and more detail of the method introduced in [5]. In section 5.1.2 we
summarise the key characteristics of RELF, as first described in [58], and in section 5.1.3
discuss surface curvature. The new method is described in section 5.2, and the experi-
mental results are described in section 5.3 which demonstrate the new method across a
range of different surfaces and show some very significant increases in fingerprint matching
scores. Conclusions are drawn in section 5.4.

5.1.1 Related work

Historically, it has been noted by forensic investigators that through varying the angle
of torch light incident on a surface containing latent fingerprints, it is possible to locate
partial or full fingerprints [79].

More recently, this method of shining a torch on an object by hand to reveal latent prints
has been employed [5], where it was also possible to correct for surface curvature distortions
by measuring objects manually.

It is important to note here that before shining a hand-held torch on the object the authors
deposit vaporised glue to develop the print and improve clarity for photography. This is
different from our method, which uses no chemicals and is completely contact free, entirely
preserving the print.

The authors measure the dimensions of a surface manually with a ruler and take a separate
photograph of the side of the object to measure distances by inspecting the photograph.
The authors yield impressive results in improving the matching scores after the distortion
correction is applied, but they render the print compromised for DNA analysis.

Despite their results, the method proposed in [5] involves manually illuminating the object
by hand (which takes some time to get the lighting just right), manually measuring the
dimensions of the surface and then manually applying superglue vapour to develop the
print. Although the method offers an increase in speed from more traditional methods, all
of the manual steps mean the fingerprint extraction process is still considerable and the
invasiveness renders the fingerprint sample unusable for further forensic testing.

Moreover, the authors in [5] state they would like to expand their method to work on
surfaces curved in two dimensions since their method only works for cylinders (which
have one curved dimension). Correspondingly, the method proposed in this chapter is
fully capable of extracting latent prints from surfaces curved in two dimensions (such as
spheres).

5.1.2 Remote extraction of latent fingerprints (RELF)

In this chapter we utilise the same technology as RELF, but perform surface curvature
estimation (in section 5.2.2) and correct for the corresponding distortions caused (in sec-
tion 5.2.3). It is shown in section 5.3 that our technique significantly improves the finger-
print matching score after correcting for surface curvature. We will now discuss the zero
contact automated lifting of latent prints from curved surfaces, describing the automated
surface curvature estimation and distortion correction in detail.
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5.1.3 Types of surface curvature

Generally, fingerprint imaging becomes more difficult as the mean curvature (M) increases.
As a result, we extract prints from curved surfaces with largeM (see section 5.3) in order to
show our method’s ability to extract prints from challenging surfaces. The mean curvature
of a cylinder (Mcylinder) is only dependent on the principal curvature κ1 (since κ2 = 0),
so the mean curvature of a cylinder may be expressed as follows.

Mcylinder =
κ1
2

=
1

2Rcurvature
(5.1)

In (5.1) the radius of curvature is represented by Rcurvature. Spheres have larger M
than cylinders since both principal curvatures are positive and equal (i.e. κ1 = κ2). We
also extract prints from spheres to demonstrate our method’s effectiveness. The mean
curvature of a sphere is computed as follows.

Msphere = κ1 = κ2 =
1

Rcurvature
(5.2)

Our method successfully extracts fingerprints from these challenging surfaces (such as
the chrome cylindrical surface in Figure 5.10f and the transparent spherical bulb in Fig-
ure 5.11i) and corrects for surface curvature distortions which improves the fingerprint
match score. Our method’s ability to correct for surface curvature distortions and im-
prove the fingerprint match score for cylindrical surfaces is shown in Figure 5.10 as well
as spherical surfaces in Figure 5.11.

5.2 Methods

Our method utilises the standardised off-the-shelf and inexpensive hardware described in
section 4, so that the lighting directions are the same in every MLIC. This enables us to
use the expected light reflection from each lighting direction to estimate surface curvature.
In section 5.2.1 we describe how the fingerprint images are captured with zero contact or
chemicals required, before they are then processed using our RELF algorithm [58] which
identifies portions of fingerprint and mosaics them (as described in section 5.1.2). In
section 5.2.2 we then measure the change in locations of the LED reflections to estimate
surface orientation and curvature automatically, then compensate for any distortions this
curvature may cause in the fingerprint image in section 5.2.3. Each of these steps make
up our pipeline for zero contact automated lifting of latent prints from curved surfaces, as
is shown in Figure 5.1.

The surfaces investigated here are considered to be forensically interesting as they are
commonly found at crime scenes such as light bulbs, drinking glasses and jars. In future
work we may consider to estimate curvature different non cylindrical or spherical surfaces
and compensate for their surface curvature distortion. Transparent, curved and specular
such as glass light-bulbs and jars, which are challenging forensically due to their curvature
and shininess.

5.2.1 Image acquisition

For imaging we use use the standardised RELF MLIC dome prototype as described in
chapter 4. Each LED used to illuminate the latent print is only partially visible depending
on the lighting direction, meaning different small regions of the fingerprint are shown in
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Figure 5.1: Pipeline for the zero contact automated lifting of latent fingerprints from curved
surfaces

(a) LED reflection from a flat sur-
face.

(b) LED reflection
from a cylindrical
surface.

(c) LED reflection from a
spherical surface.

Figure 5.2: The LED reflection from the lighting hemisphere for a flat surface is shown in
(a), and as expected the reflected pattern simply shows the ring formation of the LEDs.
The figure in (b) shows the LED reflection from a curved surface, where the reflected
pattern is elliptical instead of circular due to distortions from the curved surface. In
figure (c) shows the LED ring reflected on a spherical surface, resulting in the reflection
maintaining its circularity but appearing much smaller than the circular reflection from
the flat surface in (a). The shape of these reflections is analysed to determine the surface
curvature. Here the ellipse fitting is shown by the red line.

one given image. This can be seen in Figure 3.4 where the specular reflection is saturated,
but the surrounding region contains an eligible portion of the fingerprint.

The images are then processed through the RELF algorithm [58] to extract the finger-
prints as outlined in section 5.1.2, then in section 5.2.2 surface curvature is automatically
estimated allowing us to correct surface curvature distortions in section 5.2.3.

5.2.2 Automatic surface curvature estimation

Using the hand-held, 12.5cm diameter dome described in chapter 4, we use the the LED
reflection locations to estimate surface curvature and orientation. In Figure 5.2 the reflec-
tion pattern caused by the LED lights from the light dome reflecting on different surface
types is shown, where the ellipse fitting is shown by the red line. The LED ring reflection
for a flat surface is shown in Figure 5.2a, and as expected the reflected pattern simply
mirrors the ring formation of the LEDs. The figure in Figure 5.2b shows the LED ring
reflection for a cylindrical curved surface, where the reflected pattern is elliptical (instead
of circular) due to curvature. In Figure 5.2c the LED ring reflection for a spherical surface
is shown, where the LED ring maintains its circularity in the reflection but is much smaller
than the reflection from the flat surface in Figure 5.2a.
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This means that if the LED ring reflection is elliptical we may infer the distortion is
cylindrical, and if the reflection is circular and smaller we may infer the distortion is
spherical.

The LED reflection location within the image is computed in section 5.2.2 and fit an el-
lipse to these points. In section 5.2.2 our automatic cylinder curvature estimation through
fitting an ellipse to the reflected LED pattern is described, and in section 5.2.2 the ori-
entation of the cylinder is computed. In section 5.2.2 our automatic spherical curvature
estimation method is described. Once our method estimates the surface curvature type
from these reflections, it then automatically undoes any geometric distortion of the fin-
gerprint caused by the curvature of the surface (as outlined in section 5.2.3 for cylinders
and section 5.2.3 for spheres).

Automated LED reflection location estimation

In (5.3) the pixel coordinates of the reflection caused by a given LED in the image are
automatically calculated.

(x,y)LED = mode ((x1, ..., xn, y1, ..., yn)max) (5.3)

The location of the reflection caused by a given LED, (x,y)LED, is automatically estimated
by finding the pixel coordinates of all n pixels with an intensity equal to the brightest pixel
in the image, (x1, ..., xn, y1, ..., yn)max then compute their modal pixel coordinates.

Once the location of the LED reflection is obtained, (x,y)LED, for every LED in the LED
ring, the surface curvature may then be estimated. As shown in Figure 5.2, the surface
is cylindrical if the LED ring reflection is elliptical, and the surface is spherical if the
reflection is circular and smaller.

Automated ellipse fitting for cylinder estimation

For cylindrical surfaces the surface curvature is computed by fitting an ellipse to the LED
ring reflection as shown in Figure 5.3a. This allows us to compute the mean curvature
and hence determine the correct distortion correction to apply. In Figure 5.4 it is shown
that as the cylinder radius increases, the eccentricity of the LED ring reflection decreases
and hence the reflection becomes less distorted. This makes sense because reflections
on small cylindrical objects appear more distorted and warped than reflections on larger
cylinders. Similarly a latent print on an increasingly large cylinder will begin to appear
approximately flat and exhibit less distortion.

An ellipse is fitted to the ring’s LED reflection coordinates (as computed in section 5.2.2)
using the general equation of an ellipse which is given below in (5.4) for ellipse fitting (as
shown in 5.3a).

ax2 + bxy+ cy2 + dx+ ey+ f = 0 (5.4)

Here a, b, c, d, e, f are the ellipse parameters and x and y are the coordinates of the
modal value of x and y values from all (x,y)LED as defined in (5.3). We then define γ as
equal to the term in (5.5) for convenience.

γ =
√
(a− c)2 + b2 (5.5)
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(a) LED reflection from a cylindrical surface.

(b) LED reflection from a spherical surface.

Figure 5.3: In (a) shows the ellipse fitting for a reflection of an LED ring as outlined in
section 5.2.2. The red line shows the fitted ellipse with the dashed blue line showing the
ellipses semi major and semi minor axes, and the green line shows the estimated perimeter
of the cylindrical surface. In (b) we see the circle fitting for a reflection of an LED ring as
outlined in section 5.2.2. The red line shows the fitted circle and the green line shows the
estimated perimeter of the spherical surface.

Figure 5.4: For cylindrical curved surfaces curved we use the eccentricity of the reflected
LED ring to determine the radius of curvature of the surface using this geometrically
calculated curve.
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The semi-major and semi-minor axes (A and B) are now computed using γ and the ellipse
parameters as shown in (5.6) and (5.7), allowing us to calculate the eccentricity of the
ellipse.

A =
−
√
2(ae2 + cd2 − bde+ (b2 − 4ac)f)((a+ c)− γ)

b2 − 4ac
(5.6)

B =
−
√
2(ae2 + cd2 − bde+ (b2 − 4ac)f)((a+ c) + γ)

b2 − 4ac
(5.7)

The axes A and B are shown as dashed lines in the ellipse fitted to the reflected LED ring
in Figure 5.3a. Finally we have enough information to compute the eccentricity of the
ellipse (E0) as shown in (5.8) below.

E0 =

√
1− B2

A2
(5.8)

From (5.8) it is shown that eccentricity is equal to zero when the semi-major and semi-
minor axes (A and B) are equal, as is the case for a circle since by definition is the radius
is constant from any straight line drawn between the circle centre to the perimeter.

As stated previously, eccentricity of the LED ring reflection is used to infer that the surface
is curved and cylindrical. The radius of curvature (Rcurvature) may now be estimated from
the eccentricity (E0) using the plot shown in Figure 5.4.

The cylinder orientation is then estimated using the ellipse parameters to align it with the
horizontal, and then correct for the cylindrical distortions in section 5.2.3.

Automated cylinder orientation estimation

Using the ellipse fitted to the LED ring reflection in section 5.2.2, the automated orienta-
tion estimation, θ, of the cylindrical surface containing the fingerprint is computed. Before
applying the distortion correction the image is rotated by θ to align the cylinder with the
horizontal, making our method rotation invariant.

To yield the orientation, the parameters of the general ellipse given by (5.4) in section 5.2.2
are used and rearranged.

θ = tan−1

(
c− a−

√
(a− c)2 + b2

b

)
(5.9)

It is important to note when estimating the orientation of an ellipse using (5.9) that when
b = 0 and a < c, then θ = 0◦. Similarly, we have θ = 90◦ for the case that b = 0 and
a > c. It is for all other cases where the parameter b ̸= 0 we compute θ using (5.9).

After computing the orientation, θ, this allows us to align the cylinder with the horizontal
before applying distortion correction. The fingerprint image is simply rotated by θ, align-
ing the curved surface with the horizontal as shown in Figure 5.5, where the bounding
box also shows the estimation of the surfaces dimensions derived from the ellipse fitting.
The circles and half circles which appear in these images are caused by reflections of the
LEDs where the RELF algorithm has determined that these pixels are the most likely to
contain fingerprint. This is likely due to some superpixels in the training set which have
been labelled as containing fingerprint also containing a slight LED reflection.
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(a) Ellipse fitting. (b) Orientation (θ) and boundary estima-
tion.

(c) Auto-cropped RELF image rotated by
θ.

(d) Curvature correction.

(e) Extracted print.

Figure 5.5: Fully automated print extraction and cylindrical curvature correction. (a)
shows the ellipse fitting as outlined in section 5.2.2, (b) shows the cylinder orientation and
boundary estimation of the surface, (c) shows the extracted latent print which has been
automatically rotated and cropped, (d) shows the distortion corrected latent print.
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Automated spherical curvature estimation

Our zero contact automated method also estimates the radius of curvature, Rcurvature, for
spherical surfaces containing fingerprints.

As described in section 5.2.2 and Figure 5.2,if the LED ring reflection is elliptical then
the distortion is cylindrical, and if the reflection is circular and smaller the distortion is
spherical. For spheres, the size of this circular LED ring reflection is used to compute the
radius of curvature (Rcurvature) and hence diameter of the spherical surface itself.

Unlike cylindrical surfaces, it is not necessary to estimate the orientation of the sphere
since both principal curvatures κ1 and κ2 (as defined in section 5.1.3) are equal, therefore
rotating a sphere does not affect its curvature.

The location of the sphere’s centre is known from the circle fitted to the LED ring reflection
as shown in Figure 5.3b.

Using the circle fitted to the reflected LED ring (shown as the inner red circle in Fig-
ure 5.3b), it is then possible to determine Rcurvature and hence the perimeter of the sphere
(shown as the green circle in Figure 5.3b).

5.2.3 Automated curvature distortion correction

(a) Flat reference surface. (b) Cylindrical distortion correc-
tion applied to (a).

(c) Spherical distortion correc-
tion applied to (a).

Figure 5.6: A representation of the distortion correction applied to a flat reference surface
for both cylindrical and spherical distortions. In (a) shows the flat reference surface. In
(b) shows the cylindrical distortion correction applied to (a). In (c) shows the spherical
(or pincushion) distortion correction applied to (a)

Once the surface’s boundaries and curvature are estimated, and we have corrected for
lens distortion it is then possible to correct for the geometric distortions caused by this
curvature on the fingerprint image. In Figure 5.6 we see a representation of the distortion
corrections applied to a flat reference surface for both cylindrical and spherical distortions.
In Figure 5.6b we see the cylindrical distortion correction applied to Figure 5.6a and in
Figure 5.6c we see the spherical (or pincushion) distortion correction applied to Figure 5.6a.

Automated cylinder distortion correction

For cylindrically curved surfaces, the LED ring reflection’s eccentricity computed using
(5.8) is used to estimate the radius of curvature (Rcurvature), allowing us to correct any
distortions on the fingerprint caused by surface curvature. In Figure 5.7 we see that for
the point Pdistorted the angle β is then obtained using the following:
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Figure 5.7: The cross section of a cylindrical surface being imaged for latent prints, with
the symbols for various parameters defined in section 5.2.3.

β = sin−1

(
∥Pdistorted∥
Rcurvature

)
(5.10)

The length of the arc from the central axis of the cylinder to the point Pdistorted in Fig-
ure 5.7 is then computed using the arc length formula. As shown in Figure 5.7, this arc
length is equal to the magnitude of the corrected point Pcorrected, as outlined below.

Arclength = ∥Pcorrected∥ = Rcurvatureβ (5.11)

Then (5.10) is utilised to substitute for β, yielding the final equation for the transformed
point Pcorrected. The point Pdistorted is transformed from the input image to Pcorrected as
outlined in (5.12) below.

∥Pcorrected∥ = Rcurvature sin
−1

(
Pdistorted

Rcurvature

)
(5.12)

This transformation defined by (5.12) is visualised in Figure 5.6b. This distortion cor-
rection increases fingerprint matching accuracy since matching compares the relative dis-
tances between minutiae. The method’s increase is shown in match score accuracy in
section 5.3.

Automated spherical distortion correction

When a fingerprint is left on a spherical surface, the sphere’s curvature has the effect of
performing a barrel distortion on the print where the magnification of the image decreases
with distance from the optical axis. Barrel distortions are evident in wide-angle lenses used
in digital cameras because they are also spherical, and can introduce significant lensing
effects in the image [6]. The barrel distortion is then reversed by applying its inverse
transformation known as the pincushion distortion, given by (5.13).

Pcorrected = Pdistorted

(
1 + kP 2

distorted

)
(5.13)

Here Pdistorted is the distance to the centre of distortion in the uncorrected image, which is
located at the centre of the spherical object as computed in section 5.2.2. Pcorrected is the
distance to the centre of distortion in the corrected image and k is the distortion parameter
which is inversely proportional to the radius of the sphere. The pincushion distortion (as
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shown in Figure 5.6c) is defined so that image magnification is increased as the distance
from the optical axis increases [70], meaning lines which don’t pass through the centre of
the image become curved inwards towards the centre. This spherical distortion correction
is shown in Figure 5.8, where the bounding circle also shows the estimation of the sphere
dimensions derived from the circle fitting.
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(a) Circle fitting. (b) Object boundary estimation.

(c) Auto-cropped RELF image. (d) Curvature correction.

(e) Extracted print

Figure 5.8: Fully automated print extraction and spherical curvature correction. (a) shows
the circle fitting as outlined in section 5.2.2, (b) shows the boundary estimation of the
surface, (c) shows the extracted latent print which has been automatically cropped, (d)
shows the distortion corrected latent print.
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Figure 5.9: Match scores for fingerprints extracted from various spherical and cylindrical
surfaces using the proposed method. The horizontal axis shows the score before distortion
correction is applied and the vertical axis shows the score after distortion correction is
applied. Here the labels refer to arbitrary surface numbers (i.e. surface 1 is referred to as
S01)

5.3 Results

In Figure 5.9 the improved match scores for fingerprints extracted from various spherical
and cylindrical surfaces using our zero contact automated method are shown, where the
labels refer to arbitrary surface numbers (i.e. surface 1 is referred to as S01). The hor-
izontal axis shows the score before distortion correction is applied and the vertical axis
shows the score after distortion correction is applied. The diagonal line is plotted to show
where the two scores are equal, so the scores plotted above the line have improved after
the distortion correction.

In Figure 5.10 latent prints extracted from cylindrical surfaces before and after distor-
tion correction are shown. In Figure 5.10j the latent print with a match score of 34 is
shown which has been extracted from surface S15 (cylindrical glass container shown in
Figure 5.10l), and which exhibits distortions due to cylindrical curvature. In Figure 5.10k
the same latent print is shown from Figure 5.10j after the distortion corrections outlined
in section 5.2.3 are applied, resulting in an improved match score of 42. Note that this
match score is greater than 40 which generally indicates a true match [46], and is usually
only obtainable with patent fingerprints (often made purposefully by inking a finger for
example) where the print is clear to see.

In Figure 5.11 latent prints extracted from spherical surfaces before and after distortion
correction are shown. In Figure 5.11d the latent print with a match score of 22 is shown
which has been extracted from surface S03 (spherical drinking glass shown in Figure 5.11f),
which exhibits distortions due to spherical curvature. In Figure 5.11e the same latent print
from Figure 5.11d is shown after the distortion corrections outlined in section 5.2.3 are
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applied, resulting in an improved match score of 39.

These results show the proposed method considerably improves the match score for the
vast majority of samples (17 out of 19) and only marginally decreased the score of two
samples by 1.

5.4 Conclusions

Continuing our work from chapter 3, we propose a novel method which is able to correct
automatically for curvature distortion and improve fingerprint matching scores using the
LED pattern from the prototype device described in chapter 4 which also captures the
multi-light imaging collection. We show that using our method that it is possible to
obtain a match score of greater than 40 (shown in Figure 5.10k) which is significant
because this generally indicates a true match [46] and is usually only obtainable with
patent fingerprints.

Our rapid method allows for lengthy and contamination-prone traditional forensic analysis
of latent prints to be avoided. We estimate the curvature of the surface automatically,
extract the latent prints without touching the sample, and finally correct for the distortions
caused by the surface curvature. Not only does our method improve the matching score,
but it does so in a potentially revolutionary manner since the fingerprint sample remains
entirely untouched throughout the process.

The occasional minor reduction in match score by a value of one (for 2 of 19 sample
surfaces) is negligible since the reduction is so low in magnitude and we always submit
both the distorted (original) and distortion-corrected images for matching. The slight
reduction in match score is likely due to the NBIS minutiae extractor MINDTCT being
sensitive to image DPI [80], requiring the input image resolution to correspond to an
average distance between fingerprint ridges of “around 8 or 9 pixels” [80]. In order to
achieve this average fingerprint ridge distance we reduce the resolution of our fingerprint
images, which possibly results in loss of information. By varying the image resolution
even slightly we see variations in the NBIS match score, possibly due to quantisation error
introduced by reducing image resolution. We still opt to use NBIS as it is widely used in
research and well recognised in forensics.

We aim to develop a set of experiments which will be carried out to ascertain what factors
decrease the NIST match score after the distortion corrections are applied, including
investigating the sensitivity of NBIS to image resolution.
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(a) S06 with no distortion correc-
tion: score of 11.

(b) S06 with distortion correc-
tion: score of 14.

(c) S06: cylindrical glass jar.

(d) S08 with no distortion correc-
tion: score of 13.

(e) S08 with distortion correc-
tion: score of 20.

(f) S08: cylindrical chrome towel
rack.

(g) S09 with no distortion correc-
tion: score of 17.

(h) S09 with distortion correc-
tion: score of 20.

(i) S09: cylindrical milk bottle.

(j) S15 with no distortion correc-
tion: score of 34.

(k) S15 with distortion correc-
tion: score of 42.

(l) S15: cylindrical glass con-
tainer.

Figure 5.10: Latent prints contactlessly extracted from cylindrical surfaces using off-the-
shelf and inexpensive hardware described in section 4.1, and processed using the RELF
algorithm as detailed in section 5.1.2 with curvature distortions corrected as described in
section 5.2.3. Figures (a), (d), (g), (j) show the latent print extracted before distortion
corrections and Figures (b), (e),(h),(k) show the prints after distortion correction with
improved match scores and Figures (c), (f),(i),(l) show the objects for context.
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(a) S01 with no distortion correc-
tion: score of 20.

(b) S01 with distortion correc-
tion: score of 19.

(c) S01: black sphere.

(d) S03 with no distortion correc-
tion: score of 22.

(e) S03 with distortion correc-
tion: score of 39.

(f) S03: spherical drinking glass.

(g) S04 with no distortion correc-
tion: score of 17.

(h) S04 with distortion correc-
tion: score of 30.

(i) S04: spherical glass bulb.

Figure 5.11: Latent prints contactlessly extracted from spherical surfaces using off-the-
shelf and inexpensive hardware described in section 4.1, and processed using the RELF
algorithm as detailed in section 5.1.2 with curvature distortions corrected as described in
section 5.2.3. Figures (a), (d), (g) show the latent print extracted before distortion correc-
tions and Figures (b), (e), (h) show the prints after distortion correction with improved
match scores and Figures (c), (f), (i) show the objects for context. The lightbulb filament
visible in S04 adds difficulty to fingerprinting bulbs, but despite this we are still able to
extract quality prints and obtain a match.
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6 Conclusions

In this thesis, we present our findings and contributions for processing multi-light imaging
collections for surface analysis and fingerprint recognition. Multi-light imaging collections
are stacks of images captured from a fixed viewpoint under various lighting directions. We
review the literature on multi-light imaging, RTI and fingerprint capturing which allowed
us to identify gaps in the current knowledge and propose novel methods to address these
gaps. Multi-light imaging is contactless and helps to extract information from surfaces
at different scales, giving the user valuable tools for visualisation and analysis. In our
research we automate and improve the existing multi-light imaging technique known as
Reflectance Transformation imaging, as well as developing two novel and automated imag-
ing multi-light imaging techniques firstly for the Remote Extraction of Latent Fingerprints
(RELF) and and secondly for the contactless extraction of prints from difficult surfaces
with curvature distortion correction.

In chapter 2 we present a novel, fully automated technique for correcting common light-
ing errors in RTI and markedly improve the accuracy of surface normal estimation, as
well as increasing the legibility of low relief surface variations. This moves RTI from the
qualitative domain (e.g. enabling the reading of weathered inscriptions) into the quan-
titative domain of computer vision. Our method also requires no calibration equipment,
increasing the simplicity of the standard highlight RTI method by automatically detecting
lighting directions and maintain its appeal to non-imaging professionals. The increased
quantitative accuracy of surface normals in RTI using our method could potentially make
it a more commonly used alternative to laser scanning. While it is not completely immune
to very messy multi-light imaging collections, where the light source has largely missed
the centre of the object for a significant proportion of the images, our approach is more
robust than traditional RTI.

In chapter 3 we propose a novel and robust method for the Remote Extraction of La-
tent Fingerprints (RELF), without the addition of any contaminants or chemicals to the
evidence. We show our technique works on notoriously difficult to image surfaces, using
off-the-shelf cameras and a neural network classifier. Our method produces results com-
parable to more invasive methods and leaves the fingerprint sample unaffected for further
forensic analysis (as confirmed through private correspondence with the Covert Policing
branch of the Metropolitan Police [60]). Our technique uses machine learning to identify
partial fingerprints between successive images and mosaics them. We conduct an extensive
feature search to determine which features have the most significant impact on accurate
fingerprint classification. We found that all 14 features contribute to the highest NBIS
match score when used in RELF, despite a slightly lower F1 score. These findings will aid
in optimizing the model in the future.

In chapter 4 we present our RELF prototype developed in collaboration with the UK
Metropolitan Police Service following the publication of our results (see [58] and chapter 3).
The University of Exeter has filed a priority patent (application number GB2110863.4 )
for this handheld prorotype which is capable of capturing multi-light imaging collections
of surfaces containing fingerprints to then be processed using the RELF algorithm. This
prototype is fundamental to the method presented in chapter 5, which extends RELF with
automated curvature distortion correction.
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6. Conclusions

In chapter 5 we develop our work from chapter 3, with a new method that is able to auto-
matically correct for curvature distortion improving fingerprint matching scores using the
reflected LED pattern from the prototype device described in chapter 4 which also captures
the multi-light imaging collection. The method is rapid, zero-contact and chemical-free,
and is able to obtain high quality fingerprint images from (forensically) difficult curved
surfaces. By using our rapid method, the traditional forensic analysis of latent prints that
is both lengthy and prone to contamination can be avoided. Our method is able to auto-
matically estimate the surface curvature, extract the latent prints in a contactless manner,
and correct for any distortions caused by the surface curvature. This not only improves
the matching score, but it also has the potential to significantly speed up the fingerprint
collection process, whilst the fingerprint sample remains untouched throughout.

6.1 Future work

Throughout the course of this research, a myriad of intriguing and promising ideas have
surfaced, each presenting themselves as a potential avenue for further exploration. As
such, the following is a summary of the various research areas that have been identified as
having potential for future investigation and study.

6.1.1 Combining RTI and RELF

Despite the potential benefits of RELF and RTI in forensic analysis, there are still some
obstacles that need to be addressed before these imaging techniques can be widely used
in court. One such hurdle is the need for a reliable method of combining MLICs that
have been generated through RELF. The submission of individual images as evidence can
be challenging, particularly since each image only reveals a portion of the fingerprint. To
overcome this obstacle, we are currently exploring novel methods that combine RTI and
RELF techniques, which would enable both methods to be applied to the same MLIC,
resulting in a unified and more robust approach to fingerprint analysis. The proposed
fusion of these techniques could provide a useful application for processing MLICs since
both RTI and RELF use the same image acquisition process, allowing surface normals to
be obtained for the fingerprint image. This could potentially yield more information for
fingerprint matching, thus potentially enhancing the overall accuracy of the analysis while
providing valuable insights for visualisation purposes.

6.1.2 Dynamic move-able RELF system

We are also currently engaged in a project aimed at further enhancing the capabilities of
the RELF system. Specifically, we are developing a dynamic system that can be moved
around a surface to obtain clear fingerprint images. While our previous collaboration
with the Metropolitan Police resulted in a low-cost, completely contactless RELF system
that works well for imaging latent fingerprints on difficult surfaces, such as transparent,
shiny, and curved ones like light bulbs, the new move-able system we aim to produce will
expand the scope of the technique. The existing device is hand-held but must be static,
working very well if we know where the prints are. This new system is intended for use in
covert/intelligence-gathering operations and aims to significantly increase the number of
surfaces from which latent prints can be obtained. It is also intended to reduce the technical
and forensic expertise required and speed up the process of identifying individuals of risk.

To achieve this, we are developing a set of experiments aimed making the RELF process as
computationally fast as possible and determining what factors in our method may cause
a decrease in match score after the distortion corrections described in chapter 5. One
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aspect of our investigation will be to determine the sensitivity of the National Institute
of Standards and Technology Biometric Image Software (NBIS) to image resolution. By
understanding the limitations of the current technology, we hope to improve the accuracy
and effectiveness of our move-able RELF system, thereby enabling better outcomes for
law enforcement agencies and other organisations.

6.1.3 RELF with no superpixels using a Mask R-CNN as classifier

In addition to the developments with the RELF system, we have been working on a
new approach for fingerprint classification using mask Region-based Convolutional Neural
Networks (R-CNN). The primary motivation for this approach is to eliminate the need
for computationally expensive superpixel segmentation in the RELF system. The R-CNN
classifier has the potential to provide fast and accurate fingerprint classification, as our
preliminary experimental results have shown.

Moreover, we plan to evaluate the R-CNN method by comparing its performance against
the current superpixel method used in RELF. This comparison will be done using a wider
range of surface types and with the addition of new training and testing surfaces. These
tests will provide us with a better understanding of the performance of the R-CNN method
in different conditions and its potential for real-world applications.

Our preliminary results indicate that the R-CNN classifier can eliminate the problem of
LED reflections that are present in some fingerprint images processed by the superpixel
method (which are present in some images as circles and half circles as is visible in Fig-
ure 5.5). These LED reflections are present due to some superpixels in the training set
which have been labelled as containing fingerprint also containing a slight LED reflection.
However, with a mask R-CNN the training masks discard the LED reflections, resulting
in the R-CNN classifier not identifying any LED reflections as potential fingerprint, as is
the case with the superpixel method.
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