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Effect of charge transfer on band alignment in 2D|3D heterostructures:
A study of HfS2|HfO2 interfaces
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HfS2|HfO2 interfaces present a uniquely interesting study in band alignment. The band alignment be-
tween materials determines the viability of many electronic devices. We have modeled a variety of
two-dimensional|three-dimensional (2D|3D) interfaces HfS2|HfO2 interfaces, showing that the band alignment
can change substantially depending on the geometric alignment. Our results have shown that there exists almost
no electronic reconstruction when layers of HfS2 are placed on a HfO2 substrate. Conversely, when the in-plane
connection between HfS2 and HfO2 is made (lateral), there is a more significant interface reconstruction present.
In the latter case, all examples considered yielded a type I alignment, whereas in the case that layers were
parallel to the HfO2 substrate (stacked) we found that the alignment was either type I or type II with a very small
difference between the valance band offsets of the two constituents. We show that the range in the barrier heights
between these two systems can vary by up to 2.46 eV. This variation is driven by the amount of charge transfer
across the interface and indicate that 2D|3D interfaces have considerably more tunability in their band alignment
than 2D|2D or 3D|3D interfaces.
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I. INTRODUCTION

The increased density of electronic components on chips
has resulted in increased need for high-k dielectrics. Forming
such a high-k dielectric ideally needs to be performed in
situ. Recently, laser oxidation has been applied to HfS2 to
form HfS2|HfO2 devices [1–4], providing a route to direct in
situ fabrication. Due to its high chemical and thermal stabil-
ity, high band gap, and high dielectric constant [5–7], HfO2

has been considered as a replacement of SiO2 as a gate di-
electrics for electron and hole barriers. As a high-k dielectric,
HfO2 is used in capacitors for microelectronics [8–10]; and
as a gate dielectric in emerging two-dimensional electronics
[11–13]. In addition, HfO2 is considered a leading candidate
for memristor applications [14–16] and its implementation at
the nanoscale would allow these devices to flourish.

The chemical instability of HfS2 in air (due to oxidation)
is used to promote easy oxidation into HfO2. This is either
done through simple means of heating (such as annealing),
or through laser oxidation. The growth width of HfS2 flakes
using chemical vapor deposition has increased in recent years
to the scale of tens of microns [17,18]. Larger-area methods
have been presented using inkjet processes [4]. Larger flake
widths will allow for larger HfS2|HfO2 devices and more
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devices to be fabricated on single samples. HfO2 has also
been explored as a means of improving HfS2 properties (such
as mechanical, dielectric, and electronic) for applications in
stretchable electronics and transistors [19–21]. With a grow-
ing interest, understanding the interactions between these two
materials and the subsequent interfaces is key to determining
how these will work as devices.

With the ease of forming HfS2|HfO2 interfaces via laser
oxidising channels of HfS2 into HfO2 [2], the question starts
to arise whether the HfO2 formed is two-dimensional (2D)
layered, taking on the crystal structure of HfS2 transition
metal dichalcogenide (TMDC), or whether it has formed a
three-dimensional (3D) crystal, typical of HfO2. If the HfO2

is 3D, then the interface will be unlike others explored before,
due to the way in which the 2D and 3D materials could align.
While some work has shown 3D-like crystal structures of
HfO2 at the interface [22] (using STEM), others point towards
2D-like phase of HfO2 due to the large basal spacing of HfS2

remaining in HfO2 after oxidation [3]. It is therefore possible
that the phase of HfO2 is strongly dependent on the growth
process, with thermal annealing leading to 3D HfO2, while
laser oxidation may form 2D HfO2. The consequences for the
electronic properties of both these phases of HfO2 should be
considered.

Interfaces between 2D-TMDC structures has been ex-
plored extensively in recent history, with studies exploring
both lateral and stacked 2D|2D heterostructures [23–25]. In-
terest is often focused on the band gap of the subsequent
structure. Interfaces between 2D and 3D interfaces have also
been observed and explored in many systems. Many such
systems involve the 2D layered material being deposited or
layered on top of a 3D substrate (i.e., a stacked interface),
which has seen a lot of attention over the years [26–30].
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However, another configuration of joining 2D – or one-
dimensional (1D) – materials and 3D materials exists, where
the 2D material is joined end-on to the 3D material; this can
be seen in some contacts, molecules linking 3D materials, in
addition to the growth of nanoforests, and vertical nanosheets
[26,31,32]. These end-on interfaces are described here as lat-
eral interfaces due to their geometric similarity with 2D|2D
lateral interfaces. Understanding how the lateral vs stacked
interfaces changes the electronic properties is vital to under-
standing how growth is affecting devices.

A chief characteristic of interfaces is the band align-
ment. While there exist simple methods to predict band
alignment of semiconductor-semiconductor heterojunctions
(Anderson’s rule [33]) and metal-semiconductor heterojunc-
tions (Schottky-Mott model [34–36]), these have been proven
to be inaccurate for most real systems. Further approaches
in terms of interface states, metal-induced gap states and
charge neutrality level can rectify some of these shortcomings
and provide direct analytical insight, but due to the scale
of the interfaces where local reconstruction can have affects
on the form of the local field first principles approaches
have become necessary. As density-functional theory (DFT)
has become more widespread, it has been applied to band-
alignment problems [37–40]. The use of DFT showed that
metal-induced gap states (induced density of interface states)
tend to form at metal-semiconductor interfaces (semiconduc-
tor heterojunctions), and that these decay exponentially into
the semiconductor. While it can be used to compare the hole
affinities of materials, a more accurate method that accounts
for subsequent interactions involves modeling interfaces. This
computational method has shown great accuracy [41,42]. Re-
cently, more methods have tried to combine the simplicity
of analytical methods and the accuracy of the DFT method
without the need to model complex interface systems [43].
Similarly, Anderson’s rule has gained renewed interest in
recent years due to its simplicity and the strong predictive
nature it offers for two-dimensional van der Waals (vdW)
heterostructures [44]—although this has also been proven to
break in some cases [45]. The effectiveness of these rules for
2D|3D heterojunctions has not been thoroughly explored as of
yet.

In this article, we study, using a first principles approach
based on DFT, the role of surface orientation and termination
on the interface between HfS2 (a nominally 2D material) with
HfO2, a bulk material in the monoclinic phase, with a particu-
lar focus on band alignment. We consider the two extrema of
interfaces between 2D and 3D systems. These can either be
parallel surface normal interfaces (which we henceforth call
stacked) or perpendicular surface normal interfaces (which we
will call lateral), as detailed in Fig. S1 of the Supplemental
Material [46]. Between these two extrema, there can be a con-
tinuous range of angles made between the 2D and 3D systems.
The most commonly considered type of interface between 2D
and 3D systems is the stacked form. Here, we explore both
stacked and the less well explored lateral interfaces between
2D and 3D materials. We discuss the effect these different
interfaces have on the band alignment, charge transfer, and
further electronic properties as well as their consequences for
excitonic setups.

II. COMPUTATIONAL METHODS

In this work, we have employed first principles DFT
techniques to explore the structural, electronic, and optical
properties of HfS2|HfO2 interface systems, and the con-
stituents. The VASP [47,48] software package was used to
perform the calculations. The valence electrons for each
atomic species are considered as follows: Hf 6s25d2, S
3s23p4, O 2s22p4. The projector augmented wave method was
used to describe the interaction between core and valence
electrons, and a plane-wave basis set was used with an en-
ergy cutoff of 700 eV. All calculations were completed using
the Perdew-Burke-Ernzerhof (PBE) [49] functional. PBE was
chosen due to the scale of the structures and small error it
creates in band alignment of occupied states [41]. All forces
are relaxed to less than 0.01 eV/Å per atom, and electronic
self-consistency is accurate to within 10−7 eV. Structural
relaxations are performed at a k-point spacing of at most
0.04 Å−1 along each reciprocal-lattice vector, while electronic
calculations (such as density of states) were performed using a
maximum k-point spacing of 0.02 Å−1. Density of states plots
are presented with a smearing sigma equivalent to 0.03 eV.

While various phases were considered and explored for
HfO2, the phase presented in this work is predominantly the
monoclinic phase with space group P21/c. The T-phase was
used for bulk HfS2, space group P3m1. Initial bulk perfect
crystals for HfS2 and HfO2 were obtained from the Ma-
terials Project database [50,51], with subsequent structural
relaxations then performed usingVASP. The relaxed lattice
constants of bulk T-phase HfS2 used are a = 3.644 Å, and
a/c = 0.533. Non-vdW spacing was used for lattice match-
ing, but the inclusion of vdW correction was not found to
change the results. The a value is overestimated from exper-
iment by around 0.6%, but the c axis is an overestimation of
around 16% [52]. HfO2 lattice constants after relaxation were
as follows: a = 5.139 Å, b = 5.188 Å, c = 5.315 Å, β =
99.81◦. The HfO2 lattice constants agree with experimental
results to within 0.4% [53]. HfS2 was found to have an indirect
band gap of 1.239 eV between � and M. HfO2 was found to
have an indirect gap of 3.952 eV between � and X. All values
presented here are obtained using the PBE GGA functional,
which is known to underestimate band gaps. The experimental
gaps of HfS2 and HfO2 in the above phases are 2.85 and 5.65
eV, respectively [54]. It should be noted that the key focus
of this work is not on the experimental accuracy of the band
gaps and band offsets. This work is meant to be a qualitative
study highlighting how, within the same consistent approach,
there exists a difference in band alignment between lateral
and stacked interfaces (see Supplemental Material Sec. SIII
for further discussion [46]).

All slab and interface structures are generated using the
ARTEMIS software package [55]. The largest vector and an-
gular mismatch of the interfaces discussed here are 4.07%
and 0.004◦, respectively [both correspond to the (010)/(111)
interface]. Further details regarding the structural setup of the
interfaces can be found in Table SI of the Supplemental Ma-
terial [46]) All interfaces generated use stoichiometric slabs,
where the HfS2 regions are terminated on sulfur atoms, and
the HfO2 regions are terminated on oxygen. Slab calcula-
tions were performed using a 14 Å vacuum gap to minimize
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spurious interactions between surfaces. All of the HfS2 and
HfO2 slabs are nonpolar and are mirrored around the center
of the slab, meaning that their two surfaces are symmetrically
equivalent. With this, the interfaces formed from the two slabs
should also be symmetrically equivalent; in doing so, we are,
in effect, modeling two mirror images of the same interface
in our simulation, preventing the appearance of any spurious
electric fields across the system. For further discussions on the
choice of surface plane, termination, and stoichiometry, see
Secs. SIII and SXII of the Supplemental Material [46]). All
comparisons are between the slab and interface structures are
done using the isolated strained slabs; this choice is made to
decouple and account for any energetic or electronic effects
introduced by strains (see Sec. SVI for further discussions
[46], in addition to comparison to unstrained slabs).

In each layer-projected density of states (LDOS) presented
in this work, the layers here are defined as the shortest region
along c that contains a complete number of primitive formula
units. The states associated with all atoms in a single layer
are summed to form a layer-projected density of states; this is
performed for every layer in the system, then the new densities
of states are plotted next to each other to allow for comparison
between layers.

Band alignment is identified using the method as outlined
by Delaney et al. [56]. The macroscopic average is obtained
by taking the running average over the local potential, where
the running average is performed on a subset of data that has
a width equal to the dominant periodic feature (parallel to
the direction averaging over) within the system. For the case
of an interface system, there exist multiple periodic features
(i.e., the layer spacing of the two constituent materials); in
such a system, the running average is performed multiple
times over these multiple dominant periodic features until the
macroscopic average is sufficiently smooth within the two
separate regions (i.e., the two materials), but with both regions
still distinct from each other.

Charge-transfer plots are generated by taking the charge
density of the interface and deducting the charge densities of
the individual slabs that are present in the system. For this sit-
uation only, the slabs are generated by removing the adjoining
slab of the other material from the relaxed interface structure;
no atomic relaxations are performed on these slabs. The re-
sultant charge densities of these unrelaxed slabs are deducted
from the relaxed interface to provide the charge-transfer
density associated with trans-interfacial bonds. Finally, the
charge-transfer density within planes parallel to the interface
are summed and normalized with respect to the area of the
interface. This gives us a 1D charge-transfer plot running
perpendicular to the interface.

The energy of forming an interface between two materials
(formation energy) is defined as the energy difference between
the interface system and the constituent crystals in their lowest
energy bulk phases, divided by two times the area of the
interface (due to the two equivalent interfaces modeled within
the cell),

Eform,b = Einterface − (nEbulk,HfS2 + mEbulk,HfS2 )

2S
, (1)

where n and m are number of units of HfS2 and HfO2 in
the interface system, respectively. Einterface is the energy of

the interface structure, and Ebulk,A is the energy of material
A in the bulk. S is the area of the interface plane within one
periodic cell. The division by the area allows for a direct com-
parison of energies, regardless of the size of the cell parallel
to the interface. A lower formation energy relates to a more
energetically favorable interface than that of one with a higher
formation energy. If a formation energy is negative, then it is
energetically more favorable to form than the two constituent
bulks. Another method can be used to define formation en-
ergy, which involves comparing the energy of the interface
structure to the constituent slabs,

Eform,s = Einterface − (Eslab, HfS2 + Eslab,HfO2 )

2S
. (2)

Here, Eslab,A is the energy associated with a slab of material
A. This ignores the energy cost of cleaving the two slabs and,
instead, focuses on the energy required to bring two slabs
together and form trans-interfacial bonds. When using this
formation energy, we give it with respect to the slabs with
the same surface terminations as are found in the respective
interface structure.

III. RESULTS

A. Geometric and energetic properties

The HfS2|HfO2 interface can exhibit many different ge-
ometries depending on how the constituent materials are
grown. In Fig. 1, we present the six different geometries
considered in this work. These geometries provide a selec-
tive sample covering both 2D|3D and 2D|2D interfaces, both
lateral and stacked alignment, and exhibiting differing strains.
A comparison between interfaces B and E (C and F) provides
a direct comparison of the lateral and stacked interfaces [with
both B and E involving (110)-terminated HfO2, and C and F
involving (111)-terminated HfO2], with only the joining angle
of the HfS2 to the HfO2 differing between them. To make this
comparison, we have strained the HfO2 by up to 4.1%, which
lies within the tolerances typically observed in interfaces in
experiment [57–60].

An initial study of the six interfaces reveals that lateral
interfaces result in some tilting, bending, or twisting of the
HfS2 layers, whereas the stacked do not. We define the three
types of large distortion: tilt, bend, and twist in the Supple-
mental Material (see Fig. S2 [46]). Conversely, in both lateral
and stacked interfaces, the HfO2 shows no substantial change
in structure from its periodic monoclinic bulk structure. In
the stacked interfaces, very little reconstruction occurs for
either material. Comparison of these finds that the lateral
interfaces form Hf–S (Hf–O) covalent bonds of approximately
2.58 Å (2.12 Å), whereas the stacked form vdW-type bonding,
with bond lengths of approximately 4.68 Å (5.31 Å). For the
stacked systems, the average interlayer vacuum gap is 3.58 Å.
The average bulk covalent Hf–S (Hf–O) bond length is 2.55
Å (2.15 Å), while the average bulk van der Waals Hf–S bond
length is 5.79 Å, with an interlayer vacuum gap of 3.95 Å.
These values demonstrate the low amount of distortion of the
two constituents in the interface structures.

For the (010)-terminated HfS2 (interfaces B and C), the
HfS2 surface is composed of Hf and S atoms, maintaining
the 1 : 2 ratio (with all planes being composed of Hf and S
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FIG. 1. Ball and stick models showing atomic structures of HfS2|HfO2 interfaces. The (a) (010)/(111), (b) (110)/(110), (c) (110)/(111),
(d) (010)/(010)–2D, (e) (001)/(110), and (f) (001)/(111) heterostructures. In each subfigure, multiple unit cells are shown, and Hf, S, and O
are represented as gold, yellow, and red, respectively.

atoms at the 1 : 2 ratio). For the other heterostructures, the
HfS2 surface atom is S, with the subsurface composed of Hf
(then alternating between two planes of S atoms and one plane
of Hf atoms).

The lateral interfaces are HfS2(010)/HfO2(111) (referred
to as interface A), HfS2(110)/HfO2(110) (interface B), and
HfS2(110)/HfO2(111) (interface C). They all exhibit similar
geometric features—slight bending and/or tilting of the HfS2,
minor reconstruction of HfO2 isolated to the surface level.
For theses heterostructures, the tilting, bending, or twisting
is caused by the two equivalent competing interfaces present
within the periodic cell attempting to form the same interface
bonding. This need for the HfS2 to relax to a tilted form is
due to the HfO2 being monoclinic and, as such, its subsequent
layers are offset from each other. In interface A, a slight tilting
is exhibited by the HfS2, as seen in Fig. 1(a). Note, however,
that the tilt across the system is minor, around 4.0 ± 1.5◦ off
of the 90◦ expected. In interface B, there is both twisting and
bending of the HfS2 layers [see Fig. 1(b)]. For interface C, we
see slight bending of the HfS2 layers, along with slight distor-
tion of Hf and S bonds near the interface [see Fig. 1(c)]—this
system exhibits the most significant reconstruction of HfS2

out of the six heterostructures discussed here. With all of
the lateral heterostructures, the HfO2 region sees little atomic
reconstruction overall, with minor changes near the surface
(most significant in interface B). Overall, the small strains
and tilting observed in the lateral structures are a direct result
of the supercell choice, rather than a fundamental feature of
the interface and the variety of scenarios considered provides
insight into the general case of lateral HfS2|HfO2 interfaces.

The HfS2(010)/HfO2(010) interface (interface D) is a spe-
cial case. While it is a lateral interface, it is composed of

both 2D HfS2 and HfO2 in a 2D TMDC-like T phase [this
2D phase is referred to by using the notation (010)/(010)–
2D]. In this heterostructure, we see a tilting of the 2D HfO2

with respect to the HfS2 [see Fig. 1(d)]—this relates to a tilt
angle of 27.5◦. The HfS2 and HfO2 relax to meet each other
at an angle at the interface, which is likely caused by the
competing bonding-environment of either bulk. We explore
bonds of interface D and identify an anisotropic strain applied
to both the HfS2 and HfO2. We find that Hf–S (Hf–O) bonds
parallel (perpendicular) to the interface plane are compressed
for HfS2 (HfO2) by up to 2% when compared with bonds
which are perpendicular (parallel), which remain close to their
bulk counterparts (compressed bond-lengths of 2.50 Å for the
Hf–S). It is also noted that the isolated (010)–2D slab of HfO2

retained this anisotropic bonding after relaxing, whereas its
bulk counterpart did not. The strain applied to the HfS2 in this
system can be likened to a shear strain applied along layered
material plane—with this shear strain causing a reduction in
the HfS2 band gap.

In all four lateral heterostructures, we see tilting of the 2D
layers. This is most likely due to the systems compensating
for the different bonding angles of S–Hf–S and O–Hf–O.
For the 2D|3D interfaces, it is likely that this is also caused
by the symmetrically equivalent HfO2 surfaces being offset
(unaligned) from each other at both interfaces, thus requiring
HfS2 to tilt in order to bond to the same sites on the two
equivalent surfaces. For the 2D|2D interface, this offset of
surfaces is not present, meaning it is much more likely tilted
due to the bond angle mismatch.

The stacked interfaces are HfS2(001)/HfO2(110) (interface
E) and HfS2(001)/HfO2(111) (interface F). These structures
demonstrate the typical 2D layer resting on a 3D bulk type
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TABLE I. Energetics and electronic properties of different HfS2|HfO2 interfaces. The thickness and orientation of each of the two
constituent materials is provided. The formation energies calculated with respect to the bulk crystals [Eq. (1)] and with respect to the strained
constituent slabs [Eq. (2)]. The band offsets between the valence bands of the two constituents are presented, calculated with Anderson’s rule
and using the first principles approach outlined within the text. Lastly, the fundamental electronic gap is given. Lateral (stacked) type describes
a system where the interface normal vector is perpendicular (parallel) to the vector normal to the plane of the HfS2 layers. †HfO2 is in a 2D
phase in this interface system only (with energies and band offsets given with respect to this 2D-phase of HfO2).

HfS2 HfO2 Eform (eV/Å2) Band offset (eV)

Plane No. of Plane No. of From bulk From slabs Anderson’s First
Name Type layers layers rule principles Eg (eV)

A Lateral (010) 7 (111) 9 0.072 −0.064 0.32 1.90 1.34
B Lateral (110) 9 (110) 6 0.099 −0.044 −0.07 1.64 1.45
C Lateral (110) 9 (111) 6 0.088 −0.033 0.76 1.56 1.31
D Lateral (010) 6 (010)† 6 0.164 −0.126 0.70 1.80 0.43
E Stacked (001) 4 (110) 6 0.088 −0.002 −0.56 −0.56 0.69
F Stacked (001) 4 (111) 6 0.105 −0.001 0.24 0.26 1.24

geometry. Both these exhibit minimal reconstruction for both
the HfS2 and HfO2. This is likely attributed to the large
interlayer separation that dominates the interface instead of
the shorter covalent bonding that is exhibited in the lateral
interface. The HfS2 region does not show any rippling effects
associated with mismatching large 2D sheets to 3D bulk—this
is due to the HfO2 region being under strain and the HfS2

regions having less than 0.1% strain. These structures are
more akin to stacked 2D TMDC heterostructures [45] and are
more typical of the interfaces explored in 2D|3D systems.

Interfaces B and E both contain the equivalent HfO2 (110)
surface, while allowing for direct comparison of a lateral and
stacked interface. The two bulks have shown minimal disrup-
tion (as discussed earlier). Similarly, interfaces C and F show
a comparison of the equivalent HfO2 (111) surface, allowing
for direct comparison of a lateral and stacked interface. In
both comparisons, we see that the HfS2 in lateral systems
has undergone a small amount of tilting in the layer, but the
HfO2 has undergone little change, allowing for a comparison
of lateral and stacked interfaces.

Energy of formation helps provide insight into how likely
the interfaces modeled are to occur, in addition to their relative
abundances. By comparing our interface structures to their
respective bulks [see Eq. (1)], we calculate the formation
energies Eform,b of the lateral interfaces, interfaces A, B, C,
and D, as 0.072, 0.099, 0.088, and 0.164 eV/ Å2 , respectively,
and the stacked systems, interfaces E and F, as 0.088 and
0.105 eV/ Å2 , respectively (see Table I). These results show
that interface A exhibits the lowest formation energy out of
all the considered interfaces. For the lateral interfaces, this
is likely due to interface A involving the least reconstruction
of all the lateral interfaces (in both the HfS2 and HfO2 re-
gions) while still providing bond compensation for the broken
surface bonds of the two constituents. We note that all inter-
faces (with the exception of interface D) exhibit comparable
formation energies to A, and can thus still be considered as
physical. This indicates that both lateral and stacked interfaces
are highly feasible and depend on the growth process.

Interface E exhibits the lowest formation energy for the
stacked interfaces, but not as low as A. When forming the
surface of the HfO2 in either system, dangling bonds are
created, but in the lateral case these are compensated due

to the direct bonding with HfS2 that occurs at the interface,
which does not occur in stacked interfaces. This results in
the higher formation energy of stacked systems. However, the
stacked interfaces do not show significantly higher formation
energies than the lateral interfaces, and this is likely due to the
energy required to cleave the covalent bonds of the HfS2 in
the first place. In the stacked interfaces, only van der Waals
bonds are cleaved for the HfS2, which is known to require a
lot less energy.

The formation energies presented in Table I are comparable
with those for 3D|3D interfaces [61], but are around four times
higher than those seen in TMDC van der Waals heterostruc-
ture binding energies (typically 0.02 eV/Å2) [62,63]. The
increased energy cost is a result of three key points that need
to be addressed regarding this comparison; first, the lateral
interface is not a van der Waals heterostructure because it
involves in-plane covalent bonding, which will significantly
increase the energy of formation due to higher energies as-
sociated with covalent bonding over van der Waals bonding.
Second, the stacked interface is a van der Waals bonding
between a monolayer and a 3D crystal, which could lead to
additional energy associated with other interactions. Finally,
the energies presented here are formation energies in reference
to the constituent bulks, meaning that the formation energy
also includes the energy to cleave the two crystals and bind
them together. To account for some of these concerns, we can
also compare the values of Eform,s [see Eq. (2)] for energy of
cleaving, phase changes, and strain.

Using the slab relative formation energy (Eform,s), we obtain
formation energies of −0.063, −0.022, and −0.072 eV/ Å2

for interfaces A, B, and C, respectively. The two stacked
systems, interfaces E and F, both have formation energies
of −0.001 eV/ Å2 (see Table I). These values for formation
energy are much lower than when calculating from bulk,
which is expected as cleavage and phase-change energies are
mitigated here. The negative formation energies are highly
indicative that the compensation of the bonds at the surface
of these slabs is highly preferable.

Using the formation energy relative to slabs, we identify
interface C as the most energetically favorable interface (with
A still being close enough in energy to be physical). The
change in most energetically favorable is likely due to two
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factors: (i) the (110) termination cleaves more Hf–S bonds
per Hf atom than the (010) termination, so formulating the
formation energy relative to the slabs accounts for this higher
cleavage energy (see Table SII [46]), and (ii) there is more
bond compensation present in interface C than A. There is
clearly a lot of energy gained when forming bonds at the
interface from prior dangling bonds. This matches well with
the stacked formation energies, as very little energy gain or
loss occurs when forming these interfaces due to their trans-
interfacial bonding being dominated by van der Waals bonds
(which are comparatively low in energy).

For the special case of interface D, we see a very high
formation energy when comparing with bulks, and a very low
formation energy when comparing with the constituent slabs.
The formation energy (Eform,b) is somewhat misleading here as
it includes the energy difference between the 3D monoclinic
phase and 2D T phase of HfO2. Once you account for this en-
ergetic difference, the interface formation is very favorable. In
addition, care must be taken when considering the formation
energies (Eform,b and Eform,s) as defining an area of interface
for a lateral interface between two 2D materials is ambiguous,
so the normalization is not as clear as for the other interfaces.
Instead, formation energy for 2D|2D lateral interfaces is nor-
mally given with respect in eV/Å, with the per unit length
being the line along which the two 2D materials bond. These
formation energies (using interface length L instead of area
S) result in Eform,b and Eform,s of 0.934 and −0.719 eV/Å,
respectively.

B. Band alignment

The electronic properties are strongly influenced by the
surface termination and, thus, the interface formed from these
surfaces. Our principle focus here is on the difference be-
tween lateral and stacked alignment as these are the two
extrema which these materials can form an interface at and
thus present the most significant differences. By studying the
local potential of the combined heterostructure, in addition to
the individual constituents, we can identify the band offset
between HfS2 and HfO2. The hole affinities of the isolated
slabs are seen in Fig. 2. We compare the offsets predicted by
Anderson’s rule to those calculated and present this in Table I.
As seen in Fig. 3, the band alignment is dependent on not
only the terminations, but also the interactions of these two
constituents.

Our results show that all four lateral interfaces exhibit
type-I band alignment (straddled gap), in which the HfO2 gap
straddles the HfS2 gap [see Figs. 3(a)–3(d)]. For each of these
four heterostructures, we see quite strong disagreement with
the expected band offset from those predicted by Anderson’s
rule. For interface A, we expect a band offset of 0.32 eV (type-
I band alignment, with HfS2 being responsible for both the
valence- and conduction-band edges). However, we, instead
find an offset of 1.9 eV, which is far greater than that ex-
pected from Anderson’s rule. Interface B is expected to have
a band offset of −0.07 eV (type II, with HfO2 dominating
the valence-band edge, and HfS2 dominating the conduction-
band edge); the heterostructure exhibits an offset of 1.64 eV.
Interface C should exhibit an offset of 0.76 eV (type I, with
HfS2 dominating the valence and conduction edges); instead,
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FIG. 2. Band positions (electron and hole affinities) of the indi-
vidual strained constituent slabs as calculated from first principles
using the PBE functional. The HfO2 (010)† refers to a theoretical
2D-layered T-phase form of HfO2, while the other HfO2 slabs are
modeled using the 3D monoclinic phase. Energy is given with respect
to the vacuum energy.

the heterostructure exhibits an offset of 1.56 eV. For inter-
face D, we expect a band offset of 0.7 eV. However, from
Fig. 3(d), we see a band offset of 1.8 eV, over double that of
the expected value.

For the two stacked interfaces, our results show E has
type-II alignment and F has type-I alignment. Both of these
heterostructures display relatively good agreement with the
expected band offset as obtained from Anderson’s rule. For
interface E, we expect a band offset of −0.56 eV (type-II band
alignment with HfO2 dominating the valence-band edge, and
HfS2 dominating the conduction-band edge), which matches
the offset seen in heterostructure. With interface F, we expect
a 0.24 eV band offset (type-I band alignment with HfS2 con-
tributing the valence- and conduction-band edges); we find an
offset of 0.26 eV, which is in close agreement.

The large shift in band offset from what is expected is
likely caused by charge transfer across the interface. For the
2D/3D and 2D/2D lateral systems, we expect trans-interfacial
chemical bonding. However, for the stacked system, we
expect very few, or weak, trans-interfacial bonds (likely me-
diated by weak van der Waals interactions). The weaker the
trans-interfacial bond, the less charge transfer we expect to see
between the two constituent materials and, hence, the more
similar the constituents are to their noninteracting slabs. As
such, the stacked systems agree with Anderson’s rule, but as
soon as chemical bonds form, Anderson’s rule is broken. The
breakdown of this rule is what leads to the dramatic shifts
in alignment seen in the lateral heterostructures. However,
for all heterostructures, the expected band alignment type is
maintained, with the exception of interface B and this could
be due to the substantial atomic reconstruction.

To further investigate the breakdown of Anderson’s rule for
lateral systems, we compare the charge transfer for the lateral
and stacked interfaces, as shown in Fig. 4. We see that, for
the lateral interface, the transfer of charge is over one order of
magnitude greater than that seen in the stacked system. This is
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FIG. 3. Local potential plots for HfS2|HfO2 heterostructures, denoting the band offset. (a) (010)/(111), (b) (110)/(110), (c) (110)/(111),
(d) (010)/(010)–2D, (e) (001)/(110), and (f) (001)/(111). For each subfigure, the energy scale is given with respect to its heterostructure’s
valence-band maximum. Distances are give with respect to the center of one of the interfaces in the cell, with the other interface found at the
two presented extremes of the x axis (after which values, the structure repeats due to periodicity).

FIG. 4. Charge-transfer plots for the HfS2|HfO2 heterostructures. The (a) (010)/(111), (b) (110)/(110), (c) (110)/(111), (d) (010)/(010)–
2D, (e) (001)/(110), and (f) (001)/(111) heterostructures. The blue dashed line denotes zero charge transfer, while the red line denotes the
macroscopic average of the 1D planar-averaged charge transfer (black line). Positive values correspond to an increase in number of electrons
in the heterostructure, while negative values correspond to a decrease in electrons. Distances are given with respect to the center of one of the
interfaces in the cell, with the other interface found at the two presented extremes of the x axis (after which values, the structure repeats due to
periodicity).
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FIG. 5. Layer-projected densities of states for the HfS2|HfO2 heterostructures. The (a) (010)/(111), (b) (110)/(110), (c) (110)/(111),
(d) (010)/(010)–2D, (e) (001)/(110), and (f) (001)/(111) heterostructures. Due to the periodicity of the structure, the top layer of HfO2 also
borders the bottom layer of HfS2 in each system, i.e., the second interface in the periodic cell.

likely due to stronger trans-interfacial bonding in the former
system. This adds to the hypothesis that the change in band
alignment from what is expected when considering just the
isolated slabs is caused by greater amounts of charge transfer
between the two materials, leading to significant electronic
reconstruction.

In the lateral systems, we see that both the HfS2 and
HfO2 transfer electrons to the interface, causing their surface
atoms to lose electrons. For the two stacked systems, we see
far fewer electrons transferred to the interface region. There
is around a factor of 100 difference of charge transfer be-
tween lateral and stacked heterostructures. Conversely, for the
stacked heterostructures, we see little change in the charge on
the HfS2, with its charge mostly redistributing along its Hf–S
bonds. For the HfO2, we see a net loss in electrons for its
surface atoms. The interface in these heterostructures show
slight net increase in the number of electrons.

We attribute the change in band alignment of lateral sys-
tems from Anderson’s rule to the more significant transfer of
charge. The stacked system exhibits charge transfer an order
of magnitude smaller than the lateral system. In all systems,
we see little change in the charge distribution in the HfO2. For
the stacked heterostructures, we see more significant charge
redistribution in the HfS2 regions.

To fully understand the effects of bonding on the
HfS2|HfO2 heterostructures, we explore their electronic struc-
tures and potential electronic reconstructions caused by
trans-interface bonding. With layer-projected densities of
states, we can also identify how far the interface influence
reaches. By comparing the heterostructures’ densities of states

to their corresponding slabs, we can identify perturbations
from the isolated slabs and attribute these to interface effects
or interactions. In Fig. 5 we see that the LDOSes also shows
all systems are type-I alignment with the exception of D,
which is type II. We also observe that most systems electronic
structure results in either the high-energy valence and/or low-
energy conduction states being dimensionally confined.

All four lateral interfaces, due to their type-I align-
ment, have HfS2 states dominating near the valence- and
conduction-band edges [see Figs. 5(a)–5(d)]. As HfO2 has
a very large band gap, it only contributes to states below
−1.5 eV and above 2 eV (with respect to the valence-band
maximum), whereas the HfS2 band edges lie at 0 and ≈1.3 eV
and are thus dominant. The density of states for these het-
erostructures are roughly symmetric about the band gap. We
see only minor changes to the electronic states of HfS2 far
from the interfaces. At the interface, we see more significant
change to the HfS2 states, but similar reconstruction appears
in the respective slab (see Fig. S5 [46]) indicating this is
more a surface effect than attributable to interface bonding.
Similarly, as one might expect, HfO2 states appear unaffected
by the interface far from it. However, states at the interface
appear to reconstruct quite significantly, with a clear bleeding
of HfS2 states into the HfO2 gap, which is not present in their
respective slabs (see Fig. S6 [46]). For these lateral interfaces,
with the exception of D (the 2D|2D system), we observe that
the states attributed to HfS2 are low in concentration and,
as such, are drowned out by the HfO2 states in the energy
ranges where both are present. This is a result of the HfO2

being a 3D material with a higher atomic density than 2D
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HfS2, correlating to a higher number of states per unit volume.
For the lateral interfaces, we identify that the influence of the
interface reaches two layers deep into the HfS2 and one layer
deep into the HfO2.

For the two stacked interfaces, the HfO2 valence states
are closer to the valance-band maxima than in the lateral
interfaces [see Figs. 5(e) and 5(f)]. For both, the unoccupied
HfO2 states are in excess of 3 eV above the Fermi energy. As
such, it is likely that most of the conduction-electron prop-
erties will be dominated by the HfS2 states. In both stacked
interfaces, we see little change in the HfS2 states, even at the
interface. For interfaces E and F, the HfO2 conduction states
are present above 3.85 and 3.76 eV, respectively (with respect
to the systems’ valence-band maxima, see Fig. S11 [46]). We
see more substantial changes in the HfO2 valence states near
the interface, however, when compared with their respective
slabs, which is likely attributed to dangling bonds. Interface
E is unique in that this type-II alignment has resulted in a
≈0.5 eV offset between the HfS2 and HfO2 states in the va-
lence band, with the HfS2 states falling below the HfO2, which
is unlike any of the other cases. For interface F, we find that
the HfO2 valence states only fall around 0.26 eV below the
HfS2 valence states, resulting in its type-I alignment. When
comparing the stacked heterostructure to the constituent slabs,
we see far less change to the densities of states than what
was seen for the lateral system. This is likely caused by the
greater separation between the two slabs and the change from
chemical bonding (in the lateral) to van der Waals bonding
(in the stacked), resulting in less electronic reconstruction
and fewer interfacial states arising. For the stacked interfaces,
there is minimal electronic reconstruction and, as such, the
interface has no measurable influence on either material.

Figure 5(a) shows the layer-projected density of states
of interface A. While HfS2 contributes to both the valence-
and conduction-band edges, HfO2 only starts to contribute
to states below −1 eV and above 2 eV (with respect to the
valence-band maximum). The interactions between HfS2 and
HfO2 across the interface in interface A causes changes to the
constituent electronic densities of states. This heterostructure
sees a suppression of surface states for HfS2. This is shown by
comparing Fig. S5(a) with Fig. 5(a), where the isolated slab
shows an increase in the number of states at the valence-band
edge, contrasting a suppression of states in the heterostruc-
ture, particularly in the range of −1 to 0 eV (with respect
to the valence-band maximum). When comparing Fig. S6(a)
to Fig. 5(a), it can be seen that the surface states of HfO2

see a significant change; there appears to be considerable
introduction of new states above the valence-band edge of the
HfO2, likely caused by either bleeding in of HfS2 states or
introduction of new interfacial states due to trans-interfacial
bonds.

By comparing interfaces B and E, we can explore how the
change from type-I to type-II band alignment is influenced by
the orientation of the HfS2 (basal parallel or perpendicular)
compared with the HfO2. The LDOS, seen in Fig. 5(b), shows
that the HfO2 states straddle the HfS2 states for interface B.
Conversely for interface E [see Fig. 5(e)], we find that HfO2

contributes the valence edge states, and the HfS2 contribute
the conduction edge states. The electronic properties of the
central regions of the HfS2 and HfO2 in both heterostructures

are well behaved, showing little change from those present
in the isolated slabs [see Figs. S5(c), S5(d), and S6(b)] or
their corresponding bulks (see Fig. S4). At the interface, re-
construction of the HfO2 states are present in both systems,
with both interfaces exhibiting slight smoothing of densities
of states and an increase in state concentration closer to
the valence-band maxima. In the stacked heterostructure (E),
we see almost no reconstruction of HfS2 states at the inter-
face (with these minor changes visible in the isolated slab),
whereas the lateral heterostructure (B) exhibits a smoothing of
states, along with an increase in state concentration between
−1 and 0 eV. In interface E, the minor HfO2 electronic re-
construction is consistent with that seen in the isolated slab,
suggesting little interaction between the HfS2 and HfO2 slabs.
In interface B, there is more substantial electronic reconstruc-
tion distinct from that seen in the isolated slabs, and we see a
raising of the occupied states into the HfO2 gap, likely caused
by chemical bonds forming across the interface.

Interface B shows a slight asymmetry between its two
interfaces. In the lower interface, the HfS2 sees new states
present at the top of the VBM that are not present in the central
interface [see Fig. S7(a)]. However, this electronic structure of
HfS2 at the lower interface is similar to that seen in the isolated
slab [see Fig. S5(c)], suggesting that the central interface
involves a larger amount of electronic reconstruction. This
minor asymmetry present in the valence states of interface B
results in a slight electric field across this system of around
0.02 eV/Å.

Again, to compare two similar HfO2 surfaces in lateral and
stacked interfaces, we discuss the electronic changes associ-
ated with interfaces C and F [see Figs. 5(c) and 5(f)]. While
both of these heterostructures display type-I band alignment,
in F the surface valence states of HfO2 are almost perfectly
aligned with those of HfS2 (with F just barely being type-I
aligned). We see a lot of similarities between the comparison
of this pair of heterostructures (C and F) and the previous pair
(B and E), including the asymmetric electronic reconstruction
of the lateral interfaces, the lack of electronic reconstruction
of the stacked systems, and the suppression of HfS2 surface
states in the lateral system attributed to bond compensation.
Here, surface states of the HfO2 are suppressed in one of
the interfaces (the lower), while both the interfaces exhibit
HfS2 surface state suppression [see Figs. S5(c), S5(d), and
S6(c)]. As with the previous pairing, the valence states in
the lateral heterostructure exhibit more reconstruction than
the conduction states. In the stacked system (F), the HfS2

dominates the lower conduction region, while the valence
region is contributed to jointly by HfS2 and HfO2.

Interface D is a unique case as it consists of a 2D|2D
interface. The electronic configuration of interface D is similar
to that of A, both exhibit type-I band alignment, in which
the HfO2 gap straddles the HfS2 gap (with HfS2 being the
dominant contributor to states in an energy window of −2
to 2 eV about the valence-band maxima). Furthermore, both
exhibit comparable alignment (1.90 and 1.80 eV for A and
D, respectively), and similar electronic reconstruction for the
HfS2 and HfO2 near-interface states, with a reduction in HfS2

valence and conduction state concentration.
However, for the 2D/2D system (D), we note several un-

usual characteristics, most notably the band gap is smaller
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than in the 2D|3D cases (≈0.43 vs ≈1.3 eV). To identify
the origin of this significant change in gap size, we have
considered the effect of including the van der Waals correc-
tion, tilting, and shear strains. For interface D, we repeated
the relaxation and electronic calculations with and without
the DFT-D3 vdW correction [64] to assess whether this gap
reduction was a result of the choice of functional. However,
the same gap of 0.43 eV is obtained using either approach (see
Fig. S10 [46]). In Fig. S9 [46], we present a 2D|2D interface
that has a reduced anisotropic strain for the HfS2, coinciding
with a smaller smoothing of HfS2 states and a smaller re-
duction of band gap. As such, it is likely that the decreased
gap observed in the HfS2 region is due to the anisotropic
strain on the HfS2 layers. The tilting also results in a reduced
basal spacing from a vdW corrected value of 5.87 to 5.70 Å,
which would strengthen interlayer interactions. We see that
this reduced gap does not relate to interface states, as all of
the HfS2 layers exhibit the same band gap of 0.43 eV [see
Fig. 5(d)]. Thus, it is most likely that this reduced gap is a
result of anisotropic strain on the HfS2 layers.

We next identify how the character of the states of interface
D change due to the anisotropic shear strain. Our results also
show that the states relating to the reduced HfS2 gap are
low in density and appear just below the valence-band edge.
The HfS2 states exhibit substantial reconstruction, losing most
features present in the equivalent slab and the density of states
becoming smoothed out [see Fig. S5(a)]—these changes to
the character remain for the strained isolated slab, so are not
caused by interface interactions [see Fig. S5(b)]. The HfO2

states in the middle of the region appear consistent with the
density of states of the isolated slab [see Fig. S6], indicating
these are bulk 2D like. However, the surface states are dras-
tically different, with large surface states at the valence band
edge being strongly suppressed in the heterostructure.

Our results show that, while lateral junctions are type I,
stacked junctions are either type I or type II with minimal
difference in the valance band offset between the two regions.
These two types of junctions have interesting consequences
for charge transport across the interfaces, particularly for op-
tical excitations such as excitons. For absorptions in the very
near interface region, one can expect lower frequencies to be
absorbed than either of the two constituents band gaps, but as
this region by volume is very small, this contribution should
be minor. Conversely, the creation of excitons will result in
most excitons being trapped in the HfS2 regions, but being
split by the layer-upon-layer (stacked) boundary. It is perhaps
a surprising result that the chemically bonded interfaces will
result in excitons being confined, but traveling perpendicular
from the HfS2 layer into HfO2 (or vice versa) will result in
charge separation. This suggests that, in real samples consist-
ing of multiple interfaces, exciton splitting could occur simply
due to the presence of just a stacked interface, without the
need for dopants. This, in turns, suggests that doping could be
used to enhance or further adjust these effects. Furthermore,
the range in barrier heights for the in plane interfaces is

2.46 eV, and this variety of barrier heights is undoubtedly
larger in real systems, but it remains to be seen if it could
exceed the range provided here.

IV. CONCLUSION

Overall, we have modeled a variety of HfS2|HfO2 inter-
faces, exploring how 2D|3D interfaces behave. Our results
have shown that there exists almost no electronic reconstruc-
tion when layers of HfS2 are placed on a HfO2 substrate.
Conversely, when the connection between HfO2 and HfS2

is made, there is a more significant interface reconstruction
present in the lateral system than the stacked. In the latter case
all examples considered yielded a type-II alignment, whereas
in the case that layers were parallel to the HfO2 substrate
(stacked) we found that the alignment was either type I or type
II with a very small difference between the valance bands of
the two constituents.

Here, we have explored interfaces between 2D HfS2 and
3D HfO2, and shown how the band alignment is dependent
on crystal surface termination. While stacked HfS2|HfO2 het-
erostructures show relative agreement with Anderson’s rule
(as is the case for many stacked 2D TMDC heterostruc-
tures), lateral HfS2|HfO2 heterostructures do not. We explore
the electronic properties of various HfS2|HfO2 interfaces and
attribute the breaking of Anderson’s rule to a significant in-
crease in charge transfer across the interface. We have tried
to remove all variables of the heterostructures to focus solely
on the crystal orientation at the interface. By mitigating other
potential factors, we show that the only change between the
lateral and stacked interfaces is the charge transfer. These
results provide a fundamental understanding of the electronic
properties of HfS2 HfO2 interfaces and show how the surface
termination and orientation of 2D|3D interfaces can have quite
dramatic effects on the band alignment. These results shown
that fabrication will be key and, in turn, allow for tunable band
alignments and better control of electronic and optical devices
for these 2D|3D interfaces.

The data that support the findings of this study are openly
available from the University of Exeter’s Institutional reposi-
tory [80].
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