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ABSTRACT
Multi-robot systems (MRS) are currently being introduced in many
in-field logistics operations in large environments such as ware-
houses and commercial soft-fruit production. Collision avoidance
is a critical problem in MRS as it may introduce deadlocks during
the motion planning. In this work, a discretised topological map
representation is used for low-cost route planning of individual
robots as well as to easily switch the navigation actions depending
on the constraints in the environment. However, this topological
map could also have bottlenecks which leads to deadlocks and low
transportation efficiency when used for an MRS. In this paper, we
propose a resource container based Request-Release-Interrupt (RRI)
algorithm that constrains each topological node with a capacity
of one entity and therefore helps to avoid collisions and detect
deadlocks. Furthermore, we integrate a Genetic Algorithm (GA)
with Discrete Event Simulation (DES) for optimising the topological
map to reduce deadlocks and improve transportation efficiency in
logistics tasks. Performance analysis of the proposed algorithms are
conducted after running a set of simulations with multiple robots
and different maps. The results validate the effectiveness of our
algorithms.
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(a) Real robot (b) Simulated robots

Figure 1: Practical and simulated environments of the logistic robots
used in strawberry farm.

1 INTRODUCTION
The agri-food industry is the UK’s largest manufacturing sector,
twice the size of the automotive and aerospace industries combined
[11]. It is also a truly international industry that employs 3.9 mil-
lion people and underpins the Gross Value Added (GVA) of £113
billion. Although there is widespread agreement that robotics will
transform the food and agriculture industry in the next few years,
much research and development is still needed. Deployment of a
robotic fleet in a farming system have the potential to integrate
multiple autonomous robotic and machine learning applications
into commercial food production, which can improve the current
heavily human dependent practices. This will also form a critical
foundation for the transformation of food supply chains.

In navigation of multiple robots sharing an environment (also
known as multi-robot path planning, MRPP), deadlock avoidance
is a crucial problem since navigation deadlocks degrade the perfor-
mance of the MRS by introducing extra time delay or completely
blocking the navigation and task execution of the involved robots
in the worst case scenario. However, deadlocks are usually difficult
to predict due to the existence of higher-order deadlocks, especially
when many robots moving around in a given environment with
cooperation.

In this paper, deployment of a robotic fleet for logistics opera-
tions in a commercial strawberry production facility, consisting
of polytunnels with raised tables of plants, to aid human pickers
and improve their productivity is considered. This environment
is convenient for human workers for tasks such as picking and
crop-care operations. A topological map abstracting the topological
constraints of the environment into a discretised graph represen-
tation of nodes and edges is used for the route planning of robots
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Figure 2: Time delay caused by deadlock in a multi-robot system.

in this work. However, autonomous robotic navigation in this en-
vironment is challenging as the rows of plants are usually long
(in 100s of metres) and narrow without a chance for the robot to
get around one another, see Fig 1. Therefore, collision avoidance
and deadlock resolution are critical to ensure the robots navigating
efficiently in the environment and executing on-demand logistics
tasks. Towards this, a reactive deadlock resolution algorithm, named
Request-Release-Interrupt (RRI) algorithm is proposed as the first
contribution in this paper.

While deploying a robotic fleet into such an environment, the
primary objective is to ensure the fleet works autonomously in
the existing environment. However, further optimisation in the
autonomous operation of the fleet is possible by identifying and
addressing the navigation bottlenecks and identifying changes in
the topology. With a well-designed topological map, deadlocks
could be reduced and robot’s travelling routes could also be short-
ened, thereby improving the efficiency of the MRS. A GA based
autonomous topology optimisation to address this is the second
contribution in this paper.

2 RELATEDWORK
2.1 Deadlock Avoidance
A deadlock in multi-robot path planning is a situation in which no
member of the group can proceed as each entity waits for others to
take action. Usually, this is caused by robots blocking each other’s
routes, and the coordinator or route planner cannot find a solution
for the robots to avoid each other, even though the solution exists.
When a deadlock occurs in amulti-robot system, delay to the overall
system will be inevitable due to resolving the deadlock. The delay
time 𝑡 is the time that one of the robot used to make away as shown
in Figure 2. In logistics systems with multiple robots, deadlocks
are almost inevitable in such long autonomy tasks. Based on the
planning strategies used in the system, the methods to resolve
deadlocks are quite different.

2.1.1 Centralised Strategies. In a centralised strategy, one coordi-
nator plans the entire route for all robots. A key advantage of the
centralised approach is the capability to find optimal paths for all
robots [20, 22]. To use the centralised approach, the coordinator

must know the current states of all the robots as well as the desired
goal states in order to generate conflict-free or deadlock-free routes
for each robot.

To guarantee conflict-free or deadlock-free routes, the central
planner needs to progressively refine routes of individual robots
using several constraint solvers to get multiple sets of constraints
on routes [21], thereby increasing the computational complexity.
Moreover, in order to obtain deadlock-free routes for all the robots,
some robots may have to wait much longer to let the other conflict-
ing robots pass through the critical points, resulting in slow task
execution times.

However, centralised planners still have the common issue on
scale when increasing the number of agents. Meanwhile, planning
for large scale of agents simultaneously usually requires a large
amount of computational resources.

2.1.2 Decentralised Strategies. In a distributed strategy, every agent
has its own route planner and system configurations are usually
not shared to among all agents. Agents can communicate and ne-
gotiate independently with each other so the decision-making is
decentralised, which allows the multi-agent systems to deal with
dynamic environments and moving obstacles [2]. With some com-
bined heuristics to give priority to the robot which needs the path
most, the decentralised approach can find sub-optimal solutions,
which can also be complete and scalable [14]. As the agents have
limited information about the nearby environment, reservation-
based procedure is a good way to avoid conflicts and deadlocks.
The early work of [10] proposes a first-come first-serve reservation
principle shared by all agents when crossing a crossroad.

When it comes to large-scale and complex systems, decentralised
strategy is necessary to reduce the computational complexity [8].
However, decentralised approaches usually only have local infor-
mation or limited states of the neighbouring agents, so the solution
usually is suboptimal instead of globally optimal [12].

2.1.3 Task Coordinator. Due to obstacles like traffic jams or dead-
locks, the shortest path in logistics systems with multiple robots
does not always correspond to the shortest journey time. To find
the shortest route with conflict-free or deadlock-free, the coordi-
nator needs to use mathematical modeling [25] (like Lagrangian
relaxation [19]), combinatorial scheduling [5, 13, 18], or fuzzy logic
[16]. Shortest time or travelling distance is not the only objective to
be optimised; constraints like agents utilisation, loading, unloading,
queueing, energy cost and so on are also targets to be optimised by
the coordinator [9, 19, 24, 25].

In this paper, we use a centralised strategy for initial route plan-
ning with reservations on the current node occupied by the robot.
However, if a deadlock happens, the involved robots use a decen-
tralised strategy for route replanning based on the information of
the neighbour topological nodes and nearby robots’ states. The pro-
posed algorithm aims to detect and resolve deadlocks in logistics
tasks.

2.2 Topological Optimisation
Topological optimisation has been widely studied in the literature
as the performance of tasks such as localisation and navigation de-
pends closely on the topological map [4]. To improve the navigation
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Figure 3: Multi-robot control system. Task Coordinator allocates
tasks to pickers and robots. Pickers performs picking task. Robots
performs logistics task. Tmap processes the navigation and envi-
ronment information of the topological map. Traffic Coordinator
coordinates the deadlocks and manages the access of storage re-
source. Solid arrow from module A to module B means module A
has full access tomodule B and dashed arrowmeans only read access.

efficiency, firstly the robotic system needs an efficient localisation
method, which can be achieved by using image clusters based on
appearance similarities [23] or laser scanners [3].

In the environment like large corridor-based buildings, the three-
dimensional problem can be transformed into a one-dimensional
simple problem [15]. While in the situation where the robots have
limited field of view, i.e., the sensing interactions are asymmetric,
optimal topologies that yield stable coordination of multi-robot
systems are needed [17].

In the logistics field, where robots need to go through long and
narrow rows for transporting, there are many time slots that could
be shortened like the time pikers has to wait for a robot to come
after calling the robot and the time the fruits are kept outside.
In this paper, we use a Genetic Algorithm (GA) to optimise the
topological locations where the robots should be waiting to improve
the robotic traffic. The proposed algorithm aims to improve the
overall transport efficiency of MRS in logistics tasks.

3 METHODOLOGY
Our multi-agent system consists of 5 main parts: Pickers, Robots,
Tmap, Task Coordinator , and Traffic Coordinator , as shown
in Fig. 3. Pickers and Robots are agents who perform picking
tasks and logistics tasks respectively. The Task Coordinator has
the highest information level, controlling the two agents: Pickers
and Robots, as well as the topological map environment Tmap.
The pickers are assigned the tables to pick fruits from. Whenever
a picker needs a robot to transport the picked fruits, the picker
makes a call which is registered in the Task Coordinator . The
Task Coordinator will assign an idle robot to the picker. All the
agents’ routes are planned by A* algorithm on a Tmap (topological
map) which is shared by all agents and the two coordinators. All
the topological nodes, including the storage node, are modelled
as resource objects which require reservation before an agent can
access them. The capacity of all topological nodes is set as 1 in
this work. When robots have route conflicts with each other, the
Traffic Coordinator interrupts one of the robot to replan using
RRI algorithm (see Section 3.2).

Transportation
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Unloading
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Loading
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Figure 4: State diagram of a robot assistant: (1) Go to picker; (2)
Loading from picker; (3) Go to base; (4) Start parking; (5) Go to stor-
age; (6) Unloading at storage; (7) Idle if no new call from picker; (8)
Charging battery; (9) Back to idle. The dashed steps only happens in
certain conditions: (8) and (9) happen when battery is low; (4) and
(5) happen when the storage is occupied by other robots.

This multi-agent system is simulated using a Discrete Event
Simulation (DES) framework which models the operations of the
system as a sequence of events in time [7]. WIth the DES as the
simulation framework with low computational complexity, a GA
based Topology Optimisation (GATO) is proposed to modify the
topological map to optimise the picking and logistics process (see
Section 3.3).

3.1 Robot states
In our simulation scenario, a robot is modeled as an agent with
six states, as presented in Figure 4. In the simulation of picking
and transporting tasks collaborated with pickers, the robot keeps
switching between these six states in sequence. When one state is
triggered by an event, the robot goes into the next state. For example,
the robot starts at state Idle and goes to state Transportation when
the picker makes a call and the Task Coordinator allocates the
task to the robot, which is represented as transition 1 in Figure 4.
Generally, a complete cycle of robot states consist of at least 4
states (Idle, Transportation, Loading, Unloading) and 5 transitions
( 1 , 2 , 3 , 6 , 7 ). Transition 8 , 9 and state Charging will be
performed when the robot’s battery is lower than a fixed threshold
(here, 40%). Transition 4 , 5 and state Parking will be triggered
when the storage is occupied at the moment when the robot trying
to use the storage resource.

3.2 Request-Release-Interrupt (RRI) Algorithm
The flowchart in Fig 5 shows the coordinator planning path for
a robot and coordinating the traffic among all robots in the RRI
algorithm. When a robot has to navigate from its current location
(start node) to a target location (goal node), an initial path is planned
using the A* algorithm, without considering the locations of the
other agents in the environment.

3.2.1 Request and Release. A robot first estimates the occupy_time
that how long the robot plans to occupy the next node in its path.
The robot must send a request to the topological node resource con-
tainer with the occupy_time (and join the queue if the node already
holds one entity/agent) before reserving and start navigating to the
node. In normal operation without any conflicts, when the robot
leaves, the node is released and becomes available to upcoming
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robots. Each robot will be using its local navigation algorithm to
navigate from one node to the next. When the upcoming node from
the planned route is reserved or occupied by other robots, the robot
pauses its navigation and replans the route (to get a new_route) con-
sidering the other robot as an obstacle. Then it will decide whether
to wait or use the new_route (when it’s livelock) based on the oc-
cupy_time of the robot which holds the reservation to the blocked
node.

3.2.2 Interrupt. If two or more robots stuck in deadlock (see Fig 6),
the deadlock coordinator will rank the involved robots based on
their dodging priorities and interrupts one of the deadlocked robot
(dashed lines in Fig 5). The dodging priority is the priority of tasks
they are performing. For example, a robot has the highest priority to
pass through when heading to or backing from storage station and
no neighbouring nodes to move to. In this case, the other robots
must replan and use a different route. If the dodging priorities
of all robots are the same, other factors such as the robots’ task
stages, number of neighbouring nodes, waiting time, and queue
position can also be considered. As a result, the robots with lower
priorities will be interrupted and forced to replan, thereby clearing
the deadlocked path for the highest priority robot to use.

3.3 Genetic Algorithm based Topological
Optimisation (GATO) Algorithm

When a mobile robotic fleet has to be introduced to an environment,
the easiest option is to develop the robot navigation autonomy
without modifying the topology of the environment. However, the
performance of the MRS will be suboptimal, as the topology was
not designed with robot-operations as a design criteria. On the
other end of the spectrum is building the environment topology
from the ground up, making it optimal for the robots to work. This,
however, is challenging and expensive. An alternate, between the
two ends is to make minor modifications to the topology so that
the efficiency of the fleet operation is improved. Even so, finding
the exact set of changes to adapt the topology from the possible
modifications is still challenging.

Towards this, we propose a Genetic Algorithm based Topological
Optimisation (GATO) algorithm for MRS in logistics tasks. In the
GATO algorithm, a GA iterative approach is used to identify high-
quality topological modifications. In order to check the quality
(fitness) of the topology modifications (candidate solutions), the
DES of picking and logistics operations is used as computationally
low-cost fitness function. For brevity and clarity, we limit the goal
of the GATO algorithm to search for the best locations of base nodes
within a specified area, see the green area in Fig. 7a. However, more
complex topology modifications can be solved using the GATO
algorithm.

The pseudocode of the GATO algorithm is given in Algorithm 1,
where the termination condition is decided by a fixed number of
iterations.When generating the initial population, each individual is
a list of one dimension list with a fixed number of genes (topological
nodes). With each individual, we run DES to simulate the picking
and transporting tasks, returning a result consisted of the simulation
time and the deadlock number. Then the result is multiplied by a
negative 2 × 1 weight to get the fitness of the individual as in (1).
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Figure 5: Flowchart of RRI algorithm for route traversing in multi-
robot systems.

𝑓 =
[
𝑡𝑠𝑖𝑚 𝑛𝑑𝑙

]
×
[
𝑤1 𝑤2

]𝑇 (1)
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Figure 6: Schematic of three robots in deadlock (a) and stages (b-f)
of resolving deadlock by making robot A step aside.

Algorithm 1 GATO
𝑡 ← 0; 𝑡 ∈ 𝑁
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑃 (𝑡))
while 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 < 𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 do

𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒𝐼𝑛𝐷𝐸𝑆 (𝑃 (𝑡))
𝑃 ′ (𝑡) ← 𝑠𝑒𝑙𝑒𝑐𝑡𝐵𝑒𝑠𝑡𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 (𝑃 (𝑡))
𝑃”(𝑡) ← 𝑠𝑒𝑙𝑒𝑐𝑡𝑃𝑜𝑝𝐹𝑜𝑟𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 (𝑃 ′ (𝑡))
𝑃 (𝑡 + 1) ←𝑚𝑢𝑡𝑎𝑡𝑒𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑃”(𝑡))
𝑡 ← 𝑡 + 1

end while
return 𝑓 𝑖𝑡𝑡𝑒𝑠𝑡𝑀𝑒𝑚𝑒𝑏𝑒𝑟𝑂 𝑓 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑃)

where 𝑓 is fitness, 𝑡𝑠𝑖𝑚 is the simulation time, 𝑛𝑑𝑙 is the number
of deadlock, [𝑤1 𝑤2] is the multi-objectives optimisation weight
vector, which is negative as we want to minimise the simulation
time and deadlock number. In the mutation or crossover process,
the topological nodes of the individual are changed or exchanged.

4 EVALUATION
We used GATO for automatic topological optimisations in two
strawberry farms: a small trial farm with two polytunnels of ap-
proximately 25m in length (referred later as Riseholme map) and
another with four polytunnels of approximately 130m in length in
a commercial production field (referred later as Clockhouse map).
Within these environments, GATO is used to find the best locations
in a pre-defined area for robot base nodes where the robots wait
for new tasks when idle. The DES model simulates the full picking
process, and is used here to evaluate the operational model corre-
sponding to the topology modifications at fleet scale. For each DES
simulation, Riseholme map takes about 3 seconds, Clockhouse map
takes about 7 seconds. The parameters used for the DES are given
in Table 1, refer to [7] for details of the DES.

4.1 Experimental setup
In this implementation, the GATO algorithm minimises the simu-
lation time and deadlock numbers as defined in formula (1), both
values normalised to [0, 1]. It should also be noted that other metrics

(a) Riseholme map specified area (b) Clockhousemap specified area

Figure 7: Specified rectangle area (green) for adding nodes as base
stations.

Table 1: DES parameters.

Parameter Value
picker_picking_rate [0.4, 0.02]m/s
picker_transportation_rate [1.0, 0.04]m/s
picker_max_n_trays 4
picker_car_n_trays 2
picker_unloading_time [10.0, 0.2]s
tray_capacity 1200g
n_robots 2/4/6/8
robot_transportation_rate 1.0m/s
robot_max_n_trays 4
robot_unloading_time 10.0s
base_station_nodes 2/4/6/8
n_polytunnels 2/4
row_nodes 8 * 12/45 * 16
yield_per_node [200.0, 5.0]

could also be used as the fitness value depending on the target we
aim to optimise. For example, metrics such as robot travel distance,
picker waiting time, and robot parking time are other possible fit-
ness values for the picking and logistics process considered here.
The other parameters of GA are presented in Table 2.

The experiments were validated with the Riseholme map with
168 nodes and the Clockhouse map with 743 nodes. As shown
in Fig. 7, green areas are specified for adding extra topological
nodes used for waiting nodes. The Risehome map is to be modified
with the addition of four new nodes: WayPoint144, WayPoint145,
WayPoint146, andWayPoint147, as shown in Fig. 7a. Similarly, the
Clockhouse map is to be modified by the addition of four new nodes:
WayPoint10,WayPoint11,WayPoint12, andWayPoint13, as shown in
Fig. 7b. In both these maps, individuals of the initial population are
created by GA as the location of four base nodes randomly placed
within the specified area with constraint that the distance between
any generated node is not less than a threshold 𝜎𝑟 from the nodes
already created. In this paper, 𝜎𝑟 is 1.0m. Also, each newly added
node is connected to its nearest three nodes including the existed
nodes and the newly generated nodes.
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Parameter Value Note
N_POP 128 the number of initial individual population
N_GEN 20/50 the number of generations to run
INDPB 0.05 the probability of mutate each attribute/gene of the individual
N_BASE 6 the number of base that each individual consists
CXPB 0.5 the probability with which two individuals are crossed
MUTPB 0.10 the probability for mutating an individual
N_TOU 10 the parameter for selecting individuals for breeding the next generation: each individual of the current generation

is replaced by the ’fittest’ (best) of N_TOU individuals drawn randomly from the current generation
WEIGHTS [-1.0, -4.0] [𝑤1 𝑤2] in formula (1), used to vary the importance of each objective one against another, a minimizing fitness

is built using negatives weights
Table 2: GA parameters.

Table 3: Comparison of simulation time (defined in equation
1) between RRI and Fragment Planner with the Riseholme
map.

Scenario Time (s)
picker=2, robot=2, Fragment Planner 1328.8 ±77.4
picker=2, robot=2, RRI 1267.7 ±54.5

4.2 Experimental results
Initially, the robustness of the RRI algorithm for MRPP and deadlock
resolution is evaluated with the original Riseholme map (without
the new nodes) and by comparing against the performance with
another MRPP algorithm named Fragment Planner [6]. The Frag-
ment Planner algorithm is deadlock-free by ensuring all except
one robot are blocked until the robot which is not blocked passes
through the overlapping section of the route. The testing plan was
to run the simulations for different number of pickers and robots
for both MRPP algorithms. However, the Fragment Planner resulted
in much larger delays in the logistics process when the number of
pickers and robots were increased. So the comparison is limited
to one test case with two pickers and two robots. Table 3 shows
that RRI contributes to shorter completion time than the Fragment
Planner.

Further evaluations of the GOTA algorithm were run only with
the RRI algorithm. Table 4 indicates that the proposed RRI algo-
rithm is robust enough on deadlock resolving. In these evaluations,
the first test started with 2 pickers and 2 robots, performed all 8916
completed trials in all GOTA iterations, reaching a success rate of
100%. Within these simulations, the RRI achieved 1569202 route
planning goals and resolved 20827 deadlocks. As the number of
picker and robot increasing, the number of deadlocks increased dra-
matically from 20827 to 132572 for 8 pickers and 8 robots. However,
the success rate only drops by 0.86%, from 100% to 99.14%.

Fig. 8a shows that the GA starts converging from the 5th gen-
eration with the fitness dropping to (0.32), which is very fast. The
metrics analysed on the robot’s performance are defined as the
following:

(1) Service distance: The route distance between the robot’s
location when being called and the position when arriving
picker’s location.

(2) Delivery distance: The route distance between the picker’s
location and the position when arriving at the drop-off point
(storage).

(3) Service time: The time from the robot being called by a picker
to the time that the robot arriving at the picker’s location.

(4) Delivery time: The time from the picker finishing loading to
the time that the robot arriving at the drop-off point.

(5) Service speed: The average speed that the robot travelling
from current location when being called to the goal location,
i.e., picker’s location.

(6) Delivery speed: The average speed that the robot travelling
from picker’s location to the drop-off point.

(7) Work time: the sum time of transporting,loading, and un-
loading.

(8) Rest time: the sum time of waiting at the base, including
parking and idle.

(9) Waiting time: the sum time of parking at the base.

From Fig. 8a top left Service Distance we can find that both the
actual delivery distance and service distance are longer than the
corresponding shortest distance. That is because the robot has
to replan often due to route conflicts with other robots. The gap
between actual and shortest delivery distance is much bigger than
the gap between the actual and shortest service distance means that
the robot usually have to wait at the base.Work and Rest Time at
the bottom left proves that the robot spend no time at the base for
waiting the calls from pickers. From Fig. 8a top right Service Time
we know that the actual (∼610s) service time is much longer than
the shortest (∼380s) service time to picker, which means that there
is long delays or frequent route replan happening. While the actual
delivery time (∼750s) is much longer than the shortest delivery
time (∼450s) due to long waiting time for using the storage.

From Fig. 8a bottom left Service Speed we know that the robot’s
max service speed and max delivery speed are all equal to the preset
value (1.0m/s), but the actual service speed (∼0.78m/s) and actual
delivery speed (∼0.68m/s) are much lower. Again, this is due to the
long waiting time during delivery.

From Fig. 8a bottom right Work and Rest Time we know that
the robot actually works a long time (∼1800s) and never in idle
mode (0s). But spend a lot of time on waiting as shown in rest time
(∼200s). It means there is room to improve the utilisation rate of
robots.
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Table 4: Results of RRI on deadlock resolving

Scenario Goals Success Goals Fail Deadlocks Trials Success rate
picker=2, robot=2 1569202 0 20827 8916 100.0%
picker=4, robot=4 1420544 5 42158 9012 99.94%
picker=6, robot=6 1317200 12 50116 9051 99.87%
picker=8, robot=8 1293508 76 132572 8841 99.14%

Fig. 8a shows the best result from each generation. In general,
the values (simulation time, deadlock number and fitness) are con-
verging towards steady values that are same level as the best values
from Fig. 8a. Though the simulation time and deadlock numbers
vibrate through generations, the trend of the their combined fit-
ness values indicates that the overall performance of individuals
are improving owing to the evolutionary processes of GA which
keeps selecting the fittest individuals for reproduction to produce
offspring of the next generation.

Fig. 8b shows the heatmap of the best individuals for the Rise-
holme map. The rectangle block represents the topological node
located by coordinate x and y. The heatmap value shows how fit
the individual is. 1.0 means the node as a base station has the
𝑀𝑖𝑛(𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒 + 𝑛_𝑑𝑒𝑎𝑑𝑙𝑜𝑐𝑘) while 0.0 means the max of
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒 + 𝑛_𝑑𝑒𝑎𝑑𝑙𝑜𝑐𝑘 . The figure indicates that the best
individuals are not unique. As one node is not best individual with
some nodes but could be best when combined with other nodes. It
should be noted that even if a gene of the individual (i.e., base node)
has 0.00 fitness this generation, next generation it could have higher
fitness if mixed up with other genes. It explains why sometimes we
don’t see the minimum valid genes that have fitness of 0.01. The
figure gives us an indicate of where the best individual could be. To
find out the best individual all over the generations, Fig. 8c presents
one of the best individual who consists of 3 topological nodes. The
position of these 3 nodes are presented in Fig. 8d.

Fig. 9 shows the metric evolutionary process of the GA with the
Clockhouse map. Similarly, the GA starts converging towards a
stable solution after 4 generations by dropping to around 0.35. Com-
pared to Fig. 8a, Fig. 9a has a bigger vibration due to the Clockhouse
map being much larger than the Riseholme map and introduces
more uncertainties.

Table 5: Results of GATO compared with default methods

Scenario Time (s) Deadlocks
picker=4, robot=0 5155.6 ± 112.7 -
picker=4, robot=4, Head 4038.2 ±134.5 9.9
picker=4, robot=4, GATO 3979.5 ±83.5 3.9

Table 5 compares the results of GATOwith default method on the
Clockhouse map. All scenarios run 10 times with random Gaussian
noise to imitate picking speed variations. The first scenario does not
use robots for logistics task, the pickers perform picking and trans-
porting. We can see it costs the longest simulation time (defined in
equation 1) for picking and transporting. The second scenario uses
4 pickers for picking and same number of robots for transporting.
The base stations are set at the head of the rows by default. The

third scenario uses same pickers and robots as second scenario, but
the base stations are generated by GATO within the specified area.
We find that the GATO achieves best result on minimum simulation
time (3979.5s) and minimum deadlocks (3.9). Also, the minimum
STD (83.5) indicates that the simulation time is more stable than
other scenarios.

5 CONCLUSIONS AND FUTUREWORKS
This paper investigates the use of distributed coordination approach,
based on on-demand reservation table, for deadlock resolving in
MRS. Furthermore, this paper implemented an algorithm for auto-
matic topological optimisation for multi-robot systems in logistics,
based on GA. Specifically, we consider the deadlock resolving prob-
lem related to soft fruit logistic operations, where robots must
transport soft fruit from picker’s loading place to drop-off point
while minimising deadlocks and overall operating time. Crucially,
we devise a specific RRI algorithm for our deadlock resolving prob-
lem, where waiting time and new route are compared for a better
planning. This allows us to use the RRI approach to efficiently solve
our deadlock resolving and collision avoidance problem. Moreover,
we integrate the RRI algorithm along with GA for automatically
optimising the topological map to improve the efficiency of multi-
robot systems in logistics. Specifically, we specify a rectangle area
for randomly generate new base stations for robot to wait while
the storage node is occupied. A group of topological nodes are
encoded as a GA individual and fittest individuals are selected for
reproduction in order to produce offspring of the next generation.
Then we get a best individual among all the individuals which is
also a good quality solution for the topological map.

Finally, we empirically evaluate our RRI and GATO in discrete
event simulations with random environments, comparingwithman-
ually optimised topological map. Results show that RRI provides
superior performances in deadlock resolving and GATO is good in
finding high quality solution for multi-robot systems in logistics.

We believe that our work takes a first important step towards
the use of automatic topological optimisation method for MRS in
logistic scenarios, opening up a novel promising direction for MRS
coordination in industrial domains, where existing works use GA
for optimise task assignment [1]. In the future, we plan to consider
the real-time distribution of deadlocks by adding penalty to those
nodes where deadlocks often happen, as shown in Figure 11.
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(a) Metrics analysed on the robot’s performance: distance, time, speed.
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(b) Base nodes heatmap shows the location of the added base stations
and their fitness. The value 1.00 means the node has minimum fitness,
i.e., the sim time is small and the deadlocks are few.
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(c) Deadlock and Sim Time over GA generations

(d) Visualisation of the best base nodes generated
by GA

Figure 8: Autonomous topological optimisation for minimising sim
time and deadlocks by adding nodes in the specified area generated
by GA and evaluated by DES with 3 robots on Riseholme map.
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(a) Metrics analysed on the robot’s performance: distance, time, speed.
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(b) Base nodes heatmap shows the location of the added base stations
and their fitness. The value 1.00 means the node has minimum fitness,
i.e., the sim time is small and the deadlocks are few.
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(c) Deadlock and Sim Time over GA generations

(d) Visualisation of the best base nodes generated by GA

Figure 9: Autonomous topological optimisation for minimising sim
time and deadlocks by adding nodes in the specified area generated
by GA and evaluated by DES with 6 robots on Clockhouse map.
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Figure 10: Visualisation of the best base nodes generated by GA and
evaluated by DES with 8 robots on Clockhouse map.

Figure 11: Heatmap distribution of the accumulated deadlocks over
the GA generations with the Clockhouse map, showing most of
the deadlocks locate in the head lanes and the entrance of storage,
especially the junction area between them (large number and dark
colour). The mini heatmap at the left corner is of the full map and
the red area is where the deadlocks often happen and is enlarged.
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