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ABSTRACT
As eye tracking in augmented and virtual reality (AR/VR) becomes

established, it will be used by broader demographics, increasing

the likelihood of tracking errors. Therefore, it is important when

designing eye tracking applications or interaction techniques to

test them at different signal quality levels to ensure they function

for as many people as possible. We present GE-Simulator, a novel

open-source Unity toolkit that allows the simulation of accuracy,

precision, and data loss errors during real-time usage by adding

gaze vector errors into the gaze vector from the head-mounted

AR/VR eye tracker. The tool is customisable without having to

change the source code and changes in eye tracking errors during

and in-between usage. Our toolkit allows designers to prototype

new applications at different levels of eye tracking in the early

phases of design and can be used to evaluate techniques with users

at varying signal quality levels.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI);Mixed / augmented reality;Virtual reality; User interface
toolkits.
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1 INTRODUCTION
Eye tracking is becoming an increasingly prevalent input modality

for use within augmented and virtual reality (AR/VR) applications.

Due to its speed and because users naturally look at objects they

are interested in, gaze has been proposed as an attractive modality
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for interaction and inference [David-John et al. 2021; Kytö et al.

2018; Sidenmark and Gellersen 2019]. However, tracking gaze is not

precise or easy, especially in the diverse settings exposed by mobile

head-mounted displays (HMDs). Eye trackers commonly require a

calibration process to map captured eye images to gaze directions.

Poor or missing calibrations can cause accuracy error (that is, the
difference between actual and recorded gaze directions) that can

significantly change the gaze direction. Furthermore, our constantly

moving eyes and their natural jitter introduces a natural level of

noise within gaze signals that can increase due to tracking difficul-

ties [Holmqvist et al. 2011]. Such precision error affect the stable
inference of the gaze position and also algorithms with dispersion

or velocity thresholds to detect gaze movements [Salvucci and Gold-

berg 2000] or interaction based on relative eye movements [Siden-

mark et al. 2020a]. Finally, eye tracking devices require a clear view

of the eyes, factors such as lighting and glasses can cause significant

precision and accuracy issues, and even data loss [Holmqvist et al.

2011], thus making online usage of gaze data difficult [Holmqvist

et al. 2011, 2012; Norouzi et al. 2019].

Many researchers report the accuracy and precision determined

by the manufacturer [Akkil et al. 2014; Holmqvist et al. 2012], but

these metrics are typically calculated under ideal conditions, which

are not representative of in-the-wild usage. Furthermore, in user

studies with online eye tracking data, participants with poor data

quality are commonly discarded [Ahn et al. 2020; Feit et al. 2017;

Norouzi et al. 2019]. These decisions may lead to a limited un-

derstanding of gaze-based interaction techniques and applications

since scenarios with ideal eye tracking are assumed. Furthermore,

if eye tracking error was not considered during the early develop-

ment of applications, results may be worse than expected during

evaluation as a wider demographic is employed.

Previous research has shown that eye tracking errors on the

gaze vector can have a significantly negative impact on the us-

ability of such applications [Feit et al. 2017; Norouzi et al. 2019;

Sidenmark et al. 2022]. Furthermore, if eye tracking error is not

considered during the development phase, there is a risk of acciden-

tally making gaze-based applications inaccessible for users with

poor eye tracking. HMD-based eye trackers are becoming more per-

vasive and will be used in various contexts, increasing the chance

of tracking in non-ideal conditions. During the design phase of

gaze-based interaction techniques, eye tracking errors should be an

early consideration and tested on various quality levels to predict

users’ performance in the wild. Furthermore, different works on

AR/VR-based eye tracking have simulated vector-based eye track-

ing errors with different methods, making comparison of studies
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difficult [Graupner et al. 2008; Mughrabi et al. 2022; Norouzi et al.

2019; Sidenmark and Gellersen 2019]. Together, these factors high-

light the necessity of a tool that allows easy use of eye tracking

errors during the development of gaze applications. Standardisa-

tion of eye tracking errors also ensures that the method of error

simulation is clear and reproducible.

To address these issues, we contribute a novel open-source Unity

tool, Gaze Error Simulator (GE-Simulator)1, that allows easy simu-

lation of eye tracking errors commonly found in gaze vectors for

HMD-based eye tracking. GE-Simulator can be used in both the

design and evaluation of techniques to give a more comprehen-

sive understanding of gaze-based techniques and applications at

various levels of data quality. GE-Simulator is designed to be uni-

versal by supporting the most commonly found HMD-based eye

trackers used for research. The methods of simulation are based on

previous works that simulate eye tracking errors of gaze vectors

and enable replicable simulation for comparison between different

research projects. The goal of GE-Simulator is to enable developers

to consider gaze errors early in the design phase of gaze-based

applications to make eye tracking more accessible.

2 RELATEDWORK
2.1 Types of Eye Tracking Error and Impact
Measuring and handling gaze signal error is an important aspect of

eye tracking and gaze-based interaction. In this context, accuracy
refers to the average difference between the true and measured gaze

directions and provides a measure of the quality of the calibration

and gaze-mapping procedure [Holmqvist et al. 2012]. Accuracy

is calculated as the angular difference (𝜃 ) between the gaze ray

reported and an imaginary gaze ray projected from its origin onto

the target stimulus (Equation 1). Precision quantifies the ability of

the eye tracker to reliably reproduce a given result, regardless of

the intended gaze location, and represents an aggregate of system-

inherent, oculomotor, and environmental noise [Holmqvist et al.

2011]. Precision is commonly calculated using the root mean square

(RMS) of the intersample angular (𝛼) differences (Equation 2). For

HMD-based eye trackers, intersample angles can be calculated by

measuring the angle between successive gaze ray samples reported

by the eye tracking SDK.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1

𝑛

𝑛∑︁
𝑖=1

𝜃𝑖 (1)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑅𝑀𝑆 =

√√
1

𝑛

𝑛∑︁
𝑖=1

(
𝛼2
𝑖

)
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Finally, data loss, is defined as when a tracker is unable to output

a gaze direction, which can be caused by a poorly aligned tracker

or by user factors such as eye shape and glasses [Holmqvist et al.

2011]. Data loss is commonly calculated as the percentage of lost

data points over a defined time window. Accuracy, precision and

data loss can have a significant negative impact on gaze-based

interaction and may vary between tracking areas [Feit et al. 2017]

or over time due to changing lighting conditions, or slippage of a

1
https://github.com/ludwan/GE-Simulator

head-mounted display in AR and VR settings [Drewes et al. 2012;

Holmqvist et al. 2011; Niehorster et al. 2020].

Eye tracking errors and their impact on the user experience

within the domain of AR and VR have recently received significant

attention. Previous work has shown that precision error can have

a significant impact on gaze-based target selection [Graupner et al.

2008; Mughrabi et al. 2022]. Similarly for accuracy errors, signifi-

cant errors would cause the gaze position to be outside the target

area [Erickson et al. 2020; Graupner et al. 2008; Norouzi et al. 2019].

Accuracy error has received significant attention within the HCI

field, where researchers are using a second, more accurate modality

to refine gaze positions [Kytö et al. 2018; Sidenmark et al. 2020b;

Zhai et al. 1999]. These results highlight the importance of being

mindful of eye tracking errors early in the design process of novel

gaze applications, which we enable through our toolkit.

2.2 Error-aware Systems
The impact of eye tracking errors has led to the development of

error-aware gaze-based systems that store current eye tracking

calibration data that contain measurements of all gaze signal errors.

These recordings are then leveraged to adjust the interaction by

correcting the gaze direction [Barz et al. 2016, 2018; Fares et al.

2013], expanding the user interface widgets that are placed in areas

where the eye tracking signal is poor [Feit et al. 2017], or using

fallback modalities [Sidenmark et al. 2022]. Alternatively, incor-

rect interactions are detected via brain-computer interfaces and

corrected [Kalaganis et al. 2018]. Our toolkit allows users to proto-

type error-aware systems with artificial data without the burden of

collecting real eye tracking data at every step of the process.

2.3 Open-Source Tools
Several open-source tools have been developed for remote eye

trackers to make error measurements accessible and reproducible.

These tools are used for validation of data quality [Akkil et al. 2014],

assessment of data quality under non-ideal conditions [Clemotte

et al. 2014] or with more difficult populations [Dalrymple et al.

2018]. Most recently proposed was GazeMetrics by B. Adhanom

et al. [2020], which enables a rigorous and standardised method to

measure eye tracking errors for HMD-based eye trackers. These

toolkits emphasise the need to standardise eye tracking error mea-

surements. While these tools focus on measuring errors, we focus

on the simulation of errors to enable easy prototyping and develop-

ment with errors in mind to make eye tracking more accessible.

3 SYSTEM DESCRIPTION
GE-Simulator is a standalone package that allows online simulation

of eye tracking errors. The main benefit of GE-Simulator is that

users can easily simulate eye tracking of different quality during

every phase of design, development, and evaluation of gaze-based

applications. The gaze errors are fully customisable without mod-

ification to the source code. All changes can be saved as default

settings that can easily be swapped between each other.

3.1 Technical Specifications
GE-Simulator is a software package built in Unity. The toolkit

provides built-in support for the Unity software development kits

https://github.com/ludwan/GE-Simulator
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Figure 1: Left: GE-Simulator high-level class diagram. Right: The user defines an offset direction (𝜃 ) and amplitude (𝑟 ) to add to
the original gazer vector (green) to simulate accuracy and precision errors.

(SDKs) of multiple AR and VR head-mounted eye trackers. These

SDKs, in turn, support multiple eye tracking platforms. The toolkit

was built using the provider model design patterns, an extensible

software design pattern that allows users to add their own sup-

port of eye tracking SDKs to the source code to support more eye

trackers and applications. Figure 1 shows a high-level overview of

GE-Simulator. Each main component is discussed in detail in the

following subsections.

The toolkit supports eye tracking from multiple manufacturers.

The toolkit includes built-in support for four eye tracking SDKs,

including the native VIVE SRAnipal SDK for VIVE Pro Eye, the

Varjo XR SDK, which can be used with the Varjo XR-3, Varjo VR-3,

and Varjo Aero, the Oculus Integration SDK, which enables Meta

Quest Pro to be used, including eye tracking, and the MRTK SDK,

which enables support of Microsoft HoloLens 2. The toolkit was

tested for functionality on Unity version 2020.3.42f using the eye

tracking SDKs: Vive SRAnipal SDK v1.3.3.0, Varjo XR SDK v3.3.0,

Oculus Integration SDK v47.0
2
and MRTK v2.8.2. The development

and testing of the system were carried out on Windows 10.

3.2 Error Simulation
GE-Simulator simulates eye tracking errors based on the gaze data

provided by the selected eye tracker’s Unity SDK. HMD-based eye

trackers commonly report gaze data in the form of a ray or origin

and direction 3D vectors from which a ray can be created. The ray

then originates from the head or eye position and is directed in

the user’s gaze direction [Duchowski et al. 2002]. Calculating an

accurate ray can be a challenging problem, widely covered in the lit-

erature [Pfeiffer et al. 2008]. These issues showcase the importance

of our toolkit, which allows testing eye tracking-based applications

at various levels of eye tracking data quality.

GE-Simulator simulates eye tracking errors by “adding” errors

to the ray provided by the eye tracking SDK. The toolkit supports

three types of eye tracking error – data loss, accuracy error, and

precision error. The methods of simulating errors are based on

previous work that has investigated the effect of online gaze errors

2
With the Oculus XR Plugin v2.2.3-preview.2.

on user experience and performance. For each type of error, we

define our simulation method and how users can adjust the error

with the toolkit.

3.2.1 Data Loss. Similarly to previous work, we define data loss as

the probability of lost gaze data due to the eye tracker not tracking

the eye and thus not outputting a gaze ray [Norouzi et al. 2019]. To

implement this error, for every data point the eye tracker outputs,

the toolkit measures the chance that the data point is overwritten

as “lost” based on a value (𝑑) set by the designer. For example, if 𝑑

is set to 0.5, there is a 50% chance that the data will be lost. If an

output is defined as lost, we do not apply the following accuracy

and precision errors.

3.2.2 Accuracy Error. Accuracy error represents a persistent angu-

lar offset between the true gaze direction and the measured gaze

direction. To implement this error, we rotate every measured gaze

ray with a constant angular amplitude in a specified rotation (Fig-

ure 1). The user defines the rotation in polar coordinates relative

to the measured gaze ray. As such, the user specifies a rotation (𝜃 )

and an amplitude (𝑟 ). Rotation (𝜃 ) is expressed in degrees (0− 359
◦
)

where 0
◦
represents the rightwards head direction, rotating anti-

clockwise (Figure 1). The amplitude (𝑟 ) is expressed in visual degrees

and represents the amplitude of the rotation in the direction 𝜃 . In

Unity, the toolkit translates 𝑟 and 𝜃 into a quaternion applied to the

measured gaze ray. This allows users to easily define the direction

and amplitude of the accuracy errors.

3.2.3 Precision Error. Precision error represents a dynamic angular

difference between the true gaze direction and the measured gaze

direction. Commonly this dynamic error is calculated for every

gaze point, by sampling direction and amplitude values from pre-

defined distributions. The direction (𝜃 ) is sampled from a uniform

distribution (in our case, a value between 0 − 359
◦
) [Graupner et al.

2008]. However, the amplitude of the precision error has previ-

ously been sampled from both uniform [Norouzi et al. 2019], and

Gaussian [Graupner et al. 2008; Mughrabi et al. 2022; Sidenmark

et al. 2022] distributions. Therefore, GE-Simulator includes both

“Uniform” and “Gaussian” modes for simulating the precision error.
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Figure 2: Easy-to-use settings allow the designer to customize various aspects of GE-Simulator. This figure shows the settings
windows for each error mode (A: Independent Mode, B: Dependent Mode, C: No Error Mode).

In Uniform mode, the user defines an upper threshold value (𝛼)

for the amplitude of the precision error. 𝑟 is then sampled from a

range between 0 and 𝛼 using the Unity function Random.Range,

which is based on the Xorshift algorithm [Marsaglia 2003]. In Gauss-

ianmode, the user defines the standard deviation (𝜎) of the Gaussian

distribution. We then sample 𝑥 , and 𝑦 from the Gaussian distribu-

tion (mean = 0, standard deviation = 𝜎), which are translated into

polar coordinates (𝜃, 𝑟 ). As in previous work [Mughrabi et al. 2022],

the Gaussian distribution is approximated with the Marsaglia-polar

method [Marsaglia and Bray 1964].

3.3 Adding the Eye Tracking Error
After generating the values for data loss, accuracy error, and pre-

cision error, we add them to the gaze ray. Accuracy and precision

errors are only added if the data is not deemed lost. The accuracy

error is first added, and the precision error is added to the gaze ray

with the added accuracy error.

Previous work that has simulated eye tracking errors generally

only does so on the combined gaze ray [Mughrabi et al. 2022; Siden-

mark et al. 2022]. However, it may be of interest to add errors to only

one eye to simulate users whose eye tracking only works on one eye

or for applications which use the individual gaze signal from each

eye. To facilitate customisation, GE-Simulator provides different

“error modes” (Figure 2) that define the relationship between the

errors of each eye and the combined gaze ray:

Independent Mode: In Independent mode, the user defines

the probability of data loss, accuracy error, and precision er-

rors separately for each eye. There is no relationship between

the different gaze signals.

Dependent Mode: In this mode, the user defines all errors for

the left and right eyes, and the respective error is added to

each eye. The gaze signal is then calculated as the mean of

the eye signals. If the signal from only one eye is available,

the gaze ray will be equal to the valid eye ray. If the data

from both eyes are deemed lost, so is the combined gaze

data. This mode is not functional for eye trackers, which

only output the combined gaze ray (i.e., HoloLens 2).

Table 1: Averages and standard deviations of data quality
metric values across all participants for each condition.

Metric Normal AccSim PrecSim LossSim

Accuracy (
◦
) 1.49 ± 0.82 6.00 ± 1.14 3.61 ± 0.25 1.49 ± 0.84

Precision - RMS (
◦
) 0.29 ± 0.17 0.15 ± 0.07 4.92 ± 0.05 0.13 ± 0.10

Data Loss (%) 8.52 ± 4.10 5.20 ± 2.92 1.91 ± 1.22 51.84 ± 2.63

No Error Mode: No errors are added to the data. This allows

users to integrate GE-Simulator to their gaze data pipeline

with the option of not introducing additional errors without

having to manually adjust multiple gaze error parameters.

3.4 Evaluation
To evaluate and confirm the functionality of GE-Simulator, we per-

formed a small study where we collected sample data from four

users (2 female, 2 male, 24.58±4.25 years age) with varying levels of

eye tracking error. Participants all had normal vision without cor-

rection and had previous occasional experience with eye tracking

and VR. For this purpose, we used the HTC Vive Pro Eye head-

set and its SRAnipal SDK. We integrated GE-Simulator with the

GazeMetrics toolkit, which records data quality for HMD-based eye

trackers through a typical calibration procedure [B. Adhanom et al.

2020]. We used the preset 9 targets placed in a circular arrangement

with a radius of 0.3 metres at a 1-metre distance. We displayed

each target for 2 seconds and excluded the first 500 ms from the

calculation. The participants performed this procedure four times

with varying errors introduced:

Normal: No added eye tracking error.

AccSim: 5◦ added accuracy error in the 0
◦
direction.

PrecSim: Added Gaussian precision error with 𝜎 = 5
◦

LossSim: Added 50% probability of data loss.

All errors were applied to the gaze ray in independent mode.

Error order was counterbalanced with a balanced Latin square.

Results can be found in Table 1. The results show that our toolkit

successfully adds each type of error to the gaze signal. Note that due

to the way accuracy error is calculated (Equation 1), accuracy error
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Figure 3: In-game menu of GE-Simulator where error param-
eters can be adjusted during runtime.

increase with an increase in added precision error. Furthermore,

note that this study is aimed at merely confirming the functionality

of our toolkit and should not be treated as an empirical study of

the eye tracker.

4 SYSTEM USAGE
GE-Simulator is designed as an easy-to-use Unity package that can

be added to any Unity project. The toolkit includes events that can

be subscribed for easy integration into the eye tracking pipeline,

whether for simple prototyping of new interaction techniques or

applications or as part of formal user studies.

GE-Simulator includes all the source code and assets necessary

for usage. The user simply has to add the toolkit, which can be

found on its GitHub page
3
and the SDK of their eye tracker. Once

the package has been added, the developer has to add the “GE-

Controller” or “GE-Menu” prefab to the project scene by dragging

and dropping it in the hierarchy window. The GE-Controller prefab

enables changes to the error simulation via the editor window

(Figure 2). Users can change the eye tracker, how to activate the

error simulator (via a Unity Action), error mode, and, depending

on the error mode, the error parameters of the gaze and individual

eyes. Error parameters are implemented as scriptable objects, which

means that error parameters can be saved as presets that can be

dragged and dropped into GE-Controller.

The GE-Menu prefab also includes a menu added to the virtual

environment (Figure 3). This allows developers to adjust parame-

ters without removing the HMD to change settings in the Unity

editor. The in-game menu is implemented via the standard Unity

UI package, and the toolkit uses the same provider pattern as eye

trackers so that users can define how to interact with the menu.

Finally, the toolkit includes a gaze trail script which visualizes the

erroneous or original gaze trails during use (Figure 4). Users simply

define which eye (gaze, right, left) and signal to trace (original,

erroneous). Multiple traces can be added without issue.

3
https://github.com/ludwan/GE-Simulator

Figure 4: Gaze trail of GE-Simulator to visualize gaze.

5 LIMITATIONS AND FUTUREWORK
GE-Simulator only approximates gaze errors, and using eye tracking

in the wild may lead to different error behaviours and thus results

for any designed application or interaction technique. Furthermore,

our error simulation could be expanded. The errors included in the

toolkit focus on gaze vector errors. The toolkit could be expanded

to include errors on the pupil size, and latency of the eye tracker.

Furthermore, the included errors could also be expanded. For ex-

ample, our data loss calculation does not support the simulation of

long periods of data loss caused by misalignment of the eye tracker

or blinks. In addition, data loss is often accompanied by artefacts

causing significant shifts in the data [Holmqvist et al. 2011]. These

aspects could be supported in future versions of the toolkit. In ad-

dition, previous research has shown that eye trackers tend to be

more accurate when users are looking straight ahead compared to

glancing [Feit et al. 2017]. Being able to define areas of the tracking

area with different levels of eye tracking error could be a beneficial

addition. Furthermore, our precision simulation assumes symmet-

rical distributions. However, previous work has shown that noise

does not have to be symmetrical [Feit et al. 2017]. Being able to

define asymmetric precision simulation would make the error sim-

ulation more akin to eye tracking in the wild. Finally, a significant

limitation of our work is that we only tested a part of the toolkit’s

functionality on users and had a relatively small sample size. While

we are confident in its functionality, the effect of the toolkit on user

studies has not been formally evaluated.

6 CONCLUSION
Data quality is a vital component for the accessible and frictionless

use of gaze. Therefore it is important to consider data quality and

how to handle poor data early in the design phase when developing

gaze-based applications and interaction techniques. GE-Simulator

is open-source software designed to enable developers to easily

incorporate eye tracking errors as early as possible during develop-

ment. GE-Simulator’s fully customisable user interface makes the

toolkit accessible for users with various coding experiences, and the

in-game menu allows rapid prototyping of different eye tracking

error levels. As eye tracking for HMD becomes more prevalent

and used in various contexts, considering poor data quality will

become increasingly important. We aim to continue the support

of GE-Simulator to extend functionality and include more and fu-

ture HMD eye trackers to help designers make eye tracking more

accessible for users.

https://github.com/ludwan/GE-Simulator
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