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## Abstract

As the need for large scale labeled data grows in various fields, the appearance of web-based crowdsourcing systems gives a promising solution to exploiting the wisdom of crowds efficiently in a short time with a relatively low budget. Despite their efficiency, crowdsourcing systems have an inherent problem in that responses from workers can be unreliable since workers are low-paid and have low responsibility. Although simple majority voting can be a natural solution, various research studies have sought to aggregate noisy responses to obtain greater reliability in results. In this dissertation, we propose novel iterative massage-passing style algorithms to infer the groundtruths from noisy answers, which can be directly applied to real crowdsourcing systems. While EM-based algorithms get the limelight in crowdsourcing systems due to their useful inference techniques, our proposed algorithms draw faster and more reliable answers through an iterative scheme based on the idea of low-rank matrix approximations. We show that the performance of our proposed iterative algorithms are order-optimal, which outperforms majority voting and EM-based algorithms. Unlike other researches solving simple binary-choice questions (yes \& no), our studies cover more complex task types which contain multiple-choice questions, short-answer questions, $K$-approval voting, and real-valued vector regression.
keywords: Crowdsourcing, Message-passing style algorithm, Approximate inference student number: 2013-23125
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## Chapter 1

## Introduction

Crowdsourcing has become one of the cornerstones of research in the development of human computation based intelligence systems $[3,4,5]$ since some of modern machine learning-based approaches are impractical in reality due to several problems. One problem is that they need a lot of labeled data in the training phase. As the big data era begins, we are able to access enormous amount of data, but most of them are not labeled. Through the conventional approach in which a taskmaster distributes tasks to few expert labelers, the labeling task becomes a bottleneck since it is generally too expensive and tardy. Another problem is that there are still a lot of tasks machines cannot do well in compared with humans despite of rapid development of machine learning techniques. To overcome those problems, new web-based services like Amazon Mechanical Turk [6] have arisen and become popular as a consequence [3]. Since crowdsourcing systems are well-combined with the characteristics of Internet such as accessibility, spontaneity, and vastness, those web tools are able to provide ideal solutions for gathering enormous responses from widespread crowds in a short time with a relatively low budget. Some of real crowdsourcing projects successfully labeled by web-based crowdsourcing services are shown in Figure 1.1.

One of the most active field to gather labeled data by web-based crowdsourcing is the computer vision. Developing computer vision algorithms that are able to au-

(a) GalaxyZoo [1]: Classifying galaxies accord- (b) reCAPTCHA [2]: Typing words for spam protecing to their shapes. tion and a book digitization project.

(c) Wisconsin Wildlife: Classify animals pictured at Wisconsin.

(d) Manatee Chat: Identifying and classifying of manatee calls.

Figure 1.1: Real crowdsourcing projects successfully labeled by web-based crowdsourcing services. (a) GalaxyZoo [1], (b) reCAPTCHA [2], (c) Wisconsin Wildlife, (d) ManateeChat
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tomatically distinguish objects or backgrounds requires manually annotating a large collection of images. To properly annotate challenging visual concepts, web-based crowdsourcing platforms offer an inexpensive method to capture human knowledge and understanding. As a consequence, most well-known dataset for computer vision is successfully annotated by web-based crowdsourcing platforms. For examples, wellknown crowdsourced datasets are listed as follows: ImageNet [3] for object classification, PASCAL VOC [7] and ILSVRC [8] for object detection, LabelMe [9], and MSCOCO [10] for pixel-level image segmentation, MPII [11], LSP [12], and FLIC [13] for human pose estimations, TUHOI [14], UT Interactee [15], HICO [16] for actions and interactions in images, VATIC [17], YouTube-Objects [18], SegTrack [19], EventNet [20], Sports-1M [21], THUMOS [22], MultiTHUMos [23], ActivityNet [24], and Hollywood in Homes [25] for detailed video annotation, and INTERACT [26] for abstraction and cartoons.

Despite the innovative framework of crowdsourcing systems, responses from workers can be unreliable [27, 28, 29, 4], since workers hired by crowdsourcing systems are low-paid and have low responsibility. Therefore, extensive works have been proceeded to find reliable solutions that infer the true answers from noisy responses. One natural method for aggregating responses is majority voting. But due to its simplicity, Expectation-Maximization (EM)-based algorithms have become popular. Since EMbased algorithms can deal with inference problems with latent variables and unknown model parameters, researchers applied the EM algorithm to proper graphical models for crowdsourcing systems, and showed that their results generally outperform those of majority voting [30, 31, 32]. Recently, Karger et al. [33, 34] made a significant breakthrough by proposing a novel iterative algorithm based on the idea of low-rank matrix approximations and the message passing technique. They showed that the performance of their iterative algorithm is order-optimal, which outperforms majority voting and EM-based algorithms.

Our algorithm iteratively computes relative reliability of each worker in a novel
Tagging
apple
Search What year did
California become
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Figure 1.2: Various types of tasks in real crowdsourcing systems.
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way, where relative reliability is exploited as a weight of the worker's responses. Our algorithm also gets reliable results rapidly with small error compared to majority voting or EM-based algorithms. One of our main contributions is the performance guarantee of our algorithm by proving that the error bound of our algorithm. An interesting aspect of the error bound is its dependency on the negative entropy of workers in a perspective on information theory. Naturally, it is reasonable to assume that the true answers can be revealed by how much information there is in the workers' responses. We verify the performance of our algorithm through numerical experiments on various cases, which is close to that of oracle estimator. We also verify that our algorithm can infer relative reliability of workers almost correctly by experiments.

The motivation of this research is to develop crowdsourcing applications which can be operated in real crowdsourcing systems. In fact, most of major research studies in this field have concentrated on cases with binary answers, yes $(+1)$ or no $(-1)[34,32]$. However, in reality, crowdsourcers have been requested various types of tasks in real crowdsourcing as shown in Figure 1.2. Real crowdsourced data posted on Amazon Mechanical Turk usually consists of multiple-choice questions, short-answer questions, $K$-approval voting, real-valued vector regression, and short-answer questions, so more general inference techniques should be employed.

In this dissertation, we focus on a more general structure for crowdsourcing systems that can be applied to multiple-choice questions, short-answer questions, $K$ approval voting, and real-valued vector regression. These tasks are fundamental components composing crowdsourcing tasks, but have been not of interest to academic studies in general. Of course, even more complex tasks have been requested in real crowdsourcing systems, but many of complex tasks can be considered as a combination of those fundamental tasks which are stated above. For example, let us consider an Optical Character Reader (OCR)-like task that asks to find a car number plate and extract the car number from an image, shown in Figure 1.3 and 1.4. The corresponding response would be the positions of the car number plate represented as bounding


Figure 1.3: Car number plates captured by a traffic camera. These data can be easily labeled by web-based crowdsourcing services.
boxes, and the car number written in some numbers and characters. Then the response can be split into real-valued regression tasks (the position of boxes) and multiplechoice questions (the number of car number plates, the issuing state of the car number plates, the length of the car numbers and each character of the car numbers). We claim that this dissertation should be evaluated as not only research studies but also practical applications since we propose several corresponding inference algorithms for those fundamental tasks that can be directly applied to crowdsourcing systems.

This dissertation is based on our several previous papers for crowdsourcing systems:

- Reliable Multiple-choice Iterative Algorithm for Crowdsourcing Systems. In Proceedings of the 2015 ACM SIGMETRICS International Conference on Measurement and Modeling of Computer Systems, pages 205-216. ACM, 2015.
- Iterative Learning for $K$-approval Votes in Crowdsourcing Systems. MDPI Applied Sciences, 2021.

Figure 1.4: Various car number plates in USA. Labeling a car number plate can be split into several real-valued regression tasks
for bounding boxes, and several multiple-choice questions for the number of car number plates, the issuing state of the car number
plates, the length of the car numbers and each character of the car numbers.
- Reliable Aggregation Method for Vector Regression Tasks in Crowdsourcing. In Pacific-Asia Conference on Knowledge Discovery and Data Mining, pages 261-273. Springer, 2020.

This dissertation is organized as follows: In Chapter 2, we define an inference problem for crowdsourcing systems and introduce several methodologies that can deal with binary-choice questions. We study crowdsourcing systems requesting discrete answers for multiple-choice questions and short-answer questions in Chapter 3, and for multiple-choice questions with $K$-approval voting in Chapter 4 . We further study crowdsourcing systems requesting continuous answers for real-valued vector regressions in Chapter 5. Each chapter proposes own algorithm for the corresponding crowdsourcing task, and provide rigorous performance guarantees for each proposed algorithm. Then we present comparative results through numerical experiments. Lastly, we draw conclusions in Chapter 6.

## Chapter 2

## Background

In this chapter, we introduce crowdsourcing systems with mathematical representations where all tasks are comprised of binary-choice questions. This kind of tasks is well studied in various research studies that provide mathematical problem setups and technical solutions to design inference algorithms. Note that mathematical notations introduced in this chapter follow the previous works [34, 35, 36], and can be appropriately changed in other chapters that solves other task types.

### 2.1 Crowdsourcing Systems for Binary-choice Questions

Assume there are $M$ workers and $N$ tasks with binary labels $\{ \pm 1\}$. Denote by $z_{i} \in$ $\{ \pm 1\}, i \in[N]$ the true label of task $i$, where $[N]$ represents the set of first $N$ integers; $\mathcal{N}_{j}$ is the set of tasks labeled by worker $j$, and $\mathcal{M}_{i}$ the workers labeling task $i$. The task assignment scheme can be represented by a bipartite graph where an edge $(i, j)$ denotes that the task $i$ is labeled by the worker $j$. The labeling results form a matrix $L \in\{0, \pm 1\}^{N \times M}$, where $L_{i j} \in\{ \pm 1\}$ denotes the answer if worker $j$ labels task $i$, and $L_{i j}=0$ if otherwise. The goal is to find an optimal estimator $\hat{z}$ of the true labels $z$ given the observation $L$, minimizing the average bit-wise error rate $\frac{1}{N} \sum_{i \in[N]} \operatorname{prob}\left[\hat{z}_{i} \neq z_{i}\right]$.

We assume that all the tasks have the same level of difficulty, but that workers may have different predictive abilities. Following Karger et al. [34], we initially assume that the ability of worker $j$ is measured by a single parameter $q_{j}$, which corresponds to their probability of correctness: $q_{j}=\operatorname{prob}\left[L_{i j}=z_{i}\right]$. More generally, the workers' abilities can be measured by a confusion matrix, to which our method can be easily extended.

The values of $q_{j}$ reflect the abilities of the workers: $q_{j} \approx 1$ correspond to experts that provide reliable answers; $q_{j} \approx 1 / 2$ denote spammers that give random labels independent of the questions; and $q_{j}<1 / 2$ denote adversaries that tend to provide opposite answers. Conceptually, the spammers and adversaries should be treated differently, the spammers provide no useful information and only degrade the results, while the adversaries actually carry useful information, and can be exploited to improve the results if the algorithm can identify them and flip their labels. We assume the $q_{j}$ of all workers are drawn independently from a common prior $p\left(q_{j} \mid \theta\right)$, where $\theta$ are the hyper-parameters. To avoid the cases when adversaries and/or spammers overwhelm the system, it is reasonable to require that $\mathbb{E}\left[q_{j} \mid \theta\right]>1 / 2$. Typical priors include the Beta prior $p\left(q_{j} \mid \theta\right) \propto q_{j}^{\alpha-1}\left(1-q_{j}\right)^{\beta-1}$ and discrete priors, e.g., the spammer-hammer model, where $q_{j} \approx 0.5$ or $q_{j} \approx 1$ with equal probability.

### 2.1.1 Majority Voting

The majority voting (MV) method aggregates the workers' labels by

$$
\begin{equation*}
\hat{z}_{i}^{\text {majority }}=\operatorname{sign}\left[\sum_{j \in \mathcal{M}_{i}} L_{i j}\right] . \tag{2.1}
\end{equation*}
$$

The limitation of MV is that it weights all the workers equally, and performs poorly when the qualities of the workers are diverse, especially when adversarial workers exist.

### 2.1.2 Expectation Maximization

Weighting the workers properly requires estimating their abilities $q_{j}$, usually via a maximum a posteriori estimator, $\hat{q}=\operatorname{argmax} \log p(q \mid L, \theta)=\log \sum_{z} p(q, z \mid L, \theta)$. This is commonly solved using an EM algorithm treating the $z$ as hidden variables. Assuming a $\operatorname{Beta}(\alpha, \beta)$ prior on $q_{j}$, EM is formulated as

$$
\begin{align*}
& \text { E-step : } \mu_{i}\left(z_{i}\right) \propto \prod_{j \in \mathcal{M}_{i}} \hat{q}_{j}^{\delta_{i j}}\left(1-\hat{q}_{j}\right)^{1-\delta_{i j}},  \tag{2.2}\\
& \text { M-step : } \hat{q}_{j}=\frac{\sum_{i \in \mathcal{N}_{j}} \mu_{i}\left(L_{i j}\right)+\alpha-1}{\left|\mathcal{N}_{j}\right|+\alpha+\beta-2} \tag{2.3}
\end{align*}
$$

where $\delta_{i j}=\mathbb{I}\left[L_{i j}=z_{i}\right]$; the $\hat{z}_{i}$ is then estimated via $\hat{z}_{i}=\operatorname{argmax}_{z_{i}} \mu_{i}\left(z_{i}\right)$. Many approaches have been proposed to improve this simple EM approach, mainly by building more complicated models.

### 2.1.3 Message Passing

A rather different algorithm in a message-passing style is proposed by Karger, Oh and Shah [34] (referred to as KOS in the sequel). Let $x_{i \rightarrow j}$ and $y_{j \rightarrow i}$ be real-valued messages from tasks to workers and from workers to tasks, respectively. Initializing $y_{j \rightarrow i}^{0}$ randomly from $\operatorname{Normal}(1,1)$ or deterministically by $y_{j \rightarrow i}^{0}=1$, KOS updates the messages at $t$-th iteration via

$$
\begin{align*}
x_{i \rightarrow j}^{t+1} & =\sum_{j^{\prime} \in \mathcal{M}_{i j}} L_{i j^{\prime}} y_{j^{\prime} \rightarrow i}^{t},  \tag{2.4}\\
y_{j \rightarrow i}^{t+1} & =\sum_{i^{\prime} \in \mathcal{N}_{j i}} L_{i^{\prime} j} x_{i^{\prime} \rightarrow j}^{t+1}, \tag{2.5}
\end{align*}
$$

and the labels are estimated via $\hat{s}_{i}^{t}=\operatorname{sign}\left[\hat{x}_{i}^{t}\right]$, where $\hat{x}_{i}^{t}=\sum_{j \in \mathcal{M}_{i}} L_{i j} y_{j \rightarrow i}^{t}$.

## Chapter 3

## Crowdsourcing Systems for Multiple-choice Questions

In this study, we focus on multiple-choice questions. Note that we consider multiplechoice questions in which all choices are independent from each other. Independent multiple choices differ from linearly ordered choices as considered in [37] which are commonly used in rating systems. For example, classifying types of cancers in patients is appropriate for an independent multiple-choice case, whereas determining the stage of a specific cancer of a patient is adequate for a linearly ordered choices case. We are currently focusing on the former case, which has greater applicability in $D$-ary classification problems. Moreover, we do not make a restriction on variation in the number of choices for each multiple-choice question. In addition, we suggest a method to transform short-answer questions into several multiple-choice questions so that our algorithm can be applied.

Our algorithm iteratively computes relative reliability of each worker in a novel way, where relative reliability is exploited as a weight of the worker's responses. Our algorithm also gets reliable results rapidly with small error compared to majority voting or EM-based algorithms. One of our main contributions is the performance guarantee of our algorithm by proving that the error bound of our algorithm decays exponentially. An interesting aspect of the error bound is its dependency on the negative entropy of workers in a perspective on information theory. Naturally, it is reasonable
to assume that the true answers can be revealed by how much information there is in the workers' responses. We verify the performance of our algorithm through numerical experiments on various cases, which is close to that of oracle estimator. We also verify that our algorithm can infer relative reliability of workers almost correctly by experiments.

Moreover, we addressed a strategy to gain responses with greater reliability from diligent workers in an adaptive manner. In this strategy, some pilot tasks chosen from whole tasks can be exploited to assess the expertise of the crowds. Note that we consider pilot tasks that differ from golden standard units. The relative reliability of workers can be estimated through given pilot tasks by applying our algorithm. In other words, we can initially assess workers' reliability with a small number of tasks, even if their true answers are unknown. Since the relative reliability of workers are estimated by managing the number of tasks each worker is given, we can expect to get responses with greater reliability for the same budget in an efficient way. Since our algorithm generally converges rapidly, our work can be combined to the context of online learning, which is more realistic setting for crowdsourcing systems.

This chapter is organized as follows: We discuss related work in Section 3.1. In Section 3.2, we make a setup, and we describe our algorithm to infer the true answers for multiple-choice questions in Section 3.3. Then, we look into some applications in Section 3.4 and provide performance guarantees for our algorithm in Section 3.5. In Section 3.6, we present comparative results through numerical experiments, and we draw conclusions in Section 3.7.

### 3.1 Related Work

A common, intuitive strategy for aggregating responses is majority voting, which is widely used in real life due to its simplicity. However, in crowdsourcing systems, this simple inference technique has several limitations, since it assumes all workers have an
equal level of expertise, and it gives the same weight to all responses. In general, there are unreliable workers such as novices or free money collectors, and even adversarial workers can be shown, so majority voting has obvious weak points when workers are unreliable [29].

There have been various approaches to trying to improve the reliability of results from unreliable responses. Two key ideas are introducing latent variables and estimating results by an iterative algorithm known as the EM algorithm. Dawid and Skene [38] exploited these ideas when they developed a simple probabilistic model using confusion matrices for each labeler as latent variables. They proposed an iterative algorithm based on EM to infer ground truth from unreliable responses.

Since the EM algorithm has an effective procedure to evaluate missing or hidden data and performs quite well, this model has been generalized and extended by several researchers. The GLAD model [32] combines the implicit characteristics of tasks and workers. Responses from workers are determined by several factors, such as the difficulty of the task, the expertise of the labeler, and the true label. The EM-based model can operate flexibly on various cases by introducing extra latent variables, which can be represented as the natural properties of tasks and workers [31]. Another variant proposed by Raykar et al. [30] considers a proper classifier for crowdsourcing systems, and aims to learn the classifier and the ground truth together.

Despite its popularity, there are some arguments in existing EM algorithms. The main thing is lack of intensive analysis about performance guarantees since their performance is only empirically evaluated in most cases. Another point is that inference techniques based on EM algorithms are not scalable. If the data size increases, EMbased algorithms become inefficient and degenerate, because their time and space requirements grow exponentially. Moreover, designing model-based EM algorithms with greater complexity leads to the introduction of an increased number of latent variables and model parameters. Apart from the computational complexity problem, the performance of EM-based algorithms could degenerate due to the initialization problem,
even though it is designed to be a more complex model.
Alternative approaches have been suggested by Karger et al. [33] in the context of spectral methods that use low-rank matrix approximations. They treated the data matrix $A$ which involves workers' responses perturbed by a random noise. The true answers can be approximated by a rank-1 matrix, of which the singular vector reflects the correct answer of the tasks. When the spectral radius of the signal matrix outweighs the spectral radius of the random noise matrix, the correct answers can be extracted by the singular vector of the data matrix $A$. Using the power iteration method, the top singular vector can be obtained more efficiently compared to the computation complexity of EM-based algorithms.

They also proposed a novel iterative learning algorithm [34] that learns the likelihood of candidate answers and the reliability of workers. It is inspired by the standard Belief Propagation (BP) algorithm, which approximates the maximal marginal distribution of variables. This message passing algorithm achieves almost the same results as the previous spectral method, but they provide novel analysis techniques such as Density Evolution in coding theory to improve the error bound more tightly, which decays exponentially. Although they did not assume any prior knowledge, Liu et al. [36] shows that choosing a suitable prior can improve the performance via a Bayesian approach.

Recently, Karger et al. [37] focused on multi-class labeling based on their existing novel algorithms, but their strategy for multi-class labeling is well suited to the linearly ordered choices, not independent multiple choices. By converting each multiplechoice question into a bunch of binary-choice questions, they could exploit the existing algorithms to determine true answers of multiple-choice questions. Although this strategy can be extended to independent multiple choices, it overexploits redundancy since each task should be split and queried in multiple times to obtain reliable results. Furthermore, in real crowdsourcing systems, it is natural that workers solve intact multiple-choice questions rather than split binary-choice questions. Therefore it
has difficulty in combining into real crowdsourcing systems.
On top of the problem inferring the true answers, proper adaptive strategies are developed to utilize reliable workers when they are reusable. [39, 40, 41, 42] showed that the performance can be significantly improved through exploration/exploitation approaches.

### 3.2 Problem Setup

In this section, we define some variables and notations for problem formulation. Consider a set of $m$ tasks, each of which can be a multiple-choice question that only has one correct answer. The number of choices for task $i$ is denoted $D_{i}$. All tasks are distributed to several workers through a proper task allocation strategy.

Suppose that $n$ workers participate to perform $m$ tasks. We consider a probabilistic model to generate responses when workers face tasks. We assume that a worker $j$ is parameterized by a latent variable $p_{j} \in[0,1]$, which represents the probability of getting a correct answer. In other words, each worker gives the correct answer with a probability $p_{j}$ and the wrong answer with probability $1-p_{j}$ in the decision-making process. When a worker gives a wrong answer, we can assume that the worker has chosen one of distractors uniformly at random, so the probability of each wrong choice is $\frac{1-p_{j}}{D_{i}-1}$. It is reasonable that this latent variable $p_{j}$ refers to the reliability of the worker, since it captures the ability or diligence of the worker.

In the response process, when a worker $j$ solves an assigned task $i$, we define the submitted response $\vec{A}^{i j}$ in vector form. The response is represented as a $D_{i^{-}}$ dimensional binary unit vector $\vec{A}{ }^{i j}$, having 1-of- $D_{i}$ representation in which the element indicating the chosen answer is equal to 1 and all other elements are equal to 0 . The values of $A_{d}^{i j}$ therefore satisfy $A_{d}^{i j} \in\{0,1\}$ and $\sum_{d} A_{d}^{i j}=1$ where $A_{d}^{i j}$ is the $d^{t h}$ component of the response $\vec{A}^{i j}$. For example, when there are three choices, the possible answer forms are $(1,0,0),(0,1,0)$, and $(0,0,1)$. Our goal is to determine the
correct answer for each task by querying and aggregating all the responses from the workers.

### 3.3 Inference Algorithm

In this section, we propose our multiple-iterative algorithm with a minimum number of assignments. In advance, using random regular bipartite graph-generating model, we emulate a real crowdsourcing system scenario. Then, the message update rules of our iterative algorithm are explained. In addition, we propose the generalized iterative algorithm for general setting such as a adaptive strategy.

### 3.3.1 Task Allocation

To design a graph model for a crowdsourcing system, we use a bipartite graph which consists of two types of node sets. $m$ tasks are defined as the set of nodes $[m]$ at the left side of the graph, and $n$ workers are defined as the set of nodes $[n]$ at the right side respectively. Each edge represents an assignment between a task and a worker and this is determined according to the task assignment method. For simplicity, the $i^{\text {th }}$ task and the $j^{t h}$ worker are denoted as $i$ and $j$ respectively. Given a bipartite graph $G=\{[m] \cup[n], E\}$ representing the allocation graph between tasks and workers, we connect the edge $(i, j)$ if task $i$ is assigned to worker $j$. We decide the task node degree $l$ in proportion to the resources we can spend. In addition, the worker node degree $r$ is determined by the work capacity that an individual worker can manage. Since we recruit workers through open-call, the $(l, r)$ regular bipartite graph is adequate for our setting. To generate a $(l, r)$ random regular bipartite graph such that $m l=n r$, we bring a simple random construction model known as the pairing model(This is also called a configuration model in [34]). In fact, any arbitrary bipartite graph instance can be used for task allocation. However, we will use the pairing model which generates a random bipartite graph with a local tree-like property. Using this property, we prove
the tight error bounds of our algorithm in Section 3.5.3.

### 3.3.2 Multiple Iterative Algorithm

In this section, we describe the basic operations of our algorithm and the process of inferring true answers. For each edge $(i, j)$, the response is denoted as $\vec{A}^{i j} \in U=$ $\left\{\vec{e}_{u} \mid u \in\left[1: D_{i}\right]\right\}$ which consists of $D$ dimensional binary unit vectors all of whose components are 0 or 1 . To extract the true answers from the unreliable responses of workers, we propose an iterative algorithm for multiple-choice questions.

Our algorithm generates two types of messages between task nodes and worker nodes. The first type is the task message $\vec{x}_{i \rightarrow j}$, which is denoted as a $D_{i}$ dimensional vector. Each component of this vector corresponds to the likelihood meaning the possibility being a true answer. The second type is a worker message $y_{j \rightarrow i}$ which specifies the reliable worker $j$. Since these worker messages are strongly correlated with the reliability $p_{j}$, our algorithm can assess relative reliability. Hence, we will empirically verify the correlation between $\left\{y_{j \rightarrow i}\right\}$ and $\left\{p_{j}\right\}$ in Section 3.6. The initial messages of our iterative algorithm are sampled independently from the Gaussian distribution with unit mean and variance, i.e., $y_{j \rightarrow i}^{(0)} \sim \mathcal{N}(1,1)$. Unlike EM-based algorithms [38, 32], our approach is not sensitive to initial conditions as long as the consensus of the group of workers is positively biased. Now, we define the adjacent set of task $i$ as $\partial i$ and similarly the adjacent set of worker $j$ is defined as $\partial j$. Then, at the $k^{t h}$ iteration, both messages are updated using the following rules:

$$
\begin{align*}
\vec{x}_{i \rightarrow j}^{(k)}=\sum_{j^{\prime} \in \partial i \backslash j} \vec{A}^{i j^{\prime}} y_{j^{\prime} \rightarrow i}^{(k-1)}, & \forall(i, j) \in E  \tag{3.1}\\
y_{j \rightarrow i}^{(k)}=\sum_{i^{\prime} \in \partial j \backslash i}\left(\vec{A}^{\prime^{\prime} j}-\frac{\overrightarrow{1}}{D}\right) \cdot \vec{x}_{i^{\prime} \rightarrow j}^{(k-1)}, & \forall(i, j) \in E \tag{3.2}
\end{align*}
$$

At the task message update process shown in (3.1), our algorithm gives weight to the answer according to the reliability of a worker. At the worker message update


Figure 3.1: Description of a task message $\vec{x}_{i^{\prime} \rightarrow j}^{(k)}$ and a response vector $\vec{A}^{i^{\prime} j}$, in the message vector space when $\vec{A}^{\prime} j=(1,0,0)$ and $D_{i^{\prime}}=3$.
process shown in (3.2), it gives greater reliability to a worker who strongly follows consensus of other workers.

Figure 3.1 describes two vectors in the message vector space. As shown above, $\left(\vec{A}^{i^{\prime} j}-\frac{\overrightarrow{1}}{D}\right)$ represents the difference between response of worker $j$ for task $i^{\prime}$ and the random answer $\frac{\overrightarrow{1}}{D}$. Also, $\vec{x}_{i^{\prime} \rightarrow j}^{(k-1)}$ means the weighted sum of responses of other workers who have solved the task $i^{\prime}$. Thus, the inner product of these two vectors in (3.2) can assess the similarity between the response of worker $j$ for the task $i^{\prime}$ and sum of those of other workers who have solved the task $i^{\prime}$. A larger positive similarity value of the two vectors means that worker $j$ is more reliable. Meanwhile, the negative value specifies that the worker $j$ does not follow the consensus of other workers and our algorithm regards the worker $j$ as unreliable. Specially, when $\vec{x}_{i^{\prime} \rightarrow j}^{(k-1)}$ and $\left(\vec{A}^{\prime} j-\frac{\overrightarrow{1}}{D}\right)$ are orthogonal for fixed task $i^{\prime}$, the inner product of two vector is close to zero. This means that $\vec{x}_{i^{\prime} \rightarrow j}^{(k-1)}$ does not contribute to the message of the worker $j$. Then, $y_{j \rightarrow i}^{(k)}$ is defined as the sum of the inner product from each task message except for that of task $i$, representing the relative reliability of the worker $j$. Returning to (3.1), $\vec{x}_{i \rightarrow j}^{(k)}$ is determined by the weighted voting of workers who have solved task $i$, except for the message from the worker $j$. The worker $j^{\prime}$ contributes to the response $\vec{A}^{i j^{\prime}}$ as much as the weight value $y_{j^{\prime} \rightarrow i}^{(k-1)}$. Thus, $\vec{x}_{i \rightarrow j}^{(k)}$ is defined as the sum of $\vec{A}^{i j^{\prime}} y_{j^{\prime} \rightarrow i}^{(k-1)}$ which
represents the estimated true answer for the task $i$. The following describes the pseudo code of our algorithm.

```
Algorithm 3.1 Multiple Iterative Algorithm
    Input: \(E,\left\{\vec{A}^{i j}\right\}_{(i, j) \in E}, k_{\max }\)
    Output: Estimation \({ }^{\forall} i \in[m], \hat{t}_{i} \in\left\{\vec{e}_{u_{i}} \mid u_{i} \in[1: D]\right\}\)
3: \(\boldsymbol{F o r}^{\forall}(i, j) \in E\) do
4: \(\quad\) Initialize \(y_{j \rightarrow i}^{(0)}\) with random \(Z_{i j} \sim N(1,1)\);
5: For \(k=1,2 \ldots, k_{\max }\) do
6: \(\quad\) For \({ }^{\forall}(i, j) \in E\) do \(\vec{x}_{i \rightarrow j}^{(k)} \leftarrow \sum_{j^{\prime} \in \partial i \backslash j} \vec{A}^{i j^{\prime}} y_{j^{\prime} \rightarrow i}^{(k-1)}\);
7: \(\quad \operatorname{For}^{\forall}(i, j) \in E\) do \(y_{j \rightarrow i}^{(k)} \leftarrow \sum_{i^{\prime} \in \partial j \backslash i}\left(\vec{A}^{i^{\prime} j}-\frac{\overrightarrow{1}}{D}\right) \cdot \vec{x}_{i^{\prime} \rightarrow j}^{(k-1)}\);
    : For \({ }^{\forall} j \in[n]\) do \(y_{j} \leftarrow \sum_{i \in \partial j}\left(\vec{A}^{i j}-\frac{\overrightarrow{1}}{D}\right) \cdot \vec{x}_{i \rightarrow j}^{\left(k_{\max }-1\right)}\);
    For \({ }^{\forall} i \in[m]\) do \(\vec{x}_{i} \leftarrow \sum_{j \in \partial i} \vec{A}^{i j} y_{j \rightarrow i}^{\left(k_{\max }-1\right)}\);
10: Estimate vector \(\hat{t}_{i}=\vec{e}_{u_{i}} \quad\) where \(u_{i}=\arg \max _{d}\left(\vec{x}_{i}\right)\)
```

The maximum number of iterations $k_{\max }$ is analyzed in Section 3.5.2. In practice, a dozen of iterations is sufficient for the convergence of our algorithm. After $k_{\max }$ iterations, our algorithm makes the final estimate vector $\vec{x}_{i}$ of a task $i$, and each component of the vector represents the possibility of being the true answer. Our algorithm infers the true answer by choosing $u_{i}$ that has the maximum component among final likelihoods of $\vec{x}_{i}$. Then, our algorithm outputs the estimate of the true answer denoted as a unit vector, $\vec{e}_{u_{i}}$.

### 3.3.3 Task Allocation for General Setting

In the previous section, we proposed our iterative algorithm for a bipartite graph according to the pairing model. However, the number of workers allocated to each task can differ in cases that are more general. That must bring about the variation of the number of tasks that each worker solves. Hence, we consider a general bipartite graph with various node degrees. To apply our algorithm in this scenario, the update rules
of both messages should be slightly changed in terms of the task node degree $l_{i}$ and the worker node degree $r_{j}$. For a task message $\vec{x}_{i \rightarrow j}^{(k)}$, we divide each message value by the task node degree $\left(l_{i}-1\right)$ so that tasks with different degrees receive the similar effect from worker nodes. In other words, dividing by $\left(l_{i}-1\right)$ equalizes the task message values. Likewise, a worker message $y_{j \rightarrow i}^{(k)}$ is divided by the worker node degree $\left(r_{j}-1\right)$ for general setting.

In addition to the generalization of the degree profile, we consider the various number of choices for each task (For example ${ }^{\forall} i \in[m], D_{i} \in\{2,3,4\}$ ). In practice, the number of choice for each task can differ from one another and our Algorithm 2 can cope with this variation. The following describes the pseudo code of our generalized algorithm.

```
Algorithm 3.2 Generalized Multiple Iterative Algorithm
    Input: \(E,\left\{\vec{A}^{i j}\right\}_{(i, j) \in E}, k_{\max }\)
    Output: Estimation \({ }^{\forall} i \in[m], \hat{t}_{i} \in\left\{\vec{e}_{u_{i}} \mid u_{i} \in\left[1: D_{i}\right]\right\}\)
    For \(^{\forall}(i, j) \in E\) do
        Initialize \(y_{j \rightarrow i}^{(0)}\) with random \(Z_{i j} \sim N(1,1)\);
    For \(k=1,2 \ldots, k_{\max }\) do
    6: \(\quad\) For \({ }^{\forall}(i, j) \in E\) do \(\vec{x}_{i \rightarrow j}^{(k)} \leftarrow \sum_{j^{\prime} \in \partial i \backslash j}\left(\frac{1}{l_{i}-1}\right) \vec{A}^{i j^{\prime}} y_{j^{\prime} \rightarrow i}^{(k-1)}\);
        For \({ }^{\forall}(i, j) \in E\) do
        \(y_{j \rightarrow i}^{(k)} \leftarrow \sum_{i^{\prime} \in \partial j \backslash i}\left(\frac{1}{r_{j}-1}\right)\left(\vec{A}^{i^{\prime} j}-\frac{\overrightarrow{1}}{D_{i^{\prime}}}\right) \cdot \vec{x}_{i^{\prime} \rightarrow j}^{(k-1)} ;\)
    For \({ }^{\forall} j \in[n]\) do
10:
            \(y_{j} \leftarrow \sum_{i \in \partial j}\left(\frac{1}{r_{j}-1}\right)\left(\vec{A}^{i j}-\frac{\overrightarrow{1}}{D_{i}}\right) \cdot \vec{x}_{i \rightarrow j}^{\left(k_{\max }-1\right)} ;\)
    For \({ }^{\forall} i \in[m]\) do \(\vec{x}_{i} \leftarrow \sum_{j \in \partial i}\left(\frac{1}{l_{i}-1}\right) \vec{A}^{i j} y_{j \rightarrow i}^{\left(k_{\max }-1\right)}\);
12: Estimate vector \(\hat{t}_{i}=\vec{e}_{u_{i}} \quad\) where \(u_{i}=\arg \max _{d}\left(\vec{x}_{i}\right)\)
```

Adaptive task allocation method. One of significant points of our algorithm is that worker's relative reliability can be assessed in the course of its iterations. If we use this property, the performance of inferring the true answer can be improved further.

(a) An independent multiple-choice question: Determining the breed of a dog.

(c) GalaxyZoo project: classifying galaxies according to their shapes.
Company Headquarter Address
Company: RFS HOLDING, INC. 1
State:
Zip Code:
Phone Number:
Fax Number:
Headquarters Address State (required)
HLLINOIS or IL


| Headquarters Phone Number (required) |  |
| :---: | :---: |
| +1 (312) 604-8000 | - N/A |
| Headquarters Fax Number (required) |  |
| n/a | - N/A |
| Submit |  |

(b) A real task in Amazon Mechanical Turk: Filling up address information of a given company.

(d) reCAPTCHA: Typing words for spam protection and a book digitization project.

Figure 3.2: Examples of various crowdsourcing tasks.

Consider the adaptive strategy as an improvement method using the above property. First, a small portion of the tasks is used to infer the reliability of each worker using the iterative algorithm. Then, we select partial workers who have higher worker values to message and let them solve all of the remaining tasks. Although this method gives a larger burden to workers who are more reliable, the total number of edges is maintained. In Section 3.6, the adaptive task allocation method will be explained in detail and we will verify some of the gains of this method through several experiments.

### 3.4 Applications

We described an algorithmic solution to crowdsourcing systems for multiple-choice questions in the previous section, and we now look into some applications that our algorithm can treat. As we can see in crowdsourcing systems like Amazon Mechanical Turk, tasks are distributed in the form of multiple-choice questions and shortanswer questions like entering zip-code. Although previous algorithms like [34, 32] have shown remarkable results in binary cases, a merit of our algorithm is that outstanding results can even be achieved on multiple-choice and short-answer questions that real tasks usually contain. Furthermore, a remarkable characteristic of our model is that the number of choices can vary for each question. This flexibility makes our model more applicable for real crowdsourced data. In this section, we describe some applications in detail that can apply our algorithm.

Labeling or tagging images is a common usage of exploiting crowdsourcing systems, and shows successful results in practice [3]. One of such example is classifying species or breeds of dogs in the images illustrated in Figure 3.2(a). Such tasks are very tough for machines, and even humans who have no background knowledge of dogs. These tasks are suitable for crowdsourcing materials and have multiple choices that are directly applicable to our algorithm.

Another application of labeling tasks is Galaxy Zoo, one of the well known projects using the wisdom of crowds (cf. Figure 3.2(c)). Galaxy Zoo has distributed over 300,000 images of galaxies to crowds for classification by their shape. Any volunteer with no prior knowledge can visit the website, where they are presented with an image of a galaxy and instructions of labeling manner. Then they answer a series of questions about the visual form of the galaxy, like whether it has arms or a bulge. Each step consists of multiple-choice questions, and the number of choices varies for each question. Since our algorithm is flexible for the number of choices, the responses of Galaxy Zoo can be easily aggregated using our algorithm.

For short-answer questions, it is hard to aggregate workers' responses in general,
because their responses can vary. Our algorithm can settle this problem with the idea of transforming short-answer questions into several multiple-choice questions. When the length of the response to a short-answer question is fixed, short-answer questions can be split into several smaller tasks by considering each character of a response. In other words, each character is treated as one microtask in short-answer questions. For example, consider the task of entering a fixed-length answer such as a zip code like 97232. It can be treated as five microtasks, and each of the characters has 10 possible answers, from 0 to 9 . Note that in each microtask, we only consider the number of choices as much as the number of candidate answers. For example, if candidate answers for a microtask are " 4 ", " 7 ", and " 9 ", then we set the number of choices to three for this microtask. In addition, we can decide a set of candidate answers as all gathered responses simply, or only responses of top- $K$ likelihood effectively.

Next, we consider when the length of the response varies. We can make another small task that determines the true length of the response and then we can discard the answers whose length is determined as a minor option. In summary, every short-answer question can be decomposed to several microtasks by considering each character of the answer and its length. Characters of the response and its length are transformed into small microtasks, and each microtask is considered a multiple-choice question. Thus, by applying our algorithm, responses to these short-answer questions can be easily aggregated. For a real task in Amazon Mechanical Turk, as illustrated in Figure 3.2(b), entering zip codes or phone numbers is an example of short-answer questions.

Another popular crowdsourcing application for short-answer questions is reCAPTCHA [43] illustrated in Figure 3.2(d). In its original version, CAPTCHA was first introduced to distinguish automatic bots by typing some characters correctly in a given image. It was extended to reCAPTCHA which digitalizes some hard phrases that Optical Character Recognition (OCR) techniques cannot recognize. In this case, the length of responses can vary, so a small task determining the length of response is necessary, as we mentioned. Although discarding the rest of the responses can be viewed as a waste,
it is a tolerable loss, since the length of the responses is generally consistent. In addition, we need discuss the number of tasks $r$, each worker is given. In reCAPTCHA, we can only assign one entering task to each worker, while our algorithm needs sufficient number of tasks for each worker to ensure reliable inference. However, since we split each worker's response into several microtasks, the task size problem is naturally solved.

Another special application of our algorithm is as an adaptive task allocation strategy, since it explicitly computes the relative reliability of the workers, even with no prior knowledge of the worker distribution. If we design a proper adaptive strategy for crowdsourcing systems, we can boost its performance from the perspective of quality control of workers. The best workers can be recruited and exploited to resolve more questions. It can be viewed as a method for finding experts from crowds or filtering out workers who just spam for rewards; therefore, we can exploit reliable workers efficiently under the same budget through an adaptive task allocation strategy. We will examine such an adaptive strategy in the experiment section.

### 3.5 Analysis of Algorithms

In this section, we provide proof for the performance guarantee of Algorithm 1. In Theorem 3.1, we show that the error bound depends on task degree $l$ and the quality of the workers. More precisely, we show that an upper bound on the probability of error decays exponentially. From this section, we assume that $D_{i}=D$ for all $i \in[n]$.

### 3.5.1 Quality of Workers

Let $\vec{v}_{j}$ denote the confusion vector of each worker $j$. Each component of the vector means the probability that a worker chooses the corresponding choice for a response. For a fixed task $i$ with true answer $\hat{t}_{u_{i}} \in U$, the confusion vector $\vec{v}_{j}$ of worker $j$ is
defined as follows:

$$
v_{j d}= \begin{cases}p_{j} & \text { if } \hat{t}_{u_{i}}=\vec{e}_{d} \\ \frac{1-p_{j}}{D-1} & \text { otherwise }\end{cases}
$$

From an information theoretical perspective, the quality of workers can be defined as negative entropy with an offset and using the above confusion vector, we can define the quality of workers as

$$
\begin{gather*}
q=\mathbb{E}[H(p)-\bar{p} \log (\hat{D})+\log (D)]  \tag{3.3}\\
\text { where } \quad H(p)=p \log p+\bar{p} \log \bar{p}, \quad \bar{p}=1-p, \quad \hat{D}=D-1 .
\end{gather*}
$$

According to the quality of each worker, we can divide the workers into three types. At the extreme, workers with a quality close to zero make arbitrary responses. Since, we cannot obtain any information from them, let us define them as "Non-informative workers." At the other extreme, workers with the a quality close to one make almost true answers and we call them "Reliable workers." Lastly, there are workers who make wrong answers on purpose and affect the crowdsourcing system badly; they can be regarded as "Malicious workers." In our algorithm, since the worker message value $y_{j}$ is related to the quality, workers with negative $y_{j}$, positive $y_{j}$ and $y_{j}$ close to zero correspond to "Reliable workers," "Malicious workers," and "Non-informative workers," respectively.

Although the quality of workers theoretically follows negative entropy, we found that a second-order polynomial approximation is sufficient for our analysis as described in Figure 3.3. As the dimension of the tasks increase, the approximation deviates from the real quality. Nevertheless, second-order approximation fits well to the real quality in the acceptable dimension case that our algorithm targets.

$$
\begin{equation*}
q \simeq \tilde{q}_{1}=\mathbb{E}\left[\left(\frac{D}{D-1}\right)^{2}\left(p_{j}-\frac{1}{D}\right)^{2}\right] \tag{3.4}
\end{equation*}
$$

For simplicity, we will use this approximated quality in the following sections. There is one more necessary assumption about worker distribution that workers give


Figure 3.3: Comparison of the quality between negative entropy with offset and second-order polynomial approximation.
the correct answers on average rather than random or adversarial answers, so that $\mathbb{E}\left[p_{j}\right]>\frac{1}{D}$. Given only workers' responses, any inference algorithms analogize the true answers from the general or popular choices of crowds. Consider an extreme case in which everyone gives adversarial answers in a binary classification task; no algorithm can correctly infer the reliability of the crowd. Hence, the assumption $\mathbb{E}\left[p_{j}\right]>$ $\frac{1}{D}$ is inevitably necessary.

### 3.5.2 Bound on the Average Error Probability

From now on, let $\hat{l} \equiv l-1, \hat{r} \equiv r-1$, and the average quality of workers is defined as $q=\mathbb{E}\left[\left(\frac{D}{D-1}\right)^{2}\left(p_{j}-\frac{1}{D}\right)^{2}\right]$. Also, $\sigma_{k}^{2}$ denotes the effective variance in the sub-Gaussian tail of the task message distribution after $k$ iterations.

$$
\begin{align*}
& \sigma_{k}^{2} \equiv \frac{2 q}{\mu^{2} T^{k-1}}+\left(\frac{D}{D-1}\right)^{2}\left(3+\frac{1}{8 q \hat{r}}\right)\left[\frac{1-1 / T^{k-1}}{1-1 / T}\right]  \tag{3.5}\\
& \text { where } \quad T=\frac{(D-1)^{2}}{\left(D^{2}-D-1\right)} q^{2} \hat{l} \hat{r}
\end{align*}
$$

Theorem 3.1. For fixed $l>1$ and $r>1$, assume that $m$ tasks are assigned to $n$ workers according to a random (l,r)-regular bipartite graph according to the pairing model. If the distribution of the reliability satisfies $\mu \equiv \mathbb{E}\left[\frac{D}{D-1}\left(p_{j}-\frac{1}{D}\right)\right]>0$ and $T>1$, then for any $t \in\left\{e_{i}\right\}^{m}$, the estimate after $k$ iterations of the iterative algorithm achieves

$$
\begin{equation*}
\frac{1}{m} \sum_{i=1}^{m} \mathbb{P}\left(t_{i} \neq \hat{t}_{i}^{(k)}\right) \leqslant(D-1) e^{-l q /\left(2 \sigma_{k}^{2}\right)}+\frac{3 l r}{m}(\hat{l} \hat{r})^{2 k-2} . \tag{3.6}
\end{equation*}
$$

The second term of the equation is the upper bound of probability that the graph dose not have a local tree-like structure and it can be quite small as long as we treat a large number of tasks. Therefore, the dominant factor of the upper bound is the first exponential term. As shown in (3.5), $T=1$ is the crucial condition and we can satisfy $T>1$ by using a sufficiently larger $l$ or $r$. Then, with $T>1, \sigma_{k}^{2}$ converges to a finite $\operatorname{limit} \sigma_{\infty}^{2}$, and we have

$$
\begin{equation*}
\sigma_{\infty}^{2}=\left(3+\frac{1}{8 q \hat{r}}\right)\left(\frac{T}{T-1}\right) . \tag{3.7}
\end{equation*}
$$

Thus, the bounds of the first term of (3.6) does not depend on the number of tasks $m$ or the number of iterations $k$. The following Corollary 3.1.1 describes an upper bound that only depends on $l, q, \sigma_{\infty}^{2}$, and $D$.

Corollary 3.1.1. Under the hypotheses of Theorem 3.1, there exists $m_{0}=3 l r e^{l q / 4 \sigma_{\infty}^{2}(\hat{l} \hat{r})^{2(k-1)}}$ and $k_{0}=1+\left(\log \left(q / \mu^{2}\right) / \log T\right)$ such that

$$
\begin{equation*}
\frac{1}{m} \sum_{i=1}^{m} \mathbb{P}\left(t_{i} \neq \hat{t}_{i}^{(k)}\right) \leqslant D e^{-l q /\left(4 \sigma_{\infty}^{2}\right)} \tag{3.8}
\end{equation*}
$$

for all $k \geqslant k_{0}$ and for all $m \geqslant m_{0}$.
Proof. First, we will show that $\sigma_{k}^{2} \leqslant 2 \sigma_{\infty}^{2}$ for $k \geqslant 1+\left(\log \left(q / \mu^{2}\right) / \log T\right)$. Since $T>1$, as per our assumption, $\sigma_{k}^{2}=\left(2 q / \mu^{2} T^{k-1}\right)+\left(\frac{D}{D-1}\right)^{2}(3+1 / 8 q \hat{r}) \frac{1-1 / T^{k-1}}{T-1} \leqslant$ $2+\sigma_{\infty}^{2} \leqslant \sigma_{\infty}^{2}+\sigma_{\infty}^{2} \leqslant 2 \sigma_{\infty}^{2}$. Therefore, the first term of (3.6) is bounded like ( $D-$ 1) $e^{-l q / 2 \sigma_{k}^{2}} \leqslant(D-1) e^{-l q / 4 \sigma_{\infty}^{2}}$. Next, it is sufficient to set $m \geqslant 3 l r e^{l q / 4 \sigma_{\infty}^{2}(\hat{l} \hat{r})^{2(k-1)}}$ to ensure $\frac{3 l r}{m}(\hat{l} \hat{r})^{2 k-2} \leqslant e^{-l q /\left(4 \sigma_{\infty}^{2}\right)}$.

From Corollary 3.1.1, we obtained that the required number of iterations $k_{0}$, is small in that it is the only logarithmic in $l, r, q, \mu$ and $D$. On the other hand, although the required number of entire tasks $m_{0}$, is very large in Corollary 3.1.1, the experimental result in Section 3.6 shows that the performance of error exhibits exponential decay as stated in (3.8).

Now, if we assume that there are no limitation on worker degree $r$ and $T \geqslant 2$, we can find $\sigma_{\infty}^{2} \leqslant 2(3+1 / 8 q \hat{r})$. Then, for all $r \geqslant 1+1 / 8 q$, as similar with the [35], we get the following bound:

$$
\begin{equation*}
\frac{1}{m} \sum_{i=1}^{m} \mathbb{P}\left(t_{i} \neq \hat{t}_{i}^{(k)}\right) \leqslant D e^{-l q / 32} \tag{3.9}
\end{equation*}
$$

Also, we can check the following corollary in terms of the number of queries per task $l$ to achieve a target accuracy. Hence, we get the following Corollary 3.1.2.

Corollary 3.1.2. Using the task assignment scheme according to pairing model with $r \geqslant 1+1 / 8 q$ and the iterative algorithm, it is sufficient to query $(32 / q) \log (D / \epsilon)$ times per task to guarantee that the error bound is at most $\epsilon$ for any $\epsilon \leqslant 1 / 2$ and for all $m \geqslant m_{0}$.

### 3.5.3 Proof of the Error Bounds

The proof is roughly composed of three parts. First, the second term at the right-hand side of (3.6) is proved using its local tree-like property. Second, the remaining term of the right-hand side of (3.6) is verified using Chernoff bound in the assumption that the estimates of the task message follow sub-Gaussian distribution. Lastly, we prove that the assumption of the second part is true within certain parameters. To apply density evolution with multi-dimensional vector form is difficult in that the cross term of each components are generated. Therefore our proof can be differentiated from binary setting in [35].

Without a loss of generality, it is possible to assume that the true answer of each task, for any $i \in[m], t_{i}=\vec{e}_{1}$. Let $\hat{t}_{i}^{(k)}$ denote the estimated answer of task $i$ defined in

Section 3.5.2. If we draw a task I, uniformly at random from the task set, the average probability of error can be denoted as

$$
\begin{equation*}
\frac{1}{m} \sum_{i \in[m]} \mathbb{P}\left(t_{i} \neq \hat{t}_{i}^{(k)}\right)=\mathbb{P}\left(t_{\mathbf{I}} \neq \hat{t}_{\mathbf{I}}^{(k)}\right) \tag{3.10}
\end{equation*}
$$

Let $\mathrm{G}_{\mathrm{I}, k}$ denote a subgraph of G that consists of all the nodes whose distance from the node ' $\mathbf{I}$ ' is at most $k$. After $k$ iterations, the local graph with root ' $\mathbf{I}$ ' is $\mathrm{G}_{\mathbf{I}, 2 k-1}$, since the update process operates twice for each iteration. To take advantage of density evolution, the full independence of each branch is needed. Thus, we bound the probability of error with two terms, one that represents the probability that subgraph $\mathrm{G}_{\mathbf{I}, 2 k-1}$ is not a tree and the other, which represents the probability that $\mathrm{G}_{\mathbf{I}, 2 k-1}$ is a tree with a wrong answer.

$$
\begin{align*}
\mathbb{P}\left(t_{\mathbf{I}} \neq \hat{t}_{\mathbf{I}}^{(k)}\right) & \leqslant \mathbb{P}\left(\mathrm{G}_{\mathbf{I}, 2 k-1} \text { is not a tree }\right) \\
& +\mathbb{P}\left(\mathrm{G}_{\mathbf{I}, 2 k-1} \text { is a tree and } t_{\mathbf{I}} \neq \hat{t}_{\mathbf{I}}^{(k)}\right) \tag{3.11}
\end{align*}
$$

The following Lemma 3.2 bounds the first term and proves that the probability that a local subgraph is not a tree vanishes as $m$ grows. A proof of Lemma 3.2 is provided [35] (cf. Karger, Oh and Shah 2014, Section 3.2).

Lemma 3.2. From a random (l,r)-regular bipartite graph generated according to the pairing model,

$$
\mathbb{P}\left(\mathrm{G}_{\mathbf{I}, 2 k-1} \text { is not a tree }\right) \leqslant(\hat{l} \hat{r})^{(2 k-2)} \frac{3 l r}{m} .
$$

From the result of Lemma 3.2, we can concentrate directly on the second term of (3.11) and define the pairwise difference of task messages as $\tilde{\mathbf{x}}_{d}^{(k)}=\mathbf{x}_{1}^{(k)}-\mathbf{x}_{d}^{(k)}$ for ${ }^{\forall} d \in[2: D]$.

$$
\begin{aligned}
\mathbb{P}\left(t_{\mathbf{I}} \neq \hat{t}_{\mathbf{I}}^{(k)} \mid \mathrm{G}_{\mathbf{I}, k} \text { is a tree }\right) & \leqslant \mathbb{P}\left(\cup_{d=2}^{D}\left\{\tilde{x}_{\mathbf{I}}^{(k)} \leqslant 0\right\} \mid \mathrm{G}_{\mathbf{I}, k} \text { is a tree }\right) \\
& \leqslant \mathbb{P}\left(\cup_{d=2}^{D}\left\{\tilde{x}_{\mathbf{I}} \leqslant 0\right\}\right) .
\end{aligned}
$$

To obtain a tight upper bound on $\mathbb{P}\left(\cup_{d=2}^{D}\left\{\hat{\mathbf{x}}_{d}^{(k)} \leqslant 0\right\}\right)$ of our iterative algorithm, we assume that $\tilde{\mathbf{x}}_{d}^{(k)}$ follow sub-Gaussian distribution for any $d \in[2: D]$ and prove
these in Section 3.5.4. Then, Chernoff bound is applied to the independent message branches and this brings us the tight bound of our algorithm. A random variable $\mathbf{z}$ with mean $m$ is said to be sub-Gaussian with parameter $\tilde{\sigma}$ if for any $\lambda \in \mathbb{R}$ the following inequality holds:

$$
\begin{equation*}
\mathbb{E}\left[e^{\lambda \mathbf{z}}\right] \leqslant e^{m \lambda+(1 / 2) \tilde{\sigma}^{2} \lambda^{2}} \tag{3.12}
\end{equation*}
$$

We will first show that for ${ }^{\forall} d \in[2: D], \tilde{\mathbf{x}}_{d}^{(k)}$ is sub-Gaussian with mean $m_{k}$ and parameter $\tilde{\sigma}_{k}^{2}$ for specific region of $\lambda$, precisely for $|\lambda| \leqslant 1 /\left(2 m_{k-1} \hat{r}\right)$. Now we define

$$
\begin{gathered}
m_{k} \equiv \mu \hat{l} U^{k-1}, \quad{ }^{\forall} k \in \mathbb{N} \\
\tilde{\sigma}_{k}^{2} \equiv 2 \hat{l} S^{k-1}+\left[\mu^{2} \hat{l}^{2} \hat{r}\left(3 q^{2} \hat{l} \hat{r}+\hat{l} / 8\right)\right] U^{2 k-4}\left[\frac{1-(1 / T)^{k-1}}{1-(1 / T)}\right], \\
\text { where } U=\frac{D-1}{D} q \hat{l} \hat{r}, \quad S=\frac{D^{2}-D-1}{D^{2}} \hat{l} \hat{r} \\
T=\frac{U^{2}}{S}=\frac{(D-1)^{2}}{D^{2}-D-1} q^{2} \hat{l} \hat{r}
\end{gathered}
$$

then

$$
\begin{equation*}
\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{m_{k} \lambda+(1 / 2) \tilde{\sigma}_{k}^{2} \lambda^{2}} . \tag{3.13}
\end{equation*}
$$

The locally tree-like property of a sparse random graph provides the distributional independence among incoming messages, that is $\mathbb{E}\left[e^{\lambda \hat{\mathbf{x}}_{d}^{(k)}}\right]=\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right]^{(l / \hat{l})}$. Thus, $\hat{\mathbf{x}}_{d}^{(k)}$ satisfies $\mathbb{E}\left[e^{\lambda \hat{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{(l / \hat{l}) m_{k} \lambda+((l / 2 \hat{l})) \tilde{\sigma}_{k}^{2} \lambda^{2}}$ for all $d \in[2: D]$. Because of full independence of each branch, we can apply Chernoff bound with $\lambda=-m_{k} /\left(\tilde{\sigma_{k}^{2}}\right)$, and then we obtain

$$
\begin{align*}
& \mathbb{P}\left(\hat{\mathbf{x}}_{d}^{(k)} \leqslant 0\right) \leqslant \mathbb{E}\left[e^{\lambda \hat{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{-l m_{k}^{2} /\left(2 \hat{\sigma} \tilde{\sigma}_{k}^{2}\right)}  \tag{3.14}\\
& \mathbb{P}\left(\cup_{d=2}^{D}\left\{\hat{\mathbf{x}}_{d}^{(k)} \leqslant 0\right\}\right) \leqslant \sum_{d=2}^{D} \mathbb{P}\left(\hat{\mathbf{x}}_{d}^{(k)} \leqslant 0\right) \\
& \leqslant(D-1) e^{-l m_{k}^{2} /\left(2 \hat{\sigma} \tilde{\sigma}_{k}^{2}\right)} . \tag{3.15}
\end{align*}
$$

Since $m_{k} m_{k-1} /\left(\tilde{\sigma}_{k}^{2}\right) \leqslant 1 /(3 \hat{r})$, we can easily check $|\lambda| \leqslant 1 /\left(2 m_{k-1} \hat{r}\right)$. This finalizes the Proof of the Theorem 3.1.

### 3.5.4 Proof of Sub-Gaussianity

Now we prove that for all $d \in[2: D], \tilde{\mathbf{x}}_{d}^{(k)}$ is sub-Gaussian with some $m_{k}$ and $\tilde{\sigma}_{k}^{2}$. Recurrence relation of the evolution of the MGFs(moment generating functions) on $\tilde{\mathbf{x}}_{d}$ and $\mathbf{y}_{\mathbf{p}}$ are stated as

$$
\begin{align*}
\mathbb{E}\left[e^{\left.\lambda \tilde{\mathbf{x}}_{d}^{(k)}\right]=}\right. & \left(\mathbb { E } _ { \mathbf { p } } \left[\mathbf{p} \mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(k-1)}} \mid \mathbf{p}\right]+\frac{\overline{\mathbf{p}}}{D-1} \mathbb{E}\left[e^{\left.-\lambda \mathbf{y}_{p}^{(k-1)} \mid \mathbf{p}\right]}\right.\right.\right. \\
& \left.\left.+\frac{\overline{\mathbf{p}}}{D-1}(D-2)\right]\right)^{\hat{l}},  \tag{3.16}\\
\mathbb{E}\left[e^{\left.\lambda \mathbf{y}_{p}^{(k)}\right]=}\right. & \left(p \mathbb{E}\left[e^{\lambda\left(\frac{1}{D} \sum_{d=2}^{D} \tilde{\mathbf{x}}_{d}^{(k)}\right)}\right]\right. \\
& \left.+\frac{\bar{p}}{D-1} \sum_{j=2}^{D} \mathbb{E}\left[e^{\lambda\left(-\tilde{\mathbf{x}}_{j}^{(k)}+\frac{1}{D} \sum_{d=2}^{D} \tilde{\mathbf{x}}_{d}^{(k)}\right)}\right]\right)^{\hat{r}}  \tag{3.17}\\
& \text { where } \quad \bar{p}=1-p \text { and } \overline{\mathbf{p}}=1-\mathbf{p} .
\end{align*}
$$

Using above MGFs and mathematical induction, we can prove that $\tilde{\mathbf{x}}_{d}^{(k)}$ are subGaussian, for all $d \in[2: D]$.

First, for $k=1$, we prove that all of $\tilde{\mathbf{x}}_{d}^{(1)}$ are sub-Gaussian random variables with mean $m_{1}=\mu \tilde{l}$ and variance $\tilde{\sigma}_{1}^{2}=2 \tilde{l}$, where $\mu \equiv \mathbb{E}\left[\frac{D}{D-1}\left(p_{j}-\frac{1}{D}\right)\right]$. Using Gaussian initialization of $\mathbf{y}_{p} \sim \mathcal{N}(1,1)$, we obtain $\mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(0)}}\right]=e^{\lambda+(1 / 2) \lambda^{2}}$ regardless of $p$. Substituting this into equation (13), we have

$$
\begin{align*}
& \mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(1)}}\right]=\left(\mathbb { E } _ { \mathbf { p } } \left[\mathbf{p} e^{\lambda+(1 / 2) \lambda^{2}}+\left(\frac{1-\mathbf{p}}{D-1}\right) e^{-\lambda+(1 / 2) \lambda^{2}}\right.\right. \\
& \left.\left.+\left(\frac{1-\mathbf{p}}{D-1}\right)(D-2)\right]\right)^{\hat{l}} \\
& \leqslant\left(\mathbb{E}[a] e^{\lambda}+\left(\mathbb{E}[\bar{a}] e^{-\lambda}\right)^{\hat{l}} e^{(1 / 2) \hat{l} \lambda^{2}}\right. \\
& \leqslant e^{\left(\mu \lambda+\lambda^{2}\right) \hat{l}} \text {, }  \tag{3.18}\\
& \text { where } \quad a=\frac{D p+D-2}{2(D-1)}, \quad \bar{a}=1-a=\frac{D(1-p)}{2(D-1)}
\end{align*}
$$

where the first inequality follows from the fact that $2 \leqslant e^{\lambda}+e^{-\lambda}$ for any $\lambda \in \mathbb{R}$, and the second inequality follows from that

$$
\begin{equation*}
b e^{z}+(1-b) e^{-z} \leqslant e^{(2 b-1) z+(1 / 2) z^{2}} \tag{3.19}
\end{equation*}
$$

for any $z \in \mathbb{R}$ and $b \in[0,1]$ (cf. Alon and Spencer 2008, Lemma A.1.5) [44].
From $k^{\text {th }}$ inductive hypothesis, we have $\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{m_{k} \lambda+(1 / 2) \tilde{\sigma}_{k}^{2} \lambda^{2}}$ for $|\lambda| \leqslant$ $1 /\left(2 m_{k-1} \hat{r}\right)$. Now, we will show $\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k+1)}}\right] \leqslant e^{m_{k+1} \lambda+(1 / 2) \tilde{\sigma}_{k+1}^{2} \lambda^{2}}$ for $|\lambda| \leqslant 1 /\left(2 m_{k} \hat{r}\right)$. In advance, substituting (3.19) into (3.17), we have

Lemma 3.3. For any $|\lambda| \leqslant 1 /\left(2 m_{k} \hat{r}\right)$ and $p \in[0,1]$, we get

$$
\begin{array}{r}
\mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(k)}}\right] \leqslant\left[\left(p e^{(1 / 2) m_{k} \lambda}+\bar{p} e^{-(1 / 2) m_{k} \lambda}\right)\right]^{\hat{r}} \\
\cdot e^{\left(\frac{D-2}{2 D}\right) \hat{r} m_{k} \lambda+\left(\frac{D^{2}-D-1}{D^{2}}\right) \hat{r} \tilde{\sigma}_{k}^{2} \lambda^{2}} .
\end{array}
$$

Similar to (3.18)'s process, from (3.16), we get

$$
\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k+1)}}\right] \leqslant \mathbb{E}_{\mathbf{p}}\left(a \mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(k)}}\right]+\bar{a} \mathbb{E}\left[e^{-\lambda \mathbf{y}_{p}^{(k)}}\right]\right)^{\hat{l}}
$$

with $2 \leqslant e^{\lambda}+e^{-\lambda}$ for any $\lambda \in \mathbb{R}$.
Substituting the result of Lemma 3.3 into the above inequality provides

$$
\begin{align*}
\mathbb{E}\left[e^{\left.\lambda \tilde{\mathbf{x}}_{d}^{(k+1)}\right] \leqslant}\right. & \mathbb{E}_{\mathbf{p}}\left[a\left(\mathbf{p} e^{(1 / 2) m_{k} \lambda}+\overline{\mathbf{p}} e^{-(1 / 2) m_{k} \lambda}\right)^{\hat{r}}\right. \\
& \left.+\bar{a}\left(\mathbf{p} e^{(1 / 2) m_{k} \lambda}+\overline{\mathbf{p}} e^{-(1 / 2) m_{k} \lambda}\right)^{\hat{r}}\right]^{\hat{l}} \\
& \cdot e^{\left(\frac{D-2}{2 D}\right) \hat{l} \hat{r} m_{k} \lambda+\left(\frac{D^{2}-D-1}{D^{2}}\right) \hat{l} \hat{r} \tilde{\sigma}_{k}^{2} \lambda^{2}} . \tag{3.20}
\end{align*}
$$

Now we are left to bound (3.20) using following Lemma 3.4.

Lemma 3.4. For any $|z| \leqslant 1 /(2 \hat{r})$ and $p \in[0,1]$, we get

$$
\begin{aligned}
& \mathbb{E}_{\mathbf{p}}\left[a \left(\mathbf{p} e^{\frac{D-1}{D} z}\right.\right.\left.\left.+\overline{\mathbf{p}} e^{-\frac{1}{D} z}\right)+\bar{a}\left(\mathbf{p} e^{-\frac{D-1}{D} z}+\overline{\mathbf{p}} e^{\frac{1}{D} z}\right)\right]^{\hat{r}} \\
& \leqslant e^{\frac{D-1}{D} q \hat{r} z+\left(\frac{3}{2} q \hat{r}+\frac{1}{8}\right) \hat{r} z^{2}}
\end{aligned}
$$

Applying this to (3.20) gives

$$
\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k+1)}}\right] \leqslant e^{\frac{D-1}{D} q \hat{l} \hat{r} m_{k} \lambda+\left[\left(\frac{3}{2} q \hat{r}+\frac{1}{8}\right) m_{k}^{2}+\left(\frac{D^{2}-D-1}{D^{2}}\right) \tilde{\sigma}_{k}^{2}\right] \hat{l} \hat{r}},
$$

for $|\lambda| \leqslant 1 /\left(2 m_{k} \hat{r}\right)$.
From the result of mathematical induction, we can obtain the recurrence relations of two parameters of the sub-Gaussians

$$
\begin{gathered}
m_{k+1}=\left[\frac{D-1}{D} q \hat{l} \hat{r}\right] m_{k} \\
\tilde{\sigma}_{k+1}^{2}=\left[\left(\frac{3}{2} q \hat{r}+\frac{1}{8}\right) m_{k}^{2}+\left(\frac{D^{2}-D-1}{D^{2}}\right) \tilde{\sigma}_{k}^{2}\right] \hat{l} \hat{r}
\end{gathered}
$$

with $\frac{D-1}{D} q \hat{l} \hat{r} \geqslant 1$, where $m_{k}$ is increasing geometric series. Thus, the above recursions hold for $|\lambda| \leqslant 1 /\left(2 m_{k} \hat{r}\right)$ and we get

$$
m_{k}=\mu \hat{l}\left[\frac{D-1}{D} q \hat{l} \hat{r}\right]^{k-1},
$$

for all $k \in \mathbb{N}$. Substituting $m_{k}$ into $\tilde{\sigma}_{k}^{2}$, we obtain

$$
\begin{equation*}
\tilde{\sigma}_{k}^{2}=a \tilde{\sigma}_{k-1}^{2}+b c^{k-2} \tag{3.21}
\end{equation*}
$$

where

$$
a=\frac{D^{2}-D-1}{D^{2}} \hat{l} \hat{r}, \quad b=\mu^{2} \hat{l}^{3} \hat{r}\left(\frac{3}{2} q \hat{r}+\frac{1}{8}\right) \quad c=\left[\frac{D-1}{D} q \hat{l} \hat{r}\right]^{2}
$$

For $T \neq 1$, This type of recurrence relation can be represented as the following closed formula.

$$
\begin{equation*}
\tilde{\sigma}_{k}^{2}=\tilde{\sigma}_{1}^{2} a^{k-1}+b c^{k-2}\left[\frac{1-(a / c)^{k-1}}{1-(a / c)}\right] \tag{3.22}
\end{equation*}
$$

This finishes the proof of (3.13).

Proof of Lemma 3.3 In the $k+1^{\text {th }}$ inductive step of mathematical induction, we assume that $\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{m_{k} \lambda+(1 / 2) \tilde{\sigma}_{k}^{2} \lambda^{2}}$ for any $d \in[2: D]$ with $|\lambda| \leqslant 1 /\left(2 m_{k-1} \hat{r}\right)$. In other words, all of $\tilde{\mathbf{x}}_{d}^{(k)}$ follow sub-Gaussian distribution with parameters $m_{k}$ and $\tilde{\sigma}_{k}^{2}$. From (3.17), each component at the right-hand side can be represented as the product
of several combinations of $\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right]$ and the product of variables means a linear combination in the exponential field. Using hölder's inequality, we prove that the linear transformation of sub-Gaussian random variables follows also sub-Gaussian distribution with some parameters. Moreover, these parameters are determined by $D$, mean $m_{k}$ and variance $\tilde{\sigma}_{k}^{2}$ of each sub-Gaussian $\tilde{\mathbf{x}}_{d}^{(k)}$. Applying $h$ "older's inequality to (3.17), the first term at the right-hand side of (3.17) gives

$$
\begin{aligned}
\mathbb{E}\left[e^{\lambda\left(\frac{1}{D} \sum_{d=2}^{D} \tilde{\mathbf{x}}_{d}^{(k)}\right)}\right] & \leqslant \prod_{d=2}^{D}\left[\mathbb{E}\left(e^{\left.\lambda(1 / D) \tilde{\mathbf{x}}_{d}^{(k)}\right)}\right)^{D-1}\right]^{\frac{1}{D-1}} \\
& \leqslant e^{\left(\frac{D-1}{D}\right) m_{k} \lambda+\left(\frac{D-1}{2 D^{2}}\right) \tilde{\sigma}_{k}^{2} \lambda^{2}}
\end{aligned}
$$

For the second term at the right-hand side of (3.17), we have

$$
\begin{aligned}
& \mathbb{E}\left[e^{\lambda\left(-\tilde{\mathbf{x}}_{j}^{(k)}+\frac{1}{D} \sum_{d=2}^{D} \tilde{\mathbf{x}}_{d}^{(k)}\right)}\right] \leqslant \mathbb{E}\left[e^{-\lambda\left(\frac{D-1}{D}\right) \tilde{\mathbf{x}}_{j}^{(k)}}\right] \\
& \cdot \prod_{d=2, d \neq j}^{D}\left[\mathbb{E}\left(e^{\left.\lambda(1 / D) \tilde{\mathbf{x}}_{d}^{(k)}\right)}\right)^{D-1}\right]^{\frac{1}{D-1}} \\
& \leqslant e^{\left(-\frac{1}{D}\right) m_{k} \lambda+\left(\frac{D^{2}-D-1}{2 D^{2}}\right) \tilde{\sigma}_{k}^{2} \lambda^{2}}
\end{aligned}
$$

Getting these two results together finishes the proof of Lemma 3.3.

Proof of Lemma 3.4 From (3.19), we get

$$
\left(\mathbf{p} e^{\frac{D-1}{D} z}+\overline{\mathbf{p}} e^{-\frac{1}{D} z}\right) \leqslant e^{\left(\mathbf{p}-\frac{1}{D}\right) z+\frac{1}{8} z^{2}}
$$

Applying this result to the original formula, we have

$$
\begin{gathered}
\mathbb{E}_{\mathbf{p}}\left[a\left(\mathbf{p} e^{\frac{D-1}{D} z}+\overline{\mathbf{p}} e^{-\frac{1}{D} z}\right)+\bar{a}\left(\mathbf{p} e^{-\frac{D-1}{D} z}+\overline{\mathbf{p}} e^{\frac{1}{D} z}\right)\right]^{\hat{r}} \\
\leqslant \mathbb{E}\left[e^{\frac{D}{D-1}\left(\mathbf{p}-\frac{1}{D}\right) \hat{r} z+\frac{1}{2}\left(\mathbf{p}-\frac{1}{D}\right)^{2} \hat{r}^{2} z^{2}}\right] \cdot e^{\frac{1}{8} \hat{r} z^{2}}
\end{gathered}
$$

In this point, we bring the fact that $e^{a} \leqslant 1+a+0.63 a^{2}$ for $|a| \leqslant 5 / 8$

$$
\mathbb{E}\left[e^{\frac{D}{D-1}\left(\mathbf{p}-\frac{1}{D}\right) \hat{r} z+\frac{1}{2}\left(\mathbf{p}-\frac{1}{D}\right)^{2} \hat{r}^{2} z^{2}}\right]
$$

$$
\begin{aligned}
& \leqslant \mathbb{E}\left[1+\left(\frac{D-1}{D}\right) q \hat{r} z+\frac{1}{2}\left(\frac{D-1}{D}\right)^{2} q \hat{r}^{2} z^{2}\right. \\
&\left.+0.63\left\{\left(\frac{D-1}{D}\right) q \hat{r} z+\frac{1}{2}\left(\frac{D-1}{D}\right)^{2} q \hat{r}^{2} z^{2}\right\}^{2}\right] \\
& \leqslant 1+\left(\frac{D-1}{D}\right) q \hat{r} z+\frac{3}{2}\left(\frac{D-1}{D}\right)^{2} q \hat{r}^{2} z^{2} \\
& \leqslant e^{\left(\frac{D-1}{D}\right) q \hat{r} z+\frac{3}{2} q \hat{r}^{2} z^{2}}
\end{aligned}
$$

for $|z| \leqslant 1 /(2 \hat{r})$ and $D \leqslant 2$.

Phase Transition. As shown in (3.22), the performance of our algorithm is only bounded when the condition $T>1$ is satisfied. Meanwhile, with $T<1, \tilde{\sigma}_{k}^{2}$ which means the variance of the $\tilde{\mathbf{x}}_{d}^{(k)}$ diverges as the number of iteration $k$ increases. In this case, our performance guarantee is no longer valid and the performance becomes worse compared to other algorithms such as EM and majority voting. Note that except for extreme case such as when using very low quality workers and the deficient assignments, $T>1$ is easily satisfied and our performance guarantee is valid. In Section 3.6, we will verify the existence of this critical point at $T=1$ through several experiments with different conditions.

$$
\frac{a}{c}=\frac{(D-1)^{2}}{\left(D^{2}-D-1\right)} q^{2} \hat{l} \hat{r}=T .
$$

### 3.6 Experimental Results

In this section, we verify the performance of the multiple iterative algorithm discussed in the previous sections with different sets of simulations. First, we check that the error of the iterative algorithm exhibits exponential decay as $l$ increases or $q$ increases. In addition, we show that our algorithm achieves a better performance than that of the majority voting and EM approach above a phase transition of $T=1$. Next simulation investigates the linear relationship between $y_{j}$ value and the ratio of
the number of correct answers to $r_{j}$ for each worker. Then, we do experiments on the adaptive scenario by varying the proportion of pilot tasks and selected reliable workers. Finally, we do simulations on the experiments introduced above with a task set consisting of various $D$ values.

### 3.6.1 Comparison with Other Algorithms

To show the competitiveness of our algorithm, we ran our multiple iterative algorithm, majority voting, and the EM approach for 2,000 tasks and 2,000 workers with fixed $D$ $=2,3,4$, and 5 (Figure 3.4 and Figure 3.5). The performance of the oracle estimator is also presented as a lower bound and the EM algorithm is implemented with Dawid and Skene's method [38]. In Figure 3.4, we can check that the probability of error decays exponentially as $l$ increases, and is lower than that of the majority voting and EM approach above the phase transition $T=1$. In addition, in Figure 3.5, we find the probabilities of error decays as $q$ increases.

We expect a phase transition at $T=\frac{(D-1)^{2}}{\left(D^{2}-D-1\right)} q^{2} \hat{l} \hat{r}=1$ or $l=1+\sqrt{\frac{\left(D^{2}-D-1\right)}{(D-1)^{2}}} \frac{1}{q}$ when $l=r$ according to our theorem. With this, we can expect transitions to happen around $l=4.33$ for $D=2(q=0.3), l=6.59$ for $D=3(q=0.2), l=8.37$ for $D=4(q=0.15)$, and $l=11.89$ for $D=5(q=0.1)$. From the experiments in Figure 3.4, we see that iterative algorithm starts to perform better than majority voting around $l=5,6,10,18$ for each $D$. Note that these values are very similar with the theoretical values. It follows from the fact the error of our method increases with $k$ when $T<1$ as stated in Section 3.5. As can clearly be seen from the simulation results, we can check that the $l$ values required for achieving $T>1$ are not large. For example, if we consider dealing with short-answer questions like reCAPTCHA which is introduced in Section 3.4, carrying off the required $r(=l)$ is accomplished easily since each alphabet is considered as a separate question.


Figure 3.4: Comparisons of probabilities of error between different algorithms varying $l$ values $(m=n=2000, l=r)$.

### 3.6.2 Adaptive Scenario

The inference of workers' relative reliability in the course of iterations is one of the algorithm's most important aspects. Now, we define $\hat{p_{j}}$ for each worker $j$ as following:

$$
\hat{p_{j}}=\frac{\text { the number of correct answers }}{r_{j}}
$$

After $k_{\text {max }}$ iterations, we can find reliable workers by the value of worker message $y_{j}$ since this value is proportional to $\hat{p_{j}}$, which is influenced by $p_{j}$. Relative reliability


Figure 3.5: Comparisons of probabilities of error between different algorithms varying $q$ values ( $m=n=2000, l=r=25$ ).
$y_{j}$ is calculated by the following equation in Algorithm 3.1.

$$
y_{j} \leftarrow \sum_{i \in \partial j}\left(\vec{A}^{i j}-\frac{\overrightarrow{1}}{D}\right) \cdot \vec{x}_{i \rightarrow j}^{\left(k_{\max }-1\right)}
$$

Figure 3.6 shows that there are strong correlations between $y_{j}$ and $\hat{p}_{j}$. In one simulation, the correlation coefficients ${ }^{1}$ between $y_{j}$ and $\hat{p}_{j}$ are measured as $0.993,0.989$, $0.968,0.938$ for each $D=2,3,4$, and 5 , which are significantly large values. We can also check that the line passes approximately the point of $\left(\frac{1}{D}, 0\right)$, which represents a
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Figure 3.6: Relationship between $y_{j}$ and $\hat{p_{j}}(m=n=2000, k=10)$.
non-informative worker's reliability, as expected in Section 3.5.
One of the utilizations of this correlation property is the adaptive scenario, which extracts more reliable workers from the crowds after the inference of pilot tasks, and lets them solve the remaining tasks. We can improve the performance of our algorithm further with the scenario. The strategy consists of two steps in detail. In the first step, we use $m^{\prime}=\alpha m$ pilot tasks to infer the relative reliability of workers using the
iterative algorithm.

$$
\begin{array}{r}
m^{\prime}=\alpha m, n^{\prime}=n \\
l^{\prime}=l, r^{\prime}=\alpha r
\end{array}
$$

In the second step, we select $\beta n$ workers who have higher $\left|y_{j}\right|$ values after the first step, and each worker solves $\frac{m-m^{\prime}}{\beta m} r$ tasks out of the remaining $m-m^{\prime}$ tasks. We sort them out with higher $\left|y_{j}\right|$ values since we can gain less information from workers who have lower $\left|y_{j}\right|$ values, which means that their reliability is closer to $1 / D$ than those of the others (Figure 3.6 and Figure 3.3).

$$
\begin{gathered}
m^{\prime \prime}=m-m^{\prime}, n^{\prime \prime}=\beta n \\
l^{\prime \prime}=l, r^{\prime \prime}=\frac{m-m^{\prime}}{\beta m} r
\end{gathered}
$$

To show the performance improvements when using the adaptive scenario, we perform experiments with several $\left(m^{\prime}, \beta\right)$ sets. Figure 3.7 shows that the probability of error is smaller than for the non-adaptive scenario when proper $m^{\prime}$ and $\beta$ are used. Specifically, as $\beta$ decreases, the error tends to decrease since fewer, but more reliable, workers then solve the rest of the questions. However, we have to consider each worker's inherent capacity ${ }^{2}$ when choosing an appropriate $\beta$. With limited capacity, we cannot use an unreasonably low $\beta$, since it places too high a burden on each worker. In addition, we have to take enough $m^{\prime}$ pilot tasks to guarantee the accuracy of the relative reliability, which are inferred in the first step.

### 3.6.3 Simulations on a Set of Various $D$ Values.

To show the performance of the generalized multiple iterative algorithm, we do simulations on a task set consisting of various $D$ values with Algorithm 3.2. In detail, we repeat the same experiments with a question set composed in $1: 1: 1$ ratios of tasks
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Figure 3.7: Adaptive Scenario ( $m=n=2000, l=25$ ).
which $D$ are $2,3,4$ respectively. Then, we have to investigate for the general case that $q$ is calculated with the following equation.

$$
q=\mathbb{E}\left[q_{j}\right]=\mathbb{E}\left[\left(\frac{D_{i}}{D_{i}-1}\right)^{2}\left(p_{i j}-\frac{1}{D_{i}}\right)^{2}\right]
$$

We define $q_{j}$ as an individual quality of the worker $j$. To perform simulations and to analyze the results, we have to make an assumption that a worker with individual quality $q_{j}$ solves question with a reliability $p_{i j}$ for each $D_{i}$. We can check that the same tendencies found in previous simulations also appear in Figure 3.8. There is also the


Figure 3.8: Simulations on a set of various $D$ values ( $m=n=2000$, where $D=2$ : $666 / D=3: 667 / D=4: 668)$.
strong correlation between $y_{j}$ and $\hat{p}_{j}$ as 0.960 . This result is notable in that in the real world, there are many more cases where questions have varying number of choices than fixed ones.

### 3.7 Conclusion

We have proposed an iterative algorithm that can handle multiple-choice and shortanswer questions which are general types of questions in real crowdsourcing systems.

Especially for short-answer questions, we provide a method of transforming original tasks into several microtasks. Therefore, we give a general solution for real crowdsourcing systems to infer the correct answers from unreliable responses. From the performance analysis of our algorithm, we have proved that an upper bound on the probability of error decays exponentially and we have verified that our algorithm outperforms majority voting and EM-based algorithm through numerical experiments.

## Chapter 4

## Crowdsourcing Systems for Multiple-choice Questions with $K$-Approval Voting

In eliciting the wisdom of crowds, many crowdsourcing platforms have encourage workers to select top- $K$ alternatives they believe as correct candidates. This voting rule is called " $K$-approval voting" and its interface provides workers more flexibility to response and takes advantage of even their partial expertise [45, 46]. Due to the above merits, many crowdsourcers have adopt the $K$-approval voting setup to collect large amount of responses. For real crowdsourcing examples, two tasks described in Figure 4.1, 4.2 are real world crowdsourcing examples of $K$-approval voting. Figure 4.1 shows a task being distributed on Amazon Mechanical Turk, and the task was requested by one of well-known online shopping mall, Amazon. The goal of the task is to classify the best category of the item in the picture from given alternatives. Figure 4.2 shows another real task named 'Wisconsin Wildlife Watch' on Zooniverse which is another popular crowdsourcing system. The goal of this task is to correctly figure out what animals were pictured at the Wisconsin wildlife.

Although the demand on $K$-approval voting increases, there is not much work on inferring the correct answer from the collected data via a $K$-approval voting. One natural method to aggregate responses is the majority voting. However, it is insufficient to


Figure 4.1: A task in the Amazon Mechanical Turk, whose goal is to categorize the item in the picture. The worker is allowed to choose two candidates.
exploit the wisdom of crowds appropriately since it assumes that the level of reliability of the responses of all the workers are the same. In fact it is recently proved that [46] the majority voting is sub-optimal for any $K$-approval voting systems.

In this study, we design a novel algorithm for $K$-approval-voting systems which evaluates workers' reliability to infer the correct answers of the tasks more precisely. This work can be generally applicable on real crowdsourcing platforms in practice where tasks are $D$ many multiple-choice questions allowing workers to select top- $K$ alternatives. Moreover, our algorithm can be applied to the case that each problem have different $(D, K)$ value.

To the best of our knowledge, this study is the first work which propose an inference algorithm for $K$-approval votes. One of main contributions in this study is the performance guarantee of our algorithm. We rigorously prove that the error bound of our algorithm decays exponentially. An interesting aspect of the error bound is its dependency on the negative entropy of workers in a perspective on information theory. Also, we verify the performance of our algorithm through numerical experiments on


Figure 4.2: A task being distributed on Zooniverse to correctly figure out what animals are pictured at Wisconsin wildlife. The worker is allowed to choose multiple candidates.
various cases including a realistic case containing mixed tasks with various number $D$ of alternatives and $K$ selections. Moreover, through experiments, we show that our algorithm estimates the relative reliabilities of the workers properly.

This chapter is organized as follows: In Section 4.2, we make a setup, and in Section 4.3, we describe our algorithm to infer the correct answers for $K$-approval votes. Then, we provide performance guarantees for our algorithm in Section 4.4. In Section 4.5, we present comparative results through numerical experiments, and we draw conclusions in Section 4.6.

### 4.1 Related Work

Recently, there has been a few researches about $K$-approval votes in crowdsourcing field. These works aim to elicit the mode of worker's belief and propose a new paradigm of amassing high quality responses. Specially, In [45], they endeavor to obtain higher-quality labels with a new incentive mechanism which encourages the good
workers with additional payments. In addition, [46] prove that simple majority voting is sub-optimal and they bring up a conversation topic of necessity of probabilistic inference algorithm which can be applied to $K$-approval voting.

In single choice voting, there have been various approaches to get reliable results from unreliable responses. The simplest one is majority voting. However, it is insufficient to get reliable results since it regards the expertise of each worker as equal and gives the same weight to every worker. Typically, the level of expertise are very different from experts to novices. free money collectors, and even adversarial workers [29]. In order to exploit difference of expertise among workers, EMbased algorithms are suggested with latent variables and unknown model parameters [38, 32, 31, 30, 47, 48, 49].

Alternative approaches for the single voting for the binary questions have been suggested in [33] in the context of spectral methods that use low-rank matrix approximations. Also, they proposed a novel iterative learning algorithm [34, 33, 37] inspired by the standard Belief Propagation (BP) algorithm. Although they did not assume any prior knowledge, Liu et al. [36] shows that choosing a suitable prior can improve the performance via a Bayesian approach. Lately, [50,51] proposed an iterative learning algorithm for single voting on multiple-choice questions and real-valued vector regressions respectively. However, their algorithm cannot be applied to the $K$-approval voting.

In recent years, there have been some researches that build models jointly combined with human and computer vision model. [52] propose online collaboration crowdsourcing system between crowdsourcing platform and computer vision machines with Bayesian predictive model. [53,54] develops the combining system using confidence modeling and applied these systems to various applications in binary and multiclass setting.


Figure 4.3: System model for task-worker assignments.

### 4.2 Problem Setup

### 4.2.1 Problem Definition

In this section, we define the setup of the problem. Suppose a crowdsourcing system where there are $m$ tasks to be solved and $n$ workers to participate in. For convenience, tasks and workers are indexed by $i \in[m]$ and $j \in[n]$ respectively where $[m]$ means a set of integers from 1 to $m$ such that $\{1, \ldots, m\}$.

Each task is a multiple-choice question and consists of $D_{i}$ alternatives (or options) with only one correct answer (correct alternative). Each task is duplicated $l$ times to make a redundancy for boosting performance, which is a common strategy in crowdsourcing systems. Therefore, in total, $m l$ tasks are to be distributed. Since we use a random and equal assignment strategy to distribute tasks, each worker gets to solve $r$ tasks such that $m l=n r$. If we draw this scheme as a graph, a random $(l, r)$-regular bipartite graph can be made by the pairing model with $m$ task nodes, $n$ worker nodes, and $m l(=n r)$ edges representing tasks assigned to workers.

Each task allows $K_{i}$-approval votes when workers make their own responses. Here, we need to consider a worker model how workers make their responses when solving tasks. For a simple probabilistic approach, we assume that worker $j$ solves task $i$, and gives a response including the correct answer with a probability $p_{i j} \in[0,1]$. This prob-
ability should be considered as a value which depends on the type of given task such as $D_{i}$ and $K_{i}$, and how reliable the worker is. We will discuss its dependency on the task and worker in Section 4.2.2. We also assume that distractors (a set of alternatives except the correct answer) are independent from each other, and their levels of difficulty are same. Thus, in the $K$-approval voting system, a response include the correct answer with probability of $p_{i j}$, and the rest alternatives in the response are randomly selected from the distractors.

The goal of the problem is to infer the correct answer of tasks when workers' responses are given. The error performance can be easily measured by the ratio of the tasks incorrectly inferred such that $\frac{1}{m} \sum_{i \in[m]} \mathbb{I}\left(t_{i} \neq \hat{t}_{i}\right)$ where $t_{i}$ and $\hat{t}_{i}$ are the correct and inferred answer of task $i$ respectively, and $\mathbb{I}$ is an indicator function.

### 4.2.2 Worker Model for Various $(D, K)$

In our model, responses are generated by a simple probabilistic approach, so reliability should be calculated for every task and worker. To verify this, we can consider two easy examples. Suppose that there is an worker who only gives a random response, and two tasks are given to the worker where both $(D, K)$-pairs of the tasks are $(2,1)$, $(3,1)$ respectively. Then we can easily calculate the probability of getting a response including the correct answer from the worker. Since the worker picks a random choice, reliabilities for two tasks should be set to 0.5 and 0.33 respectively. For another example, suppose that the same worker solves other two tasks whose $(D, K)$-pairs are $(3,1),(3,2)$ respectively. Then, reliabilities for two tasks should be set to 0.33 and 0.67 respectively. Therefore we conclude that reliability should be dependent on $D_{i}$ and $K_{i}$.

Here we assume that each worker has an intrinsic value $q_{j}$ called quality of the worker, which represents inherent diligence or expertise of the worker. This means that the quality of the worker should be fixed whatever types of tasks are given. From an information theoretical perspective, the quality of a worker can be defined as nega-
tive entropy with an offset which makes the amount set to zero when the worker gives random responses. This is reasonable since no information can be obtained from random responses. We define quality of workers more precisely and relationship between $p_{i j}$ and $q_{j}$ in Chapter 4.4.2 and skip mathematical analysis here to take a look at our algorithm first.

### 4.3 Inference Algorithm

In this section, we explain the design of our algorithm and the process to estimate the correct answers. To avoid confusion in notation, we use the upper case $K$ to represent the number of selections and the lower case $k$ to represent the iteration number of our algorithm. In our setting, workers whom task $i$ is assigned to are allowed to vote $K_{i}$ alternatives.

For each edge $(i, j)$, a response is denoted as

$$
\vec{A}_{i j} \in \mathrm{~A}=\left\{\sum_{s=1}^{K_{i}} \vec{e}_{s} \mid \vec{e}_{s} \in U_{D_{i}}\right\}
$$

where $\mathbb{U}_{D_{i}}=\left\{\vec{e}_{u} \mid u \in\left[1: D_{i}\right]\right\}$ comprising $D_{i}$ dimensional unit vectors. To extract the correct answers from unreliable responses of workers, we propose an iterative algorithm for $K$-approval voting systems. Our algorithm takes an advantage of two types of messages between a task node and a worker node. A task message is denoted as a $D_{i}$ dimensional vector, $\vec{x}_{i \rightarrow j}$. Each component of this vector corresponds to the likelihood meaning the possibility being the correct answer of task $i$. A worker message, $y_{j \rightarrow i}$, represents how reliable the worker $j$ is. Since these worker messages are strongly correlated with the reliability $p_{i j}$, our algorithm can assess relative reliability. We will empirically verify the correlation between $\left\{y_{j \rightarrow i}\right\}$ and $\left\{p_{i j}\right\}$ in Section 4.5.

The initial messages of our iterative algorithm are sampled independently from the Gaussian distribution with unit mean and variance, i.e., $y_{j \rightarrow i}^{(0)} \sim \mathcal{N}(1,1)$. Unlike EM-based algorithms [38, 32], our approach is not sensitive to initial conditions as


Figure 4.4: Description of a task message $\vec{x}_{i^{\prime} \rightarrow j}^{(k)}$ and a response vector $\vec{A}_{i^{\prime} j}$, in the message vector space when $\vec{A}_{i^{\prime} j}=(1,1,0)$ and $D=3, K=2$.
long as the consensus of the group of workers is positively biased. Now, we define the adjacent set of task $i$ as $\partial i$ and similarly the adjacent set of worker $j$ is defined as $\partial j$. Then, at the $k^{\text {th }}$ iteration, both messages are updated using the following rules: For $\forall(i, j) \in E$,

$$
\begin{gather*}
\vec{x}_{i \rightarrow j}^{(k)}=\sum_{j^{\prime} \in \partial i \backslash j} \frac{1}{K_{i}}\left(\vec{A}_{i j^{\prime}} y_{j^{\prime} \rightarrow i}^{(k-1)}\right),  \tag{4.1}\\
y_{j \rightarrow i}^{(k)}=\sum_{i^{\prime} \in \partial j \backslash i} \frac{1}{K_{i^{\prime}}}\left(\vec{A}_{i^{\prime} j}-\left(\frac{K_{i^{\prime}}}{D_{i^{\prime}}}\right) \overrightarrow{1}\right) \cdot \vec{x}_{i^{\prime} \rightarrow j}^{(k-1)} . \tag{4.2}
\end{gather*}
$$

At the task message update process shown in (4.1), our algorithm gives a weight to the response according to the relative reliability of a worker. At the worker message update process shown in (4.2), it gives greater relative reliability to a worker who strongly follows the consensus of other workers.

Figure 4.4 describes two vectors in the message vector space. As shown above, $\frac{1}{K_{i^{\prime}}}\left(\vec{A}_{i^{\prime} j}-\left(\frac{K_{i^{\prime}}}{D_{i^{\prime}}}\right) \overrightarrow{1}\right)$ represents the difference between the response of worker $j$ solving task $i^{\prime}$ and the expectation of a random response $\left(\frac{K_{i^{\prime}}}{D_{i^{\prime}}}\right) \overrightarrow{1}$ with normalizing factor $\frac{1}{K_{i^{\prime}}}$. Also, $\vec{x}_{i^{\prime} \rightarrow j}^{(k-1)}$ means weighted sum of responses of other workers who have solved the task $i^{\prime}$. Thus, the inner product of these two vectors in (4.2) can assess the similarity
between the response of worker $j$ for the task $i^{\prime}$ and sum of those of other workers who have solved the task $i^{\prime}$. A larger positive similarity value of the two vectors means that worker $j$ is more reliable. Meanwhile, the negative value means that the worker $j$ does not follow the consensus of other workers, and our algorithm regards the worker $j$ unreliable. Specially, when $\vec{x}_{i^{\prime} \rightarrow j}^{(k-1)}$ and $\frac{1}{K_{i^{\prime}}}\left(\vec{A}_{i^{\prime} j}-\left(\frac{K_{i^{\prime}}}{D_{i^{\prime}}}\right) \overrightarrow{1}\right)$ are orthogonal for fixed task $i^{\prime}$, the inner product of two vector is close to zero. This means that $\vec{x}_{i^{\prime} \rightarrow j}^{(k-1)}$ does not contribute to the message of the worker $j$.

Then, $y_{j \rightarrow i}^{(k)}$ is defined as the sum of inner products from each task message except for that of task $i$, representing the relative reliability of the worker $j$. Returning to (4.1), $\vec{x}_{i \rightarrow j}^{(k)}$ is determined by the weighted voting of workers who have solved task $i$, except for the message from the worker $j$. The worker $j^{\prime}$ contributes to the response $\vec{A}_{i j^{\prime}}$ as much as the weight value of $y_{j^{\prime} \rightarrow i}^{(k-1)}$. Thus, $\vec{x}_{i \rightarrow j}^{(k)}$ is defined as the sum of $\vec{A}_{i j^{\prime}} y_{j^{\prime} \rightarrow i}^{(k-1)}$ which represents the estimated likelihood on the correct answer for the task $i$.

The following describes the pseudo code of our algorithm.
In practice, a dozen of iterations are sufficient for the convergence of our algorithm. After $k_{\max }$ iterations, our algorithm makes the final estimate vector $\vec{x}_{i}$ of the task $i$, and each component of the vector represents the possibility of being the correct answer. Our algorithm infers the correct answer by choosing $u_{i}$ that has the maximum value among final likelihoods of $\vec{x}_{i}$. Then, our algorithm outputs the estimate of the correct answer denoted as a unit vector, $\vec{e}_{u_{i}}$.

### 4.4 Analysis of Algorithms

In this section, we verify the performance on the average error of Algorithm 4.1. In Theorem 4.1, we show that the error bound depends on the task degree $l$ and the quality of workers $q$. Furthermore, we provide that an upper bound on the probability of error decays exponentially as the quality of workers increases. Here, we assume that $D_{i}=$ $D$ and $K_{i}=K$ for all task $i \in[n]$ and accordingly $p_{i j}=p_{j}$. However, we will show

Algorithm 4.1 $K$-approval Iterative Algorithm
Input: $E,\left\{\vec{A}_{i j}\right\}_{(i, j) \in E}, k_{\max }$
2: Output: Estimation ${ }^{\forall} i \in[m], \hat{t}_{i} \in\left\{\vec{e}_{u_{i}} \mid u_{i} \in[1: D]\right\}$
for ${ }^{\forall}(i, j) \in E$ do
4: $\quad$ Initialize $y_{j \rightarrow i}^{(0)}$ with random $Z_{i j} \sim N(1,1)$;
end for
repeat
7: $\quad$ for $^{\forall}(i, j) \in E$ do
8: $\quad \vec{x}_{i \rightarrow j}^{(k)} \leftarrow \sum_{j^{\prime} \in \partial i \backslash j} \frac{1}{K_{i}} \vec{A}_{i j^{\prime}} y_{j^{\prime} \rightarrow i}^{(k-1)} ;$
9: $\quad y_{j \rightarrow i}^{(k)} \leftarrow \sum_{i^{\prime} \in \partial j \backslash i} \frac{1}{K_{i}}\left(\vec{A}_{i^{\prime} j}-\left(\frac{K_{i}}{D_{i}}\right) \overrightarrow{1}\right) \cdot \vec{x}_{i^{\prime} \rightarrow j}^{(k-1)} ;$
10: end for
until $k \leq k_{\max }$
Final Estimation
3: $\boldsymbol{f o r}{ }^{\forall} i \in[m]$ do
14: $\quad \vec{x}_{i} \leftarrow \sum_{j \in \partial i} \frac{1}{K_{i}} \vec{A}_{i j} y_{j \rightarrow i}^{\left(k_{\max }-1\right)} ;$
5: end for
6: for ${ }^{\forall} j \in[n]$ do
17: $\quad y_{j} \leftarrow \sum_{i \in \partial j} \frac{1}{K_{i}}\left(\vec{A}_{i j}-\left(\frac{K_{i}}{D_{i}}\right) \overrightarrow{1}\right) \cdot \vec{x}_{i \rightarrow j}^{\left(k_{\max }-1\right)}$;
8: end for
19: Estimated answer: $\hat{t}_{i}=\vec{e}_{u_{i}}$ where $u_{i}=\arg \max _{d}\left(\vec{x}_{i}\right)$
the performance of our algorithm with general scenarios in Section 4.5.

### 4.4.1 Worker Model

We can assume several worker models which reflect how workers behave when they get tasks to solve. Common methods to generate their responses are simple probabilistic approaches. Basic assumption is that a worker has latent variables which influences on generating worker's responses. Latent variables usually represent diligence or expertise of workers, or level of difficulty of given tasks. Recent model [46] uses a noise model which assumes that worker's responses are considered corrupted by a noise from true answer.

Since our interest is on approval voting, we use a simple probabilistic approach to generate workers' responses. If alternatives are independent from each other, and each distractor has same difficulty level to distinguish the correct answer, then it is reasonable to assume that there are only two probabilities to be determined. One is the probability when the correct answer exists in the worker's response, and another is the probability when worker cannot find the correct answer. Since probabilities should be sum to one in an event, just one probability is left to be determined. Although this assumption is too simple, it would be good enough to represent worker's behavior in that we should reduce parameters because we cannot gather much responses from workers. It is hard to learn all features each alternative have as we don't have much money to get enough information.

Additionally, for the same reason, we assume that all given tasks have same level of difficulty when the number of alternatives are same. On the other hand, if the number of alternatives varies from each task, it is reasonable to assume that the level of difficulty is not same. Suppose that there is an worker who only picks a random choice, and two tasks are given where one task has two alternatives and another has three alternatives. We can easily calculate the expectation of getting a response including the correct answer from the worker. The former task gives expectation of 0.5 and the latter
task gives expectation of 0.33 . This means that a task with higher number of alternatives are hard to solve than one with lower number of alternatives. Thus we have to determine the proper probabilities when workers give the correct answer in their responses according to tasks given to them.

Furthermore, the number allowed on approval votes also influences on the expectation of getting a response including the correct answer. Suppose that there are two tasks having three alternatives where they permits 1 and 2-approval votes respectively, and the tasks are given to the same worker who only picks a random choice. Calculating the expectation same as we did above, the former task gives 0.33 , and the latter task gives 0.67 . Therefore we also need to consider the effects of the number allowed on approval votes.

### 4.4.2 Quality of Workers

We can assume several worker models which reflect how workers behave when they get tasks to solve. Common methods to generate their responses are simple probabilistic approaches. Basic assumption is that a worker has latent variables which influences on generating worker's responses. Latent variables usually represent diligence or expertise of workers, or level of difficulty of given tasks. Recent model [46] uses a noise model which assumes that worker's responses are considered corrupted by a noise from true answer.

Here and after, we use $\mathbb{U}_{D}$ to denote a set of standard $D$-dimensional unit vectors. For a fixed $(D, K)$, we model a task $i$ associated with an unobserved "correct" solution $s_{i} \in \mathbb{U}_{D} \cdot \vec{A}_{i j}$ denotes the response vector of each worker $j$ and can be represented by sum of $K$ number of vectors in $\mathbb{U}_{D}$ ( $K$-approval setting). Each component of the response vector $\vec{A}_{i j}$ is binary ( 1 or 0 ). The worker $j$ with reliability $p_{j}$ has ${ }_{D} C_{K}$ choices for a response, and those choices are divided to only two types as follows:

$$
\vec{A}_{i j}(d): d^{\text {th }} \text { component of } \vec{A}_{i j},{ }^{\forall} d \in[1: D]
$$

$$
\vec{A}_{i j} \cdot s_{i}= \begin{cases}1 & \text { with probability }\left(\frac{p_{j}}{D-1 C_{K-1}}\right) \\ 0 & \text { with probability }\left(\frac{1-p_{j}}{D-1 C_{K}}\right)\end{cases}
$$

From an information theoretical perspective, the quality of workers can be defined as negative entropy with an offset. This offset makes the quality of worker with random response to set to zero. Using the probabilities above, we can express negative entropy and define the quality of worker $j$ with reliability $p_{j}$ as

$$
\begin{equation*}
q_{j}\left(p_{j}\right)=Q\left(p_{j}\right)-Q\left(\frac{K}{D}\right) \tag{4.3}
\end{equation*}
$$

$$
\text { where } Q(p)=p \log \left[\frac{p}{D-1 C_{K-1}}\right]+(1-p) \log \left[\frac{1-p}{D-1 C_{K}}\right]
$$

According to the quality of each worker, we can divide the workers into three types. "Reliable workers" are workers with the a quality close to one make almost correct answers. At the extreme, workers with a quality close to zero make arbitrary responses and we define them as "Non-informative workers". At the other extreme, there are workers who make wrong answers on purpose and affect the crowdsourcing system badly; they can be regarded as "Malicious workers". In our algorithm, since the worker message value $y_{j}$ is related to the quality, workers with positive $y_{j}$, negative $y_{j}$ and $y_{j}$ close to zero correspond to "Reliable workers", "Malicious workers", and "Non-informative workers" respectively.

Although the quality of workers theoretically follows negative entropy, we found that a fourth order polynomial approximation is sufficient for our analysis as described in Figure 4.5. As the number of alternatives $D$ increases, the approximation deviates from the real quality. Nevertheless, fourth order approximation fits well to the real quality in the acceptable $D$ case in which our algorithm targets in general.

$$
\begin{gather*}
\qquad q \simeq \tilde{q}=\mathbb{E}\left[f\left(p_{j}\right)+f\left(p_{j}\right)^{2}\right]  \tag{4.4}\\
\text { where } f(p)=\left[\left(\frac{D}{D-1}\right)^{2}\left(p-\frac{K}{D}\right)^{2}\right] .
\end{gather*}
$$



Figure 4.5: Comparison of the quality between negative entropy with offset and $4^{\text {th }}$ order polynomial approximation.

For simplicity, we will use this approximated quality in the following sections. There is one more necessary assumption about worker distribution that workers give the correct answers on average rather than random or adversarial answers, so that $\mathbb{E}\left[p_{j}\right]>\frac{K}{D}$. Given only workers' responses, any inference algorithms analogize the correct answers from the general or popular choices of crowds. Consider an extreme case in which everyone gives adversarial answers in a binary classification task; no algorithm can correctly infer reliability of the crowds. Hence, the assumption $\mathbb{E}\left[p_{j}\right]>\frac{K}{D}$ is inevitably necessary.

### 4.4.3 Bound on the Average Error Probability

In this section, we show the error bound of our algorithm. Theorem 4.1 claims that the probability of error decays exponentially as the quality of workers $q$ or the degree of worker nodes $l$ increases.

From now on, let $\hat{l} \equiv l-1, \hat{r} \equiv r-1$, and we use the quality $q$ as defined in (4.4).

Also, $\sigma_{k}^{2}$ denotes an effective variance in the sub-Gaussian tail of the task message distribution after $k$ iterations.

$$
\begin{align*}
& \sigma_{k}^{2} \equiv \frac{2 q}{\mu^{2} T^{k-1}}+\frac{5}{8}\left(1+\frac{5}{16}\left(\frac{D}{D-1}\right)^{2} \frac{1}{q \hat{r}}\right)\left[\frac{1-1 / T^{k-1}}{1-1 / T}\right]  \tag{4.5}\\
& \text { where } \quad T=\frac{32}{25}\left(\frac{D-1}{D-K}\right)^{2} q^{2} \hat{l} \hat{r} .
\end{align*}
$$

Theorem 4.1. For fixed $l>1$ and $r>1$, assume that $m$ tasks are assigned to $n$ workers according to a random $(l, r)$-regular bipartite graph generated according to the pairing model. If the distribution of the reliability satisfies $\mu \equiv \mathbb{E}\left[\frac{D}{D-1}\left(p_{j}-\frac{K}{D}\right)\right]>$ 0 and $T>1$, then for any $t \in\left\{e_{i}\right\}^{m}$, the estimate after $k$ iterations of the iterative algorithm achieves

$$
\begin{equation*}
\frac{1}{m} \sum_{i=1}^{m} \mathbb{P}\left(t_{i} \neq \hat{t}_{i}^{(k)}\right) \leqslant(D-1) e^{-l q /\left(2 \sigma_{k}^{2}\right)}+\frac{3 l r}{m}(\hat{l} \hat{r})^{2 k-2} \tag{4.6}
\end{equation*}
$$

The second term of the equation is the upper bound of probability that the graph dose not have a locally tree-like structure and it can be quite small as long as we treat a large number of tasks. Therefore, the dominant factor of the upper bound is the first exponential term. As shown in (4.5), $T=1$ is the crucial condition and we can satisfy $T>1$ by using a sufficiently large $l$ or $r$. Then, with $T>1, \sigma_{k}^{2}$ converges to a finite limit $\sigma_{\infty}^{2}$, and we have

$$
\begin{equation*}
\sigma_{\infty}^{2}=\frac{5}{8}\left(1+\frac{5}{16}\left(\frac{D}{D-1}\right)^{2} \frac{1}{q \hat{r}}\right)\left[\frac{T}{T-1}\right] \tag{4.7}
\end{equation*}
$$

Thus, the bounds of the first term of (4.6) does not depend on the number of tasks $m$ or the number of iterations $k$.

### 4.4.4 Proof of the Error Bounds

The proof is roughly composed of three parts. First, the second term at the right-hand side of (4.6) is proved using its locally tree-like property. Second, the remaining term of the right-hand side of (4.6) is verified using Chernoff bound in the assumption that
the estimates of the task message follow sub-Gaussian distribution. Lastly, we prove that the assumption of the second part is true within certain parameters.

Without a loss of generality, it is possible to assume that the correct answer of each task, for any $i \in[m], t_{i}=\vec{e}_{1}$. Let $\hat{t}_{i}^{(k)}$ denote the estimated answer of task $i$ defined in Section 4.4.3. If we draw a task I, uniformly at random from the task set, the average probability of error can be denoted as

$$
\begin{equation*}
\frac{1}{m} \sum_{i \in[m]} \mathbb{P}\left(t_{i} \neq \hat{t}_{i}^{(k)}\right)=\mathbb{P}\left(t_{\mathbf{I}} \neq \hat{t}_{\mathbf{I}}^{(k)}\right) \tag{4.8}
\end{equation*}
$$

Let $\mathrm{G}_{\mathbf{I}, k}$ denote a subgraph of the random $(l, r)$-regular bipartite graph that consists of all the nodes whose distance from the node ' I ' is at most $k$. After $k$ iterations, the local graph with root ' $\mathbf{I}$ ' is $\mathrm{G}_{\mathbf{I}, 2 k-1}$, since the update process operates twice for each iteration. To take advantage of density evolution, the full independence of each branch is needed. Thus, we bound the probability of error with two terms, one that represents the probability that subgraph $\mathrm{G}_{\mathbf{I}, 2 k-1}$ is not a tree, and the other which represents the probability that $\mathrm{G}_{\mathbf{I}, 2 k-1}$ is a tree with a wrong answer.

$$
\begin{align*}
\mathbb{P}\left(t_{\mathbf{I}} \neq \hat{t}_{\mathbf{I}}^{(k)}\right) & \leqslant \mathbb{P}\left(\mathrm{G}_{\mathbf{I}, 2 k-1} \text { is not a tree }\right) \\
& +\mathbb{P}\left(\mathrm{G}_{\mathbf{I}, 2 k-1} \text { is a tree } \& t_{\mathbf{I}} \neq \hat{t}_{\mathbf{I}}^{(k)}\right) \tag{4.9}
\end{align*}
$$

The following lemma bounds the first term and proves that the probability that a local subgraph is not a tree vanishes as $m$ grows. A proof of Lemma 4.2 is provided in [35] (cf. Karger, Oh and Shah 2011, Section 3.2).

Lemma 4.2. From a random (l,r)-regular bipartite graph generated according to the pairing model,

$$
\mathbb{P}\left(\mathrm{G}_{\mathbf{I}, 2 k-1} \text { is not a tree }\right) \leqslant(\hat{l} \hat{r})^{(2 k-2)} \frac{3 l r}{m} .
$$

From the result of Lemma 4.2, we can concentrate on the second term of (4.9) and define the pairwise difference of task messages as $\tilde{\mathbf{x}}_{d}^{(k)}=\mathbf{x}_{1}^{(k)}-\mathbf{x}_{d}^{(k)}$ for ${ }^{\forall} d \in[2: D]$.

$$
\begin{aligned}
\mathbb{P}\left(t_{\mathbf{I}} \neq \hat{t}_{\mathbf{I}}^{(k)} \mid \mathrm{G}_{\mathbf{I}, k} \text { is a tree }\right) & \leqslant \mathbb{P}\left(\cup_{d=2}^{D}\left\{\tilde{x}_{\mathbf{I}}^{(k)} \leqslant 0\right\} \mid \mathrm{G}_{\mathbf{I}, k} \text { is a tree }\right) \\
& \leqslant \mathbb{P}\left(\cup_{d=2}^{D}\left\{\tilde{x}_{\mathbf{I}} \leqslant 0\right\}\right)
\end{aligned}
$$

To obtain a tight upper bound on $\mathbb{P}\left(\cup_{d=2}^{D}\left\{\hat{\mathbf{x}}_{d}^{(k)} \leqslant 0\right\}\right)$ of our iterative algorithm, we assume that $\tilde{\mathbf{x}}_{d}^{(k)}$ follows sub-Gaussian distribution for any $d \in[2: D]$. Then, Chernoff bound is applied to the independent message branches and this brings us the tight bound of our algorithm. A random variable $\mathbf{z}$ with mean $m$ is said to be subGaussian with parameter $\tilde{\sigma}$ if for any $\lambda \in \mathbb{R}$ the following inequality holds:

$$
\begin{equation*}
\mathbb{E}\left[e^{\lambda \boldsymbol{z}}\right] \leqslant e^{m \lambda+(1 / 2) \tilde{\sigma}^{2} \lambda^{2}} \tag{4.10}
\end{equation*}
$$

We show that for ${ }^{\forall} d \in[2: D], \tilde{\mathbf{x}}_{d}^{(k)}$ is sub-Gaussian with mean $m_{k}$ and parameter $\tilde{\sigma}_{k}^{2}$ for a specific region of $\lambda$, precisely for $|\lambda| \leqslant 1 /\left(2 m_{k-1} \hat{r}\right)$. Its proof is in the Supplementary material. Now we define

$$
\begin{gathered}
m_{k} \equiv \mu \hat{l} U^{k-1}, \quad{ }^{\forall} k \in \mathbb{N} \\
\tilde{\sigma}_{k}^{2} \equiv 2 \hat{l} S^{k-1}+\mu^{2} \hat{l}^{3} \hat{r}\left[\frac{2}{5}\left(\frac{D-1}{D}\right)^{2} q \hat{r}+\frac{1}{8}\right] \\
\cdot U^{2 k-4}\left[\frac{1-(1 / T)^{k-1}}{1-(1 / T)}\right] \\
\text { where } U=\frac{4}{5}\left(\frac{D-1}{D}\right) q \hat{l} \hat{r}, \quad S=\frac{1}{2}\left(\frac{D-K}{D}\right)^{2} \hat{l} \hat{r} \\
T=\frac{U^{2}}{S}=\frac{32}{25}\left(\frac{D-1}{D-K}\right)^{2} q^{2} \hat{l} \hat{r}
\end{gathered}
$$

then

$$
\begin{equation*}
\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{m_{k} \lambda+(1 / 2) \tilde{\sigma}_{k}^{2} \lambda^{2}} \tag{4.11}
\end{equation*}
$$

The locally tree-like property of a sparse random graph provides the distributional independence among incoming messages, that is $\mathbb{E}\left[e^{\lambda \hat{\mathbf{x}}_{d}^{(k)}}\right]=\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right]^{(l / \hat{l})}$. Thus, $\hat{\mathbf{x}}_{d}^{(k)}$ satisfies $\mathbb{E}\left[e^{\lambda \hat{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{(l / \hat{l}) m_{k} \lambda+((l / 2 \hat{l})) \tilde{\sigma}_{k}^{2} \lambda^{2}}$ for all $d \in[2: D]$. Because of full independence of each branch, we can apply Chernoff bound with $\lambda=-m_{k} /\left(\tilde{\sigma}_{k}^{2}\right)$, and then we obtain

$$
\begin{equation*}
\mathbb{P}\left(\hat{\mathbf{x}}_{d}^{(k)} \leqslant 0\right) \leqslant \mathbb{E}\left[e^{\lambda \hat{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{-l m_{k}^{2} /\left(2 \hat{l} \tilde{\sigma}_{k}^{2}\right)} . \tag{4.12}
\end{equation*}
$$

$$
\begin{align*}
\mathbb{P}\left(\cup_{d=2}^{D}\left\{\hat{\mathbf{x}}_{d}^{(k)} \leqslant 0\right\}\right) & \leqslant \sum_{d=2}^{D} \mathbb{P}\left(\hat{\mathbf{x}}_{d}^{(k)} \leqslant 0\right) \\
& \leqslant(D-1) e^{-l m_{k}^{2} /\left(2 \hat{\imath} \tilde{\sigma}_{k}^{2}\right)} \tag{4.13}
\end{align*}
$$

Since $m_{k} m_{k-1} /\left(\tilde{\sigma}_{k}^{2}\right) \leqslant 1 /(3 \hat{r})$, we can check $|\lambda| \leqslant 1 /\left(2 m_{k-1} \hat{r}\right)$. This finalizes the Proof of the Theorem 4.1.

### 4.4.5 Proof of Sub-Gaussianity

Now we prove that for all $d \in[2: D], \tilde{\mathbf{x}}_{d}^{(k)}$ is sub-Gaussian with some $m_{k}$ and $\tilde{\sigma}_{k}^{2}$. Recurrence relation of the evolution of the MGFs(moment generating functions) on $\tilde{\mathbf{x}}_{d}$ and $\mathbf{y}_{\mathbf{p}}$ are stated as

$$
\begin{align*}
\mathbb{E}\left[e^{\left.\lambda \tilde{\mathbf{x}}_{d}^{(k)}\right]=}\right. & \left(\mathbb { E } _ { \mathbf { p } } \left[\mathbf{p}^{+} \mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(k-1)}} \mid \mathbf{p}\right]+\mathbf{p}^{-} \mathbb{E}\left[e^{-\lambda \mathbf{y}_{p}^{(k-1)}} \mid \mathbf{p}\right]\right.\right. \\
& \left.\left.+\left(1-\mathbf{p}^{+}-\mathbf{p}^{-}\right)\right]\right)  \tag{4.14}\\
\mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(k)}}\right]= & \left(p \cdot \mathbb{E}\left[e^{\lambda\left(\frac{D-K}{D}\right) \tilde{\mathbf{x}}_{d}^{(k)}}\right]\right. \\
& \left.+(1-p) \cdot \mathbb{E}\left[e^{-\lambda\left(\frac{K}{D}\right) \tilde{\mathbf{x}}_{d}^{(k)}}\right]\right)^{\hat{r}} \tag{4.15}
\end{align*}
$$

where $\quad \mathbf{p}^{+}=p \cdot \frac{D-K}{D-1}$ and $\mathbf{p}^{-}=(1-p) \cdot \frac{K}{D-1}$.
Using above MGFs and mathematical induction, we can prove that $\tilde{\mathbf{x}}_{d}^{(k)}$ are subGaussian, for all $d \in[2: D]$.

First, for $k=1$, we prove that all of $\tilde{\mathbf{x}}_{d}^{(1)}$ are sub-Gaussian random variables with mean $m_{1}=\mu \tilde{l}$ and variance $\tilde{\sigma}_{1}^{2}=2 \tilde{l}$, where $\mu \equiv \mathbb{E}\left[\frac{D}{D-1}\left(p_{j}-\frac{1}{D}\right)\right]$. Using Gaussian initialization of $\mathbf{y}_{p} \sim \mathcal{N}(1,1)$, we obtain $\mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(0)}}\right]=e^{\lambda+(1 / 2) \lambda^{2}}$ regardless








( $m=n=2000, l=r=25$ ) .
of $p$. Substituting this into (4.13), we have

$$
\begin{aligned}
\begin{aligned}
\mathbb{E}\left[e^{\left.\lambda \tilde{\mathbf{x}}_{d}^{(1)}\right]=}\right. & \left(\mathbb { E } _ { \mathbf { p } } \left[\mathbf{p}^{+} e^{\lambda+(1 / 2) \lambda^{2}}+\mathbf{p}^{-} e^{-\lambda+(1 / 2) \lambda^{2}}\right.\right. \\
& \left.\left.+\left(1-\mathbf{p}^{+}-\mathbf{p}^{-}\right)\right]\right)^{\hat{l}} \\
\leqslant & \left(\mathbb{E}[a] e^{\lambda}+\left(\mathbb{E}[\bar{a}] e^{-\lambda}\right)^{\hat{l}} e^{(1 / 2) \hat{l} \lambda^{2}}\right. \\
\leqslant & e^{\left(\mu \lambda+\lambda^{2}\right) \hat{l}},
\end{aligned} \\
\text { where } \quad a=\frac{1+\mathbf{p}^{+}-\mathbf{p}^{-}}{2}, \quad \bar{a}=1-a=\frac{1-\mathbf{p}^{+}+\mathbf{p}^{-}}{2} .
\end{aligned}
$$

The first inequality follows from the fact that $2 \leqslant e^{\lambda}+e^{-\lambda}$ for any $\lambda \in \mathbb{R}$, and the second inequality follows from that

$$
\begin{equation*}
b e^{z}+(1-b) e^{-z} \leqslant e^{(2 b-1) z+(1 / 2) z^{2}} \tag{4.17}
\end{equation*}
$$

for any $z \in \mathbb{R}$ and $b \in[0,1]$ (cf. Alon and Spencer 2008, Lemma A.1.5) [44].
From $k^{\text {th }}$ inductive hypothesis, we can assume that $\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{m_{k} \lambda+(1 / 2) \tilde{\sigma}_{k}^{2} \lambda^{2}}$ for $|\lambda| \leqslant 1 /\left(2 m_{k-1} \hat{r}\right)$. Now, we will show $\mathbb{E}\left[e^{\lambda_{d}^{(k+1)}}\right] \leqslant e^{m_{k+1} \lambda+(1 / 2) \tilde{\sigma}_{k+1}^{2} \lambda^{2}}$ for $|\lambda| \leqslant 1 /\left(2 m_{k} \hat{r}\right)$.

Lemma 4.3. For any $|\lambda| \leqslant 1 /\left(2 m_{k} \hat{r}\right)$ and $p \in[0,1]$, we get

$$
\begin{aligned}
& \mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(k)}}\right] \leqslant {\left[\left(p e^{(1 / 2) m_{k} \lambda}+\bar{p} e^{-(1 / 2) m_{k} \lambda}\right)\right]^{\hat{r}} } \\
& \cdot e^{\left(\frac{D-2 K}{2 D}\right) \hat{r} m_{k} \lambda+\frac{1}{2}\left(\frac{D-K}{D}\right)^{2} \tilde{\sigma}_{k}^{2} \lambda^{2}}
\end{aligned}
$$

Similar to (4.16)'s process, from (4.14), we get

$$
\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k+1)}}\right] \leqslant \mathbb{E}_{\mathbf{p}}\left(a \mathbb{E}\left[e^{\lambda \mathbf{y}_{p}^{(k)}}\right]+\bar{a} \mathbb{E}\left[e^{-\lambda \mathbf{y}_{p}^{(k)}}\right]\right)^{\hat{l}}
$$

with $2 \leqslant e^{\lambda}+e^{-\lambda}$ for any $\lambda \in \mathbb{R}$.

Substituting the result of Lemma 4.3 into the above inequality provides

$$
\begin{align*}
\mathbb{E}\left[e^{\left.\lambda \tilde{\mathbf{x}}_{d}^{(k+1)}\right] \leqslant}\right. & \mathbb{E}_{\mathbf{p}}\left[a\left(\mathbf{p} e^{(1 / 2) m_{k} \lambda}+\overline{\mathbf{p}} e^{-(1 / 2) m_{k} \lambda}\right)^{\hat{r}}\right. \\
& \left.+\bar{a}\left(\mathbf{p} e^{(1 / 2) m_{k} \lambda}+\overline{\mathbf{p}} e^{-(1 / 2) m_{k} \lambda}\right)^{\hat{r}}\right]^{\hat{l}} \\
& \cdot e^{\left(\frac{D-2 K}{2 D}\right) \hat{l} \hat{r} m_{k} \lambda+\frac{1}{2}\left(\frac{D-K}{D}\right)^{2} \hat{l} \tilde{r}_{\sigma_{k}^{2}}^{2} \lambda^{2}} \tag{4.18}
\end{align*}
$$

Now we are left to bound (4.18) using following Lemma 4.4.

Lemma 4.4. For any $|z| \leqslant 1 /(2 \hat{r})$ and $p \in[0,1]$, we get

$$
\begin{gathered}
\mathbb{E}_{\mathbf{p}}\left[a\left(\mathbf{p} e^{\frac{1}{2} z}+\overline{\mathbf{p}} e^{-\frac{1}{2} z}\right)^{\hat{r}}+\bar{a}\left(\mathbf{p} e^{-\frac{1}{2} z}+\overline{\mathbf{p}} e^{\frac{1}{2} z}\right)^{\hat{r}}\right]^{\hat{l}} \cdot e^{\left(\frac{D-2 K}{2 D}\right) \hat{l} \hat{r} z} \\
\leqslant e^{\frac{4}{5}\left(\frac{D-1}{D}\right) q \hat{l} \hat{r} z+\left[\frac{2}{5}\left(\frac{D-1}{D}\right)^{2} q \hat{r}+\frac{1}{8}\right] \hat{r} \hat{r} z^{2}}
\end{gathered}
$$

Applying this to (4.18) gives

$$
\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k+1)}}\right] \leqslant e^{\left(\frac{D-1}{D}\right) q \hat{l} \hat{r} m_{k} \lambda+\frac{1}{2}\left[\left(\left(\frac{D-1}{D}\right)^{2} q \hat{r}+\frac{1}{4}\right) m_{k}^{2}+\left(\frac{D-K}{D}\right)^{2} \tilde{\sigma}_{k}^{2}\right] \hat{\hat{r}} \lambda^{2}}
$$

for $|\lambda| \leqslant 1 /\left(2 m_{k} \hat{r}\right)$.
From the result of mathematical induction, we can obtain the recurrence relations of two parameters of the sub-Gaussians

$$
\begin{gathered}
m_{k+1}=\left[\frac{4}{5}\left(\frac{D-1}{D}\right) q \hat{l} \hat{r}\right] m_{k} \\
\tilde{\sigma}_{k+1}^{2}=\left[\left\{\frac{2}{5}\left(\frac{D-1}{D}\right)^{2} q \hat{r}+\frac{1}{8}\right\} m_{k}^{2}+\frac{1}{2}\left(\frac{D-K}{D}\right)^{2} \tilde{\sigma}_{k}^{2}\right] \hat{l} \hat{r}
\end{gathered}
$$

with $\left(\frac{D-1}{D}\right) q \hat{l} \hat{r} \geqslant 1$, where $m_{k}$ is increasing geometric series. Thus, the above recursions hold for $|\lambda| \leqslant 1 /\left(2 m_{k} \hat{r}\right)$ and we get

$$
m_{k}=\mu \hat{l}\left[\frac{4}{5}\left(\frac{D-1}{D}\right) q \hat{l} \hat{r}\right]^{k-1},{ }^{\forall} k \in \mathbb{N}
$$

Substituting $m_{k}$ into $\tilde{\sigma}_{k}^{2}$, we obtain

$$
\begin{equation*}
\tilde{\sigma}_{k}^{2}=A \tilde{\sigma}_{k-1}^{2}+B \cdot C^{k-2} \tag{4.19}
\end{equation*}
$$

where

$$
\begin{gathered}
A=\frac{1}{2}\left(\frac{D-K}{D}\right)^{2} \hat{l} \hat{r}, \quad B=\mu^{2} \hat{l}^{3} \hat{r}\left[\frac{2}{5}\left(\frac{D-1}{D}\right)^{2} q \hat{r}+\frac{1}{8}\right], \\
C=\left[\frac{4}{5}\left(\frac{D-1}{D}\right) q \hat{l} \hat{r}\right]^{2} .
\end{gathered}
$$

For $T \neq 1$, This type of recurrence relation can be represented as the following closed formula.

$$
\begin{equation*}
\tilde{\sigma}_{k}^{2}=\tilde{\sigma}_{1}^{2} A^{k-1}+B C^{k-2}\left[\frac{1-(A / C)^{k-1}}{1-(A / C)}\right] \tag{4.20}
\end{equation*}
$$

This finishes the proof of (4.11).
Proof of Lemma 4.3. In the $k+1^{\text {th }}$ step of mathematical induction, we assume that for any $d \in[2: D]$ with $|\lambda| \leqslant 1 /\left(2 m_{k-1} \hat{r}\right)$.

$$
\mathbb{E}\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right] \leqslant e^{m_{k} \lambda+(1 / 2) \tilde{\sigma}_{k}^{2} \lambda^{2}}
$$

In other words, all of $\tilde{\mathbf{x}}_{d}^{(k)}$ follow sub-Gaussian distribution with parameters $m_{k}$ and $\tilde{\sigma}_{k}^{2}$. From (4.15), each component at the right-hand side can be represented as the product of several combinations of $\left[e^{\lambda \tilde{\mathbf{x}}_{d}^{(k)}}\right]$ and the product of variables means a linear combination in the exponential field. We verify that the linear transformation of sub-Gaussian random variables follows also sub-Gaussian distribution with some parameters. Moreover, these parameters are determined by $D, K$, mean $m_{k}$ and variance $\tilde{\sigma}_{k}^{2}$ of each sub-Gaussian $\tilde{\mathbf{x}}_{d}^{(k)}$. In (4.15), the first term is bounded as

$$
\mathbb{E}\left[e^{\lambda\left(\frac{D-K}{D}\right) \tilde{\mathbf{x}}_{d}^{(k)}}\right] \leqslant\left(e^{\frac{1}{2} m_{k} \lambda}\right) \cdot e^{\frac{D-2 K}{2 D} m_{k} \lambda+\frac{1}{2}\left(\frac{D-K}{D}\right)^{2} \tilde{\sigma}_{k}^{2} \lambda^{2}},
$$

and the second term is bounded as

$$
\begin{aligned}
\mathbb{E}\left[e^{\lambda\left(-\frac{K}{D}\right) \tilde{\mathbf{x}}_{d}^{(k)}}\right] & \leqslant\left(e^{-\frac{1}{2} m_{k} \lambda}\right) \cdot e^{\frac{D-2 K}{2 D} m_{k} \lambda+\frac{1}{2}\left(-\frac{K}{D}\right)^{2} \tilde{\sigma}_{k}^{2} \lambda^{2}} \\
& \leqslant\left(e^{-\frac{1}{2} m_{k} \lambda}\right) \cdot e^{\frac{D-2 K}{2 D} m_{k} \lambda+\frac{1}{2}\left(\frac{D-K}{D}\right)^{2} \tilde{\sigma}_{k}^{2} \lambda^{2}}
\end{aligned}
$$

The second inequality holds since the case $D \geqslant 2 K$ is natural for K -approval setting, otherwise the quality of response is too worthless to inference the ground truth accurately. Getting these two results together finishes the proof of Lemma 4.3.

Proof of Lemma 4.4. From (4.17), we get

$$
e^{\left(\frac{D-2 K}{2 D}\right) z} \cdot\left(\mathbf{p} e^{\frac{1}{2} z}+\overline{\mathbf{p}} e^{-\frac{1}{2} z}\right) \leqslant e^{\left(\mathbf{p}-\frac{1}{D}\right) z+\frac{1}{8} z^{2}} .
$$

Applying this result to the original formula and we have

$$
\begin{gathered}
\mathbb{E}_{\mathbf{p}}\left[a\left(\mathbf{p} e^{\frac{1}{2} z}+\overline{\mathbf{p}} e^{-\frac{1}{2} z}\right)^{\hat{r}}+\bar{a}\left(\mathbf{p} e^{-\frac{1}{2} z}+\overline{\mathbf{p}} e^{\frac{1}{2} z}\right)^{\hat{r}}\right]^{\hat{l}} \cdot e^{\left(\frac{D-2 K}{2 D}\right) \hat{r} z} \\
\leqslant \mathbb{E}\left[e^{\left(\frac{D}{D-1}\right)\left(\mathbf{p}-\frac{K}{D}\right)^{2} \hat{r} z+\frac{1}{2}\left(\mathbf{p}-\frac{K}{D}\right)^{2} \hat{r}^{2} z^{2}}\right] \cdot e^{\frac{1}{8} \hat{r} z^{2}}
\end{gathered}
$$

In this point, we bring (4.4), the definition of worker quality and the fact that $e^{b} \leqslant$ $1+0.764 * b+b^{2}$ for $|b| \leqslant 5 / 8$. We get

$$
\begin{aligned}
& \mathbb{E} \\
\leqslant & {\left[e^{\left(\frac{D}{D-1}\right)\left(\mathbf{p}-\frac{K}{D}\right)^{2} \hat{r} z+\frac{1}{2}\left(\mathbf{p}-\frac{K}{D}\right)^{2} \hat{r}^{2} z^{2}}\right] } \\
\leqslant & \mathbb{E}\left[1+0.764\left\{\left(\frac{D-1}{D}\right) \hat{r} z+\frac{1}{2}\left(\frac{D-1}{D}\right)^{2} \hat{r}^{2} z^{2}\right\} f(\mathbf{p})\right. \\
& \left.+\left\{\left(\frac{D-1}{D}\right) \hat{r} z+\frac{1}{2}\left(\frac{D-1}{D}\right)^{2} \hat{r}^{2} z^{2}\right\}^{2} f(\mathbf{p})^{2}\right] \\
\leqslant & 1+\frac{4}{5}\left[\left(\frac{D-1}{D}\right) q \hat{r} z+\frac{1}{2}\left(\frac{D-1}{D}\right)^{2} q \hat{r}^{2} z^{2}\right] \\
\leqslant & e^{\frac{4}{5}}\left[\left(\frac{D-1}{D}\right) q \hat{r} z+\frac{1}{2}\left(\frac{D-1}{D}\right)^{2} q \hat{r}^{2} z^{2}\right],
\end{aligned}
$$

for $|z| \leqslant 1 /(2 \hat{r})$ and $D \geqslant 2$.

### 4.4.6 Phase Transition

As shown in (4.5), the performance of our algorithm is only bounded when the condition $T>1$ is satisfied. Meanwhile, with $T<1, \tilde{\sigma}_{k}^{2}$ which means the variance of the $\tilde{\mathbf{x}}_{d}^{(k)}$ diverges as the number of iteration $k$ increases. In this case, our performance guarantee is no longer valid and the performance becomes worse compared to majority voting. Note that except for the extreme case such as when using very low quality workers and the deficient assignments, $T>1$ is easily satisfied and our performance
guarantee becomes valid. In Section 4.5, we will verify the existence of this critical point at $T=1$ through several experiments with different conditions.

$$
T \equiv \frac{C}{A}=\frac{32}{25}\left(\frac{D-1}{D-K}\right)^{2} q^{2} \hat{l} \hat{r} .
$$

### 4.5 Experimental Results

This section verify the performance of the $K$-approval iterative algorithm discussed in the previous Section 4.3 with different sets of simulations. First, we check the performance on the average error of our algorithm exhibits exponential decay as degree of worker node $l$ or quality of workers $q$ increases. In addition, we show that our algorithm achieves a better performance than that of the majority voting above a phase transition of $T=1$. Next simulation investigates the linear relationship between $y_{j}$ value and the ratio of the number of responses including the correct answer to $r_{j}$ for each worker. Then, we consult experiments with a task set consisting of various $(D, K)$ pairs which mean the number of alternatives $D$ and selection $K$.

### 4.5.1 Performance on the Average Error with $q$ and $l$

To show the competitiveness of our algorithm, we ran our $K$-approval iterative algorithm, majority voting, and the oracle estimator for 2000 tasks and 2000 workers with a fixed $(D, K)$ pair in Figure 4.6. Here, the oracle estimator can give each worker appropriate weight since we assume the oracle estimator knows quality of every worker. The performance on the average error of the oracle estimator is presented as a lower bound. In Figure 4.6 (top), we can check that the probability of error decays exponentially as $l$ increases, and is lower than that of the majority voting above the phase transition point $T=1$. In addition, Figure 4.6 (bottom) presents the probabilities of error decays as $q$ increases.

In Section 4.4, we expect a phase transition at $T=\frac{32}{25}\left(\frac{D-1}{D-K}\right)^{2} q^{2} \hat{l} \hat{r}=1$ or $l=$ $\frac{4 \sqrt{2}}{5} \frac{(D-K)}{(D-1)} \cdot \frac{1}{q}$. If we follow the result, we can expect transitions to happen around
$l=4.52$ for $(3,1),(4,1), l=3.39$ for $(5,2)$ and $l=3.62$ for $(6,2)$. From the experiments in Figure 4.6 (top), we find that iterative algorithm starts to perform better than majority voting around $l=5,6,3,4$ for each $(D, K)$ pair. Note that these values are very similar with the above theoretical values. It follows from the fact the error of our method increases with $k$ when $T<1$ as stated in Section 4.4. As can clearly be seen from the simulation results, we can be sure that the $l$ values required for achieving $T>1$ are not large.

### 4.5.2 Relationship between Reliability and $y$-message.

The inference of workers' relative reliability in the course of iterations is the most important aspect of our algorithm. Now, we define $\hat{p_{j}}$ for each worker $j$ as following:

$$
\hat{p}_{j}=\frac{\# \text { of responses including correct answer }}{r_{j}} .
$$

After $k_{\text {max }}$ iterations, we can find reliable workers by the value of worker message $y_{j}$ since this value is proportional to $\hat{p_{j}}$, which is influenced by $p_{j}$. Relative reliability $y_{j}$ is calculated by the following equation in Algorithm 4.1.

$$
y_{j} \leftarrow \sum_{i \in \partial j} \frac{1}{K_{i}}\left(\vec{A}^{i j}-\left(\frac{K_{i}}{D_{i}}\right) \overrightarrow{1}\right) \cdot \vec{x}_{i \rightarrow j}^{\left(k_{\max }-1\right)}
$$

Figure 4.7 shows that there are strong correlations between $y_{j}$ and $\hat{p_{j}}$. In one simulation, the correlation coefficients ${ }^{1}$ between $y_{j}$ and $\hat{p}_{j}$ are measured as $0.991,0.992$, $0.904,0.954$ for each $(D, K)=(3,1),(4,1),(5,2)$, and $(6,2)$, We can also check that the line passes approximately the point of $\left(\frac{K}{D}, 0\right)$, where $p_{j}=\frac{K}{D}$ is close to the reliability of non-informative worker who gives random responses, as expected in Section 4.4.

### 4.5.3 Performance on the Average Error with Various $(D, K)$ Pairs.

To show the performance of the $K$-approval iterative algorithm, we do simulations on a task set consisting of various $(D, K)$ pairs with Algorithm 4.1. In detail, we repeat
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Figure 4.7: Relationship between $y_{j}$ and $\hat{p_{j}}(m=n=2000, k=10)$.
the same experiments with a question set composed in equal ratio of each task type whose $(D, K)$ are $(3,1),(4,1),(5,2)$ and $(6,2)$ respectively. Then, we have to investigate for the general case that $q_{j}$ is calculated with general version of equation (4.4) in Section 4.4.2 as follows:

$$
\begin{equation*}
q_{j}\left(p_{j}\right)=Q\left(p_{j}\right)-Q\left(\frac{K_{i}}{D_{i}}\right) \tag{4.21}
\end{equation*}
$$

$$
\text { where } Q(p)=p \log \left[\frac{p}{D_{i}-1} C_{K_{i}-1}\right]+(1-p) \log \left[\frac{1-p}{D_{i}-1} C_{K_{i}}\right]
$$

We define $q_{j}$ as an individual inherent quality of the worker $j$. To perform simulations and to analyze the results, we have to make an assumption that a worker with an


Figure 4.8: Simulations on a set of various $(D, K)$ pairs ( $m=n=2000$, mixed task types : $(D, K)=(3,1),(4,1),(5,2),(6,2))$ in an equal ratio.
individual quality $q_{j}$ solves question with a reliability $p_{i j}$ for each $\left(D_{i}, K_{i}\right)$. Thus for each ( $D_{i}, K_{i}$ )-task, the corresponding reliability $p_{i j}$ is determined by applying Newton's method on a graph of the quality function.

We can check that the same tendencies found in previous simulations also appear in Figure 4.8. There is also the strong correlation between $y_{j}$ and $\hat{p_{j}}$ as 0.929 . This result is notable in that in the real world, there are many more cases where questions have various $(D, K)$ pairs than fixed ones.

### 4.6 Conclusion

We have proposed an iterative algorithm that can handle top- $K$ selection questions which are general types of questions in real crowdsourcing systems. Moreover, our scheme covers the case with a task set consisting of various $(D, K)$ pairs. From the performance analysis of our algorithm, we rigorously proved that an upper bound on the probability of error decays exponentially. Through numerical experiments, we have verified that our algorithm outperforms majority voting and come close to an oracle estimator who knows quality of every worker.

## Chapter 5

## Crowdsourcing Systems for Real-valued Vector Regression

Over the years, several papers have proposed aggregation methods and verified theoretical bounds for binary-choice tasks [34, 36,55] and discrete multiple-choice tasks [38, 32, 50]. However, most of recent crowdsourcing tasks ask workers to solve a problem with vectors. Actually, in web-based crowdsourcing platforms such as Amazon Mechanical Turk and CrowdFlower, a considerable number of requesters ask workers to solve vector regression tasks. (ex Monthly statistics for June 2019, about 22\%) As described in Figure 5.1, the examples of vector regression tasks are as follow: (1) Rating movies or items, (2) Finding the location of an object in an image, and (3) Estimating a human posture in an image.

There have been studies to devise an inference algorithm for regression tasks. [30] extended their binary classification model to learn a simple linear regressor. As for Expectation Maximization (EM) methods, [56] and [48] proposed a probabilistic graphical model for image object localization. However, those models have a difficulty in learning parameters with relatively small number of responses.

In this paper, we propose an iterative algorithm for inferring true answers from noisy responses in vector regression tasks. As in many previous works[56, 32, 48, 34],


Figure 5.1: Applications of the regression tasks in crowdsourcing. (a) movie rating : to score movies from 0 to 100. (b) image object localization: to draw a tight bounding box capturing the target object. (c) pose estimation: to find the proper positions of the skeleton's joints.
we also consider the "reliability" of a worker represented by a parameter indicating the worker's expertise level and ability. Our algorithm computes two types of messages alternately. First, the worker message estimates the reliability of each worker, and the task message computes the weighted averages of their responses using those reliabilities as weights. These processes contribute to infer more accurate answers by sorting the order of responses by importance. Then we prove the error bound of our algorithm's average performance based on a probabilistic crowd model. This result shows our algorithm achieves better performance than other existing algorithms with a small number of queries and comparatively low average quality of the crowd. Furthermore, we provide that under a certain condition, the $\ell_{2}$ error performance of ours is close to that of an oracle estimator which knows the reliability of every worker. Through extensive experiments, we empirically verify that our algorithm outperforms other existing algorithms for both real world datasets crowd-sourced from CrowdFlower, and synthetic datasets.

| Source | Binary | Multi-class | Regression |
| :--- | :---: | :---: | :---: |
| Dawid and Skene[38] | $\checkmark$ | $\checkmark$ |  |
| Whitehill et al. [32] | $\checkmark$ |  |  |
| Welinder et al. [56] | $\checkmark$ |  | $\checkmark$ |
| Raykar et al. [30] | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Karger et al. [34] | $\checkmark$ |  |  |
| Liu et al. [36] | $\checkmark$ |  |  |
| Dalvi et al. [55] | $\checkmark$ |  |  |
| Salek et al. [48] |  |  |  |
| Karger et al. [37] | $\checkmark$ | $\checkmark$ |  |
| Zhang et al. [47] | $\checkmark$ | $\checkmark$ |  |
| Lee et al. [50] | $\checkmark$ | $\checkmark$ |  |

Table 5.1: Comparisons of the types of tasks covered by well-known crowdsourcing algorithms

### 5.1 Related Work

For aggregation methods, majority voting is a widely used for its simplicity and intuitiveness. [57] shows majority voting can effectively reduce the error in the attributebased setting. However, it regards every worker as equally reliable and gives an identical weight to all responses. Therefore, the performance of majority voting suffers even with a small number of erroneous responses [29]. To overcome this limitation, there have been several approaches for improving the inference performance from unreliable responses. [38, 56, 32] adopt Expectation and Maximization (EM) to evaluate the implicit characteristics of tasks and workers. Also, [47] improves this EM approach using a spectral method with performance guarantees. However, in practice, there is a difficulty in parameter estimation since these EM approaches are aimed at estimating a huge confusion matrix from relatively few responses.
[34, 36] proposed Belief Propagation(BP)-based iterative algorithms and proved that their error performances are bounded by worker quality and the number of queries in binary-choice tasks. Furthermore, there are several researches for crowdsourcing systems with multiple-choice tasks. [37] focused on multi-class labeling using a spectral method with low rank approximation, [49] proposed an aggregating method with minimax conditional entropy and [58] suggested an aggregation method using a decoding algorithm of coding theory. In addition, [50] exploits a inner product method $(\mathcal{I P})$ for evaluating similarity measures between an answer from a worker and the group consensus.

There have been studies to target vector regression tasks: [59] and the DALE model in [48], which focus on finding the location of a bounding box in an image. The former suggests a simple serial task assignment method for a quality-controlled crowdsourcing system with no theoretical guarantee. The latter proposes a probabilistic graphical model for image object localization and inference method with expectation propagation. However, the worker model assumption in these papers has two limitations; it strictly divides the workers' expertise level and ignores the order of selection when a crowd divides a length into multiple segments. Also, the latter graphical model has too many parameters to learn from relatively small number of responses.

On the other hand, there are outlier rejection methods that can be used to filter unreliable responses without a graphical model. For non-parametric setting, mean shift and top-k selection are typically used as classical methods. mean shift is the technique for locating the maxima of a density function and top-k selection picks k most reliable responses based on distances between the mean vector and each response itself. For parametric setting, RANSAC(random sample consensus) is widely used. it is an iterative method to estimate parameters of a mathematical model from a set of responses that contains outliers, when they are to be accorded no influence on the values of the estimates.

While most of the papers mentioned above assume random regular task assign-
ments, [55, 60] proposed inference methods in irregular task assignments. Also, [37, $50,61]$ suggested the adaptive task assignment which gives more tasks to more reliable workers in order to infer more accurate answers given a limited budget.

### 5.2 Problem Setup

In this section, we describe a problem setup with variables and notations. First, we assume that there are $m$ tasks in total and each task $i$ is assigned to distinct $l_{i}$ workers. Similarly, there are $n$ workers in total and each worker $j$ solves different $r_{j}$ tasks. Here and after, we use $[N]$ to denote the set of first $N$ integers. If we regard tasks and workers as set of vertices and connect the edge $(i, j) \in E$ when the task $i$ is assigned to the worker $j$, our system can be described as a bipartite graph $G=\{[m],[n], E\}$ in Figure 5.2.

Our crowdsourcing system considers a specific type of task whose answer space spans a finite continuous domain. If a task asks $D$ number of real values, a response $\tilde{\boldsymbol{A}}$ is a $D$-dimensional vector. On one task node $i$, given all of responses $\left\{\tilde{\boldsymbol{A}}_{i j} \mid(i, j) \in\right.$ $E\}$, we transform them to $\boldsymbol{A}$ subject to $\left\|\boldsymbol{A}_{i j}\right\|_{1}=1$ by the min-max normalization since each task can have a different domain length.

For a simple example, in an image object localization regression task, a response is a bounding box to capture the target object. Considering the x axis only for brevity, the box coordinate is $\tilde{\boldsymbol{A}}=\left[x_{t l}, x_{b r}\right]$, where $x_{t l}$ and $x_{b r}$ stand for the top-left and bottom-right coordinates. Then it can be transformed as

$$
\boldsymbol{A}=\left(x_{t l}, x_{b r}-x_{t l}, x_{\max }-x_{b r}\right) / x_{\max },
$$

where $x_{\max }$ represents the width of the image. Since images have different size of width and height, all responses are transformed to have the same domain length.

In summary, when the worker $j$ solves the task $i$, the response is denoted as $\tilde{\boldsymbol{A}}_{i j} \in \mathbb{R}^{D}$ and transformed to $\boldsymbol{A}_{i j} \in \mathbb{R}^{D+1}$ with respect to $\left\|\boldsymbol{A}_{i j}\right\|_{1}=1$. For convenience, $\delta_{i}$ and $\delta_{j}$ denotes the group of workers who give responses to the task $i$ and



Figure 5.2: System model for task-worker assignments.


Figure 5.3: Distance between answer $\boldsymbol{A}_{i j}$ and x message $\boldsymbol{x}_{i \rightarrow j}$ in the standard 2dimensional simplex space when $D_{i}=2$.
the group of tasks which are assigned to worker $j$ respectively.
 voting, well-known sub-optimal estimator, which computes the centroid of responses. However, its performance can be easily degraded whether there exist a few adversarial workers or spammers who give wrong answers intentionally or random answers respectively.

Majority voting method gives the identical weight to every worker who annotates the task for fixed task $i$.

$$
\begin{equation*}
\hat{\boldsymbol{t}}_{i}^{(\mathcal{M V})}=\sum_{j \in \delta_{i}} \frac{1}{l_{i}} \boldsymbol{A}_{i j} . \tag{5.1}
\end{equation*}
$$

### 5.3 Inference Algorithm

In this section, we propose a message-passing algorithm for vector regression tasks. Our iterative algorithm alternatively estimates two types of messages: (1) task messages $\boldsymbol{x}_{i \rightarrow j}$, and worker messages $\boldsymbol{y}_{j \rightarrow i}$. This updating process estimates the ground truth of each task and the reliability of each worker respectively. From now on, $\hat{l}_{i}$ and
$\hat{r_{j}}$ denote $\left(l_{i}-1\right)$ and $\left(r_{j}-1\right)$ respectively for brevity.

### 5.3.1 Task Message

We first describe a task message that estimates the current candidate of a ground truth. It simply computes the centroid of weighted responses from the workers assigned to the task. Thus, it can be viewed as a simple estimator of weighted voting in that those weights are computed according to how workers are reliable. Note that a task message $\boldsymbol{x}_{i \rightarrow j}$ averages weighted responses from workers assigned to a task $i$ except for the response from worker $j$. This helps to block any correlation between the task message and the responses from worker $j$.

$$
\begin{equation*}
\boldsymbol{x}_{i \rightarrow j}^{(k)}=\sum_{j^{\prime} \in \delta_{i} \backslash j}\left(\frac{y_{j^{\prime} \rightarrow i}^{(k-1)}}{y_{\delta_{i} \backslash j}^{(k-1)}}\right) \boldsymbol{A}_{i j^{\prime}}, \tag{5.2}
\end{equation*}
$$

where $y_{\delta_{i} \backslash j}^{(k-1)}=\sum_{j^{\prime} \in \delta_{i} \backslash j} y_{j^{\prime} \rightarrow i}^{(k-1)}$.

Algorithm 5.1 Inference Algorithm
Input: $G=\{[m],[n], E\},\left\{\boldsymbol{A}_{i j}\right\}_{(i, j) \in E}, k_{\max }$
Output: Estimated truths $\hat{\boldsymbol{t}_{i}},{ }^{\forall} i \in[m]$

## Initialization

for ${ }^{\forall}(i, j) \in E$ do

$$
y_{j \rightarrow i}^{(0)} \leftarrow \mathcal{N}(0,1)
$$

end for
5: Iteration Step
6: for $k=1$ to $k_{\max }$ do
7: $\quad \boldsymbol{f o r}^{\forall}(i, j) \in E$ do
8: $\quad$ Update task message, $\boldsymbol{x}_{i \rightarrow j}^{(k)}$ using Eq. 5.2
9: end for
10: $\quad$ for $^{\forall}(i, j) \in E \quad$ do
11: Update worker message, $y_{j \rightarrow i}^{(k)}$ using Eq. 5.3
end for
end for
Final Estimation
for ${ }^{\forall} j \in[n]$ do

$$
y_{j} \leftarrow\left(\frac{1}{r_{j}} \sum_{i \in \delta_{j}}\left(\left\|\boldsymbol{A}_{i j}-\boldsymbol{x}_{i \rightarrow j}^{\left(k_{\max }\right)}\right\|_{2}\right)^{2}\right)^{-1}
$$

end for
for ${ }^{\forall} i \in[m]$ do
19:

$$
\boldsymbol{x}_{i} \leftarrow \sum_{j \in \delta_{i}}\left(\frac{y_{j}}{y \delta_{i}}\right) \boldsymbol{A}_{i j}
$$

end for
return $\hat{\boldsymbol{t}}_{i}^{(\mathcal{A L G})} \leftarrow \boldsymbol{x}_{i},{ }^{\forall} i \in[m]$

### 5.3.2 Worker Message

The next step is to compute worker messages $y_{j \rightarrow i}$ which represents the importance of response $\boldsymbol{A}_{i j}$. These worker messages are used as weights in the weighted voting pro-
cess in task messages update. Since it is desirable to give a higher weight to more reliable workers, each worker's reliability should be evaluated as the similarity between his response and the task message which indicates the consensus of other workers' responses. In our algorithms, it takes advantage of the reciprocal of the summation of the euclidean distance between the response and the task message as a similarity measure. In analysis section, our analysis verify that this measure is proper to estimate weights of workers' responses. Note that a worker message $y_{j \rightarrow i}$ represents the average of similarities between worker $j$ 's responses and the average response of other workers' responses in the same task.

$$
\begin{equation*}
\left.y_{j \rightarrow i}^{(k)}=\left(\frac{1}{\hat{r_{j}}} \sum_{i^{\prime} \in \delta_{j} \backslash i}\left(\left\|\boldsymbol{A}_{i^{\prime} j}-\boldsymbol{x}_{i^{\prime} \rightarrow j}^{(k)}\right\|_{2}\right)^{2}\right)\right)^{-1} \tag{5.3}
\end{equation*}
$$

In the worker message update (5.3), we adopt the reciprocal of $\ell_{2}$ norm in the vector space as a similarity measure. However, our algorithm can be generalized with any metric induced by other norm and similarity function which is continuous and monotonically decreasing.

### 5.4 Analysis of Algorithms

In this section, We first propose a general worker model for real-valued segmentation tasks. Our model follows the Dirichlet distribution to describe how reliable each worker is. Under this model, we proceed with theoretical analysis on the performance of our algorithm. As a main result, in Theorem 5.2, we will prove a tight error bound which depends on task degree $l$ and average quality $q$ of workers. Then, we compare $\ell_{2}$ error performance of our algorithm with those of the baseline algorithms.

### 5.4.1 Worker Model

Here we propose a worker model that is well-suited for our crowdsourcing system. We adopt Dirichlet distribution rather than multivariate Gaussian one. The former is more
appropriate to capture worker's behaviors in a restricted simplex domain, while the latter cannot represent Spammer's behavior since the latter spans infinite continuous domain. We first review the Dirichlet distribution and its parameters, and then propose a probabilistic worker model.

Dirichlet distribution The Dirichlet distribution is a well-known multivariate generalization of beta distribution and is often used as a conjugate prior to the multinomial distribution. A Dirichlet distribution on the standard $D$-dimensional simplex is parametrized by a $(D+1)$-dimensional positive real valued vector $\boldsymbol{\alpha}$. Its probability density function is given by

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{D+1} ; \alpha_{1}, \ldots, \alpha_{D+1}\right)=\frac{1}{B(\boldsymbol{\alpha})} \prod_{d=1}^{D+1} x_{d}^{\left(\alpha_{d}-1\right)} \tag{5.4}
\end{equation*}
$$

on the standard $D$-dimensional simplex which is defined by $\boldsymbol{x} \in \mathbb{R}^{(D+1)}$, where $x_{d}>$ 0 for ${ }^{\forall} d$ and $\|\boldsymbol{x}\|_{1}=1$. The parameter vector $\boldsymbol{\alpha}$ can be decomposed into the mean vector $\boldsymbol{s}$ with a scalar $\alpha_{0}$ called a precision (or concentration parameter), i.e. $\boldsymbol{\alpha}=\alpha_{0} \boldsymbol{s}$, where $\alpha_{0}=\sum \alpha_{d}$. The precision parameter generally controls the sparsity of samples from the Dirichlet distribution and it is inversely proportional to its variance.


Figure 5.4: Three types of crowds in the standard 2-dimensional simplex space.

Note that when every $\alpha_{i}>1$, the probability density function of a Dirichlet distribution attains unimodality and it has a bell shape around its mean. In other condition
when any $\alpha_{i}<1$, it has no mode and most of its density is concentrated on a region outward from its mean.

Dirichlet crowd model For given ground truths on the standard $D$-dimensional simplex, we can consider each response as a sample from a Dirichlet distribution governed by corresponding task and worker. Since responses are commonly drawn around the ground truth, we can model the mean of this Dirichlet distribution as the task's ground truth $t_{i}$. The expected error between the ground truth and the response then comes from the variance, which is determined by the location of ground truth $\boldsymbol{t}_{\boldsymbol{i}}$ and the worker's reliability $w_{j} .\left(\boldsymbol{\alpha}=w_{j} \boldsymbol{t}_{\boldsymbol{i}}\right)$ The expected error in responses is determined by the worker reliability which measures the ability, diligence, and precision of the worker. We parametrize this as a positive continuous value $w_{j} \in[0, \infty]$ where a higher $w_{j}$ means that worker $j$ gives a closer answer to ground truth. As Figure 5.4 illustrates, three types of worker which are adversarial worker, Spammer and Hammer [62] can be well-described according to precision $w$.

Here we assume that workers follow the Dirichlet crowd model. In addition, the task assignment is denoted as a random $(l, r)$-regular bipartite graph $G([m],[n], \boldsymbol{A})$. Then we define expected error from the individual worker $j$ 's response in task $i$ by the distance between the answer $\boldsymbol{A}_{i j}$ and the ground truth $\boldsymbol{t}_{i}$. If we use the square of $\ell_{2}$ norm as an error measure, then the individual error is represented as

$$
\begin{equation*}
e_{i j}=\left(\left\|\boldsymbol{A}_{i j}-\boldsymbol{t}_{i}\right\|_{2}\right)^{2} . \tag{5.5}
\end{equation*}
$$

Due to each answer $A_{i j}$ follows Dirichlet crowd model, the expected error is represented as follows

$$
\begin{equation*}
\mathbb{E}\left[e_{i j}\right]=\left(\frac{1}{w_{j}+1}\right) \cdot T_{i}, \quad T_{i}=\boldsymbol{t}_{i} \cdot\left(\mathbf{1}-\boldsymbol{t}_{i}\right) . \tag{5.6}
\end{equation*}
$$

The error depend on $\left(w_{j}+1\right)^{-1}$ and $T_{i}$ which represent worker $j$ 's precision and the
effect of ground truth respectively. Now we define the average quality of workers as

$$
\begin{equation*}
q^{-1}=\mathbb{E}_{\mathbb{W}}\left[\frac{1}{\mathrm{w}+1}\right] \tag{5.7}
\end{equation*}
$$

A higher value of $q$ indicates that workers are more reliable, whereas a value $q$ close to one means many workers behave maliciously. We will show that the error bound of our algorithm depends on this parameter $q$. The expected error of our algorithm is defined as

$$
\begin{equation*}
\mathrm{E}_{\mathcal{A} \mathcal{L G}}:=\lim _{k_{\max } \rightarrow \infty} \frac{1}{m} \sum_{i \in[m]} \mathbb{E}\left[\left(\left\|\boldsymbol{t}_{i}-\hat{\boldsymbol{t}_{i}}\left(\left\{\boldsymbol{A}_{i j}\right\}_{(i, j) \in E}\right)\right\|_{2}\right)^{2}\right] . \tag{5.8}
\end{equation*}
$$

### 5.4.2 Oracle Estimator

Under a probabilistic worker model, we can construct the best inference algorithm as obtained by an oracle who knows every worker's reliability. Given every worker's reliability, the oracle can estimate the ground truth by minimizing the expected error between the ground truth and an estimated location. Therefore its performance can be considered as a lower bound of the expected error rate.

$$
\begin{equation*}
\hat{t}_{i}^{(\mathcal{O C})}=\sum_{j \in \delta_{i}}\left\{\frac{w_{j}+1}{\sum_{j \in \delta_{i}}\left(w_{j}+1\right)}\right\} \boldsymbol{A}_{i j} . \tag{5.9}
\end{equation*}
$$

Secondly, we prove the performance of an oracle estimator which gives the theoretical lower error bound. As described in Section 5.4.2, the oracle estimator knows every worker's reliability. Thus, it gives the optimal weight to each worker as (5.9) and the expected error of oracle estimator can be described as

$$
\begin{equation*}
\mathrm{E}_{\mathcal{O C}}=\left(\frac{1}{\mathbb{E}_{\mathbb{W}}[\mathrm{w}+1]}\right) \cdot \frac{1}{l m} \sum_{i \in[m]} T_{i} . \tag{5.10}
\end{equation*}
$$

Then, we look into the expected errors of baseline algorithms. As mentioned above, majority voting gives the same weight for each worker. The expected error of majority voting is simply represented as

$$
\begin{equation*}
\mathrm{E}_{\mathcal{M} \mathcal{V}}=\left(\frac{1}{q l m}\right) \sum_{i \in[m]} T_{i} \tag{5.11}
\end{equation*}
$$

From above results, we always have

$$
\begin{equation*}
\mathrm{E}_{\mathcal{O C}} \leqslant \mathrm{E}_{\mathcal{M V}} \quad(\because \text { Jensen's inequality }) \tag{5.12}
\end{equation*}
$$

and the equality holds when the distribution of worker reliability $\mathbb{W}$ follows a degenerate distribution.

Optimality of Oracle Estimator. In this part, we prove why the oracle estimator is optimal and it gives worker $j$ the weight in proportion to $\left(w_{j}+1\right)$. The result of (6) implies that the expected error of oracle estimator is weighted average of $\left(w_{j}+1\right)^{-1}$ excluding the effect of the ground truth. For fixed task $i$ and given $l$ number of worker batch $\delta_{i}$, the problem of finding the oracle estimator's optimal weights is formulated as the following convex optimization problem. The object function $G(\boldsymbol{v})$ represents the sum of expected errors from workers in the batch $\delta_{i}$.

$$
\begin{array}{ll}
\underset{v}{\operatorname{minimize}} & G(\boldsymbol{v})=\sum_{j=1}^{l} \frac{v_{j}^{2}}{w_{j}+1} \\
\text { subject to } & \sum_{j=1}^{l} v_{j}=\boldsymbol{v}^{T} \mathbf{1}=1 . \quad v_{j} \geqslant 0^{\forall} j
\end{array}
$$

This problem is equivalent to minimize a $l$-dimensional ellipsoid's radius with a constraint on the subspace $\boldsymbol{v}^{T} \mathbf{1}=1$. The optimal point $\boldsymbol{v}^{*}$ is on the point of contact between the $l$-dimensional ellipsoid and the subspace. Thus, we can obtain $\nabla G\left(\boldsymbol{v}^{*}\right)=b \boldsymbol{1}$ for some constant $b$ and $\left(\boldsymbol{v}^{*}\right)^{T} \mathbf{1}=1$. In addition, the problem is also convex problem with strong duality (zero dual gap). Therefore, points are optimal if and only if they satisfy the KKT condition:

$$
\begin{gathered}
\boldsymbol{v}_{j}^{*} \geqslant 0,{ }^{\forall} j, \boldsymbol{v}^{T} \mathbf{1}=1, \\
\psi_{j} \geqslant 0, \psi_{j} v_{j}=0{ }^{\forall} j, \\
\nabla H(\boldsymbol{v})=0
\end{gathered}
$$

Once you solve the above equations, we obtain the optimal weight which the oracle estimator gives to worker $j$. In fact, the optimal weight of the worker $j$ is in proportion to $\left(w_{j}+1\right)$.

$$
\boldsymbol{v}_{j}^{*}=\frac{\left(w_{j}+1\right)}{\sum_{j=1}^{l}\left(w_{j}+1\right)}
$$

### 5.4.3 Bound on the Average Error Probability

Here we state the main analytic result of our algorithm: for a random $(l, r)$-regular bipartite graph from configuration model, we prove that the average error performance is bounded by the formula which depends on the average quality $q$, the number of queries $l$ and some constant related to the distribution of ground truth.

Although our algorithm works in a general bipartite graph, here we assume a regular bipartite graph (i.e. ${ }_{i}, j, l_{i}=l$ and $r_{j}=r$ solely for a mathematical proof which were commonly used in previous works $[34,50]$. This is an ordinary setting when we intend to assign our budget to each task equally. If the crowdsourcing system creates every batch arbitrarily, our setting can be represented as a random $(l, r)$-regular bipartite graph. To generate a random regular bipartite graph, we bring a simple construction model known as the configuration model $[63,64]$.

Our strategy to provide the upper bound is to find the $\mathbb{E}\left[y_{j \rightarrow i}^{(\infty)}\right]$ which means the value of worker message as $k_{\max } \rightarrow \infty$. In task message update step, our algorithm normalizes the worker message values in order to make each task message on the simplex. Since we assume the sparse bipartite graph, the task-worker graph $G$ is locally tree-like. Therefore, the messages and responses are uncorrelated with high probability.

Lemma 5.1. For each task $i$, worker $j$, If the average quality satisfies $q>(1+(D+$ 1)/ $\hat{l} \hat{r})$, then when $k \rightarrow \infty$ the expected worker message of our algorithm converges such that

$$
\begin{equation*}
\mathbb{E}\left[y_{j \rightarrow i}^{(\infty)}\right] \cong \frac{1}{\frac{1}{\left(w_{j}+1\right)}+\frac{1}{\hat{l} \hat{r} q}} \cdot T_{i} . \tag{5.13}
\end{equation*}
$$

This result implies our algorithm gradually gives worker $j$ a weight proportional to $\left(w_{j}+1\right)$ like the oracle estimator as degree $l$ or the worker quality $q$ grows. In the other extreme case, the our algorithm gives the constant weight to each worker like the majority voting (i.e., $\left(w_{j}+1\right) \gg l q$ ). In the next part, we will prove that the oracle estimator assigns a worker $j$ the optimal weight in proportion to $\left(w_{j}+1\right)$. Thus, the average error increases as the KL divergence between the vector of weights and that of oracle estimator's weight increases. Since the weights of workers who annotate the task $i$ are normalized by their sum, we can determine those weights precisely in terms of their ratios mentioned in Lemma 5.1. Then, we can verify that Algorithm 1 is gradually getting closer to oracle estimator as $k \rightarrow \infty$. In initialization, since Algorithm 1 gives same weight to each worker, it behaves as the majority voting. After a few iterations, each weight vector follows (5.13) similar to oracle estimator which is the theoretical lower bound in $\ell_{2}$ norm.

Proof of Lemma 5.1 The average value of worker message converges proportionally to $\left(\left(w_{j}+1\right)^{-1}+(l q)^{-1}\right)^{-1}$ as $k \rightarrow \infty$ in Lemma 5.1. For the proof, we describe a distance of responses in advance. Since we adopt the euclidean distance as a metric in Section 2, the distance between the single response $\boldsymbol{A}_{i j}$ and the task message $\boldsymbol{x}_{i \rightarrow j}^{(k)}$ is denoted as

$$
d_{j \rightarrow i}^{(k)}=\left(\left\|\boldsymbol{A}_{i j}-\boldsymbol{x}_{i \rightarrow j}^{(k)}\right\|_{2}\right)^{2}
$$

Then, the expected distance is represented as

$$
\mathbb{E}\left[d_{j \rightarrow i}^{(k)}\right]=(\frac{1}{\left(w_{j}+1\right)}+\underbrace{\sum_{j^{\prime} \in \delta_{i} \backslash j} \mathbb{E}\left[\left(\frac{y_{j^{\prime} \rightarrow i}^{(k-1)}}{y_{\delta_{i} \backslash j^{\prime}}^{(k-1)}}\right)^{2}\right] \frac{1}{\left(w_{j^{\prime}}+1\right)}}_{p_{i j}^{k}}) T_{i} .
$$

Since our algorithm initializes each worker message value equally and we assume average quality satisfies the condition, $q>(1+D / \hat{l} \hat{r}), p_{i j}^{k}$ value decreases as $k \rightarrow \infty$.

In particular,

$$
\mathbb{E}\left[\frac{1}{\hat{r}} \sum_{i^{\prime} \in \delta_{j} \backslash i} p_{i j}^{k}\right] \leqslant \frac{1}{\hat{l} \hat{r} q}
$$

On the other hand, the estimation process of worker messages is described as

$$
\begin{equation*}
y_{j \rightarrow i}^{(k)}=\frac{1}{\frac{1}{\hat{r}} \sum_{i^{\prime} \in \delta_{j} \backslash i}\left(d_{j \rightarrow i^{\prime}}^{(k)}\right.} . \tag{5.14}
\end{equation*}
$$

In section C , we will prove that the oracle estimator gives each worker $j$ the optimal weight in proportion to $\left(w_{j}+1\right)$. The expected distance and (5.14) implies that our algorithm gives each worker $j$ similar weight but not equal. Thus, we can obtain the expected worker message after $k$ iteration.

$$
\begin{equation*}
\mathbb{E}\left[y_{j \rightarrow i}^{(k)}\right] \cong \frac{1}{\frac{1}{\hat{r}} \sum_{i^{\prime} \in \delta_{j} \backslash i} \mathbb{E}\left[d_{j \rightarrow i^{\prime}}^{(k)}\right.} \tag{5.15}
\end{equation*}
$$

Therefore, as $k \rightarrow \infty$, the expected worker message satisfies

$$
\begin{equation*}
\mathbb{E}\left[y_{j \rightarrow i}^{(\infty)}\right] \cong \frac{1}{\frac{1}{\left(w_{j}+1\right)}+\frac{1}{\hat{l} \hat{r} q}} \cdot T_{i} \tag{5.16}
\end{equation*}
$$

Theorem 5.2. For fixed $l>1, r>1$ and dimension $D \geqslant 1$, assume that $m$ tasks are assigned to $n$ workers according to a random $(l, r)$-regular bipartite graph. If the average quality satisfies $q>(1+(D+1) / \hat{l} \hat{r})$, then when $k \rightarrow \infty$ the average error of the our algorithm achieves

$$
\begin{equation*}
\mathrm{E}_{\mathcal{A L G}} \leqslant\left(\frac{(1+1 / \hat{l} \hat{r})^{2}}{(\sqrt{2}+1) q \hat{r}}\right) \cdot \frac{1}{\hat{l} m} \sum_{i \in[m]} T_{i} . \tag{5.17}
\end{equation*}
$$

This result implies that we can control the error performance by adjusting the average quality of workers and the number of queries assigned to each task. As $q$ and $l r$ increase, the upper bound of our algorithm becomes lower.

Proof of Theorem 5.2 Here the detailed proof of Theorem 5.2 is provided using the result of Lemma 5.1. In Section 2, we adopt a random $(l, r)$-regular bipartite graph as
a task assignment. If this sparse task-worker graph is assumed ( $|m| \gg r,|n| \gg l)$, we can claim that the graph has locally-tree like structure. This property implies that the response $A_{i j}$ is uncorrelated with the task message $x_{i \rightarrow j}^{(k)}$. Then, for each task $i$, the expected error of our algorithm $\mathrm{E}_{\text {iter }}$ is represented as

$$
\mathrm{E}_{\mathcal{A L G}}=\frac{1}{m} \sum_{i \in[m]} \underbrace{\sum_{j \in \delta_{i}} \mathbb{E}\left[\left(\frac{y_{j \rightarrow i}^{\infty}}{y_{\delta_{i}}^{\infty}}\right)^{2}\right] \cdot \frac{1}{w_{j}+1}}_{s_{i}} \cdot T_{i} .
$$

In this point, we can obtain the expected worker message using Lemma 5.1,

$$
\begin{equation*}
\mathbb{E}\left[y_{j \rightarrow i}^{(\infty)}\right] \cong \frac{\left(w_{j}+1\right)}{1+\frac{\left(w_{j}+1\right)}{l q}} \cdot T_{i} . \tag{5.18}
\end{equation*}
$$

According to the definition of the worker message, the weight is described as

$$
\begin{equation*}
\frac{y_{j \rightarrow i}^{\infty}}{y_{\delta_{i}}^{\infty}}=\frac{y_{j \rightarrow i}^{\infty}}{\sum_{j \in \delta_{i}} y_{j \rightarrow i}^{\infty}} . \tag{5.19}
\end{equation*}
$$

Using (5.16), (5.19) and arithmetic-geometric mean inequality with $w_{j}>0$, the $s_{i}$ is bounded as

$$
\begin{equation*}
s_{i} \leqslant \frac{(1+1 / \hat{l} \hat{r})^{2}}{(\sqrt{2}+1) q \hat{l} \hat{r}} \tag{5.20}
\end{equation*}
$$

The second inequality comes from the definition of average quality. Thus, we obtain the error bound $U_{\text {iter }}$

$$
\mathrm{E}_{\mathcal{A} \mathcal{L G}} \leqslant \mathrm{U}_{\mathcal{A} \mathcal{L G}}=\left(\frac{(1+1 / \hat{l} \hat{r})^{2}}{(\sqrt{2}+1) q \hat{r}}\right) \cdot \frac{1}{\hat{l} m} \sum_{i \in[m]} T_{i}
$$

Next we compare the upper bound of our algorithm to the error performance of majority voting.

Corollary 5.2.1. Under the hypotheses of Theorem 5.2,

$$
\begin{equation*}
\mathrm{E}_{\mathcal{A L G}} \leqslant \mathrm{U}_{\mathcal{A L G}} \leqslant \mathrm{E}_{\mathcal{M V}} \tag{5.21}
\end{equation*}
$$

Proof of Corollary 5.2.1 From the results of (9) and (13), we always have

$$
1>\frac{(1+1 / \hat{l} \hat{r})^{2}}{(\sqrt{2}+1) \hat{l} \hat{r}}
$$

given the fixed average quality $q$ if the size of batch satisfies $\hat{l} \hat{r}>(\sqrt{2}+1)$ and $l>1, r>1$. Even if we assume the sparse random bipartite graph (i.e., $|m| \gg l$, $|n| \gg r$ ), only a few number of task allocation is sufficient to outperform majority voting. However, the performance gap is further increases as batch size increases.

Corollary 5.2.2. Under the hypotheses of Theorem 5.2, if the distribution of the reliability satisfies

$$
\mathbb{P}\left((\mathrm{w}+1) \geqslant 2 \mu_{w}\right) \leqslant \frac{(\sqrt{2}+1) \hat{l} \hat{r}}{l(1+1 /(\hat{l} \hat{r}))^{2}}
$$

and symmetrical, then the upper bound of $\mathrm{E}_{\mathcal{A} \mathcal{L G}}$ is close to the oracle estimator's average performance.

$$
\begin{equation*}
\mathrm{U}_{\mathcal{A L G}} \rightarrow \mathrm{E}_{\mathcal{O C}} \tag{5.22}
\end{equation*}
$$

Proof of Corollary 5.2.2 Here, we compare the average error of our algorithm with that of the oracle estimator. From (7) and (9), the gap between $\mathrm{E}_{\mathcal{A L G}}$ and $\mathrm{E}_{\mathcal{O C}}$ is as follows.

$$
\begin{equation*}
\Delta=\{\underbrace{\frac{l(1+1 / \hat{l} \hat{r})^{2}}{(\sqrt{2}+1) q \hat{l} \hat{r}}-\frac{1}{\mathbb{E}_{\mathbb{W}}[\mathrm{w}+1]}}_{\Delta_{w}}\} \cdot \frac{1}{l m} \sum_{i \in[m]} T_{i} . \tag{5.23}
\end{equation*}
$$

To show concisely, the mean and variance of the reliability distribution are denoted as $\mu_{w}$ and $\sigma_{w}^{2}$ respectively.

Using (5.23) with the definition of $\Delta_{w}$, we are left to find the condition that satisfies $\Delta_{w}=0$. If the distribution of worker reliability $\mathbb{W}$ is degenerate distribution with zero variance, the level of each worker is equal. Thus, it is not meaningful to distinguish the quality of the worker and for some $l>1$ and the error bound of Theorem 5.2 is loose. As mentioned in (11), equal weighting is the best in degenerate distribution. However,
when the distribution of worker reliability $\mathbb{W}$ follows certain probabilistic distribution rather than degenerate, we can approximate the quality as

$$
\begin{equation*}
q^{-1}=\mathbb{E}_{\mathbb{W}}\left[\frac{1}{\mathrm{~W}+1}\right] \cong \frac{1}{\mathbb{E}_{\mathbb{W}}[\mathrm{w}+1]} \frac{\mathbb{E}_{\mathbb{W}}\left[(w+1)^{2}\right]}{\mathbb{E}_{\mathbb{W}}[w+1]^{2}} \tag{5.24}
\end{equation*}
$$

using third order Taylor expansion around $\mathbb{E}_{\mathbb{W}}[w+1]$. It is known that this approximation is quite accurate when the distribution of worker reliability is symmetric. Substituting (5.24) into (5.23) provides $\Delta_{w}=0$ is equivalent to

$$
\frac{\sigma_{w}^{2}}{\mu_{w}^{2}}=\left(\frac{(\sqrt{2}+1) \hat{l} \hat{r}}{l(1+1 / \hat{l} \hat{r})^{2}}-1\right)
$$

Then, applying Chebyshev's inequality, it immediately follows

$$
\mathbb{P}\left((\mathrm{w}+1) \geqslant 2 \mu_{w}\right) \leqslant \frac{(\sqrt{2}+1) \hat{l} \hat{r}}{l(1+1 / \hat{l} \hat{r})^{2}}
$$

### 5.5 Experimental Results

In our experiments, we have evaluated the performance of our algorithm with two popular benchmarks, MSCOCO [10] and the Leeds Sports Pose Extended Training (LSPET) datasets. We compare our algorithm with baselines algorithms which are majority voting $(\mathcal{M V})$ and weighted voting $(\mathcal{W V})$ whose weights are externally given by web-based crowdsourcing platform. We also implemented several state-of-the art which are inner-product method ( $\mathcal{I P}$ ) [50], Welinder's EM model [56], DALE model [48], and outlier rejection methods which are Mean shift and Top-K selection.

### 5.5.1 Real Crowdsourcing Data

We crowdsourced two types of tasks in CrowdFlower. One is for image object localization in which the task is to draw a bounding box on the specified object as tightly as possible. The other one is for human pose estimation, where the task is to construct a skeleton-like structure of a human in a given image.

(c) MV
Figure 5.5: Drawing a bounding box task on the 'bat'. (a) the ground truth (b) bounding boxes drawn by 25 workers. (c) estimated
answer of majority voting. (d) estimated answer of our algorithm.

Bounding box on MSCOCO dataset. In this task, we randomly chose 2,000 arbitrary images from MSCOCO dataset, and each image was distributed to 25 distinct workers, so there were 50,000 tasks to be solved in total. Total 618 workers were employed, and each worker solved $10(\mathrm{~min})$ to $100(\mathrm{max})$ tasks. We exclude some invalid responses (no box, box over out of bounds [0, image size]). Note that a general bipartite graph is created with different node degrees $l_{i}$ and $r_{j}$, which is not a regular bipartite graph. We measured algorithms' performances by the average error in the $\ell_{2}$ norm and the Intersection over Union (IoU), which is another standard measure for object localization computed by a ratio of intersection area to union area of two bounding boxes. In this experiment, DALE model does not converge due to its complex graphical model raising an out of memory error.

| Dataset | MSCOCO | LSPET |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Type | Box $\left(\ell_{2}\right)$ | Box(IoU) | Joints | Angles |
| $\mathcal{W V}$ | 0.22227 | 0.89593 | 0.15877 | 0.10524 |
| $\mathcal{M V}$ | 0.22090 | 0.89666 | 0.15858 | 0.10462 |
| $\mathcal{I P}$ | 0.22026 | 0.89712 | 0.15483 | 0.10462 |
| Welinder | 0.21886 | 0.89821 | N/A | N/A |
| DALE | 0.21834 | 0.89914 | N/A | N/A |
| Top-K | 0.18869 | 0.91250 | 0.12222 | 0.10051 |
| MeanShift | 0.18034 | 0.92150 | 0.11812 | 0.09962 |
| Ours | $\mathbf{0 . 1 4 8 3 7}$ | $\mathbf{0 . 9 3 4 4 5}$ | $\mathbf{0 . 0 9 3 0 8}$ | $\mathbf{0 . 0 9 9 4 1}$ |

Table 5.2: An error table of experimental results on real crowdsourced data where the tasks are (1st column) an object detection on MSCOCO dataset, (2nd column) same task with Intersection of Union measure (3rd column) a human joints estimation and (4th column) an angle segmentation by neck and adjacent human joints on LSPET dataset. For Top- $K$ selection, we choose $K$ as a half of the task degree $l$.


Figure 5.6: Comparisons of error and IoU between different algorithms with varying task degree $l$.

To measure the performance of DALE model in smaller data, we collected a dedicated dataset of 100 images each of which was assigned to 20 distinct workers. Results are listed in Table 5.2 with two evaluation metric Euclidean distance $\left(\ell_{2}\right)$ and Intersection over Union(IoU). Our algorithm significantly outperforms others and, even with small number of iterations, can reduce errors rapidly. Empirically, our algorithm converges in less than 20 iterations as plotted in Figure 5.7.

Varying degree on MSCOCO dataset. Here we show how the performances of different algorithms vary with task degree $l$. We made a number of task-worker bipartite graphs by randomly dropping some edges to make degree $l$ for each task. As expected, the average error of each algorithm decreases as the task degree $l$ increases. Even when the degree value falls until 5 , ours can still keep the large gap among other algorithms. In other words, our algorithm needs less budget to get same error rate. The results are listed in Figure 5.6.

Robustness. Since it is well known that message-passing algorithms suffers from the initialization issue in general, we tested robustness of our algorithm by initializing workers' weights to be sampled from proper distributions with moderate hyperparameters. Here we used Beta distribution with $(\alpha, \beta)$, and Gaussian distribution with


Figure 5.7: Error bar plots of our algorithm for the initialization issue on 2 k -edge bounding box task.


Figure 5.8: The influence of $\epsilon$ on error and IoU when computing $y$-messages with varying task degree $l$.
$\left(\mu, \sigma^{2}\right)$ sampled from uniform distribution $\mathcal{U}$. The result is shown by error bar plots in Figure 5.7 which represents the deviation reduces rapidly. This result shows that our algorithm is robust to the initialization of workers' weights.

When the number of edges are not sufficient to estimate worker message, our algorithm can diverge as iteration progresses since worker message is computed by the reciprocal of the summation between the response and the task message. It can be resolved by adding a very small positive constant $\epsilon$ on the summation before computing the reciprocal.

$$
\begin{equation*}
\left.y_{j \rightarrow i}^{(k)}=\left(\frac{1}{\hat{r}} \sum_{i^{\prime} \in \delta_{j \backslash i}}\left(\left\|\boldsymbol{A}_{i j}-\boldsymbol{x}_{i \rightarrow j}^{(k)}\right\|_{2}\right)^{2}\right)+\epsilon\right)^{-1} . \tag{5.25}
\end{equation*}
$$

We investigate the influence of $\epsilon$ in Figure 5.8. This result shows our algorithm works well when $\epsilon \leq 10^{-5}$.

Human pose estimation. We collected the human pose estimation data of 1,000 images chosen from LSPET dataset using CrowdFlower platform. Each image was distributed to ten distinct workers who were asked to mark dots on the 14 human joints (head, neck, left/right shoulders, elbows, wrists, hips, knees, and ankles). In this experiment, we aggregated their answers to estimate the point of each human joint. Moreover, we estimated angles from the neck and adjacent joints (head, shoulders, hips) as another task which is also important in pose estimation. Estimating angles can be viewed as dividing angle task whose domain is $[0,2 \pi]$. As shown in Table 5.2, our algorithm outperforms others on both joint and angle estimation tasks.

### 5.5.2 Verification of the Error Bounds with Synthetic data

In order to empirically verify the correctness of the analysis, experiments were performed with synthetic dataset. Assuming hypothetical 2,000 workers and 2,000 tasks with two dimensions ( $D=2,5$ ), task assignment follows regular bipartite graph. The performance of the oracle estimator is presented as a theoretical lower bound. Also, each result is averaged of 20 experiments by changing the initial value.


Figure 5.9: Comparison of average errors between different algorithms with $D=$ $(2,5)$ : (top) varying $\gamma\left(w_{s}=0.5, w_{h}=5\right)$, (bottom) varying $q$.

Spammer/Hammer ratio. In this experiment, we assume the Spammer/Hammer scenario which means that each worker is randomly sampled from a Spammer ( $w_{s}=0.5$ ) or a Hammer $\left(w_{h}=5\right)$; the response of a Hammer is much closer to the ground truth than that of a Spammer. The ratio $\gamma$ denotes the Hammer proportion of all workers. Figure 5.9 (left) shows that our algorithm can distinguish Hammer from Spammer much better than others.

Quality. According to the definition of (5.7), the reliability of each worker was drawn from Beta distribution (i.e., $\left.(1+w)^{-1} \sim \operatorname{Beta}(\alpha, \beta)\right)$. In Figure 5.9 (right), our algorithm shows a large performance gap when the quality is sufficiently high. The average
errors of the five algorithms are indistinguishable when the quality is low, but our algorithm is better at estimating the workers' reliabilities if the quality is sufficiently high. Since our algorithm regards the average response of other workers as approximated true answers, high quality promotes its performance.

### 5.6 Conclusion

In this study, we have proposed an iterative algorithm for vector regression tasks. We observed the considerable gains with both real and synthetic datasets through various experiments. In the theoretical analysis, we proved that the error bound depends on the average worker quality and the number of queries batch achieving near-optimal performance in the probabilistic worker model. Our work can be easily generalized to many image processing tasks such as 3D image processing and multiple object detection. Also, it can be exploited for estimating the precise level of workers in an adaptive manner.

## Chapter 6

## Conclusions

In this dissertation, we propose iterative algorithms to infer groundtruths by aggregating noisy answers from crowdsourcing workers. We explore several types of crowdsourcing tasks that contains multiple-choice question, short-answer questions, $K$-approval voting, and real-valued vector regression. These tasks are fundamental components composing complex crowdsourcing tasks, but have been not of interest to academic studies in general. Our proposed algorithms provide reliable solutions for those tasks with performance guarantees. In particular, our proposed algorithms achieve orderoptimal performance where the optimal performance comes from oracle estimator who knows every worker's reliability. We give a rigorous theoretical analysis for the proposed algorithms and verify their remarkable performance by numerous experiments in both real and synthetic crowdsourcing datasets. We hope that our work would be of practical use in web-based crowdsourcing services.
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## 초록

다양한 분야에서 라벨된 빅데이터를 필요로 하는 현재, 웹 기반 크라우드소싱 서비스들이 출범하며 상대적으로 적은 예산과 짧은 시간에도 효율적으로 사람들의 지혜를 활용할 수 있는 방법들이 제시되고 있다. 이러한 방법들의 효율성에도 불구 하고, 크라우드소싱 시스템의 선천적인 문제점은 일을 맡은 사람들의 적은 보상 및 책임감 결여로 인해 그들의 응답을 완전히 신뢰할 수 없다는 점에 있다. 이에 다수결 방식이 자연스러운 해법으로 사용되지만, 보다 신뢰 높은 답을 얻어내기 위해 많은 연구들이 진행되고 있다. 본 박사학위 논문에서는 크라우드소싱 시스템에서 수많은 사람들로부터 받은 응답들을 모아 신뢰성 높은 응답을 추론하는 반복적 메세지전달 형태의 알고리즘들을 제시한다. 본 알고리즘들은 낮은랭크근사에 기반한 반복 추 론 방법으로, 기존에 각광받던 EM 알고리즘들에 비해 더 빠르고 신뢰적인 정답을 추론해낸다. 더불어 본 알고리즘들의 추론 정확도가 최적에 매우 근접하며 다수결 방식 및 EM 알고리즘들의 정확도를 상회한다는 것을 이론적 증명 및 실험적 결과를 통해 제시한다. 본 연구는 실제 크라우드소싱에서 대다수의 응답 유형을 차지하는 객관식 응답, 주관식 응답, 복수 선택 응답, 및 실수 값 응답의 추론 문제를 다루며, 기존 양자택일 응답 추론 문제만을 다루는 기존 연구들과 큰 차별성을 가진다.

주요어: 크라우드소싱, 메세지전달 형태 알고리즘, 근사 추론
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[^0]:    ${ }^{1}$ Pearson product-moment correlation coefficient(PPMCC) is used for evaluation.

[^1]:    ${ }^{2}$ The number of possible questions that each worker can manage to solve in one transaction.

[^2]:    ${ }^{1}$ Pearson product-moment correlation coefficient(PPMCC) is used for evaluation.

