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The amount of cellular communication network tra�c has increased dramatically

in recent years, and this increase has led to a demand for enhanced network

performance. Communication load balancing aims to balance the load across

available network resources and thus improve the quality of service for network

users. Most existing load balancing algorithms are manually designed and tuned

rule-based methods where near-optimality is almost impossible to achieve.

Furthermore, rule-based methods are di�cult to adapt to quickly changing tra�c

patterns in real-world environments. Reinforcement learning (RL) algorithms,

especially deep reinforcement learning algorithms, have achieved impressive

successes in many application domains and o�er the potential of good adaptabiity

to dynamic changes in network load patterns. This survey presents a systematic

overview of RL-based communication load-balancing methods and discusses

related challenges and opportunities. We first provide an introduction to the load

balancing problem and to RL from fundamental concepts to advanced models.

Then, we review RL approaches that address emerging communication load

balancing issues important to next generation networks, including 5G and beyond.

Finally, we highlight important challenges, open issues, and future research

directions for applying RL for communication load balancing.

KEYWORDS

reinforcement learning, wireless communication load balancing, 5G networks and

beyond, WiFi network load balancing, real-world challenges

1. Introduction

Wireless communication networks have revolutionized the world, providing reliable
high-bandwidth low latency communication through a variety of different technologies from
WiFi networks to 5G and beyond. With the ongoing development and acceptance of these
technologies, the number of mobile users and high data demanding mobile applications
have also been increasing very quickly. As reported in Ericsson (2022), total global mobile
data traffic was expected to reach 90 EB/month by the end of 2022 and to grow to around
115 EB/month by 2028. The number of mobile data users also shows a significant increase. In
2022 there were around 7.3 billion wireless data devices, a number that is expected to grow
to over 9.2 billion devices by 2028.

Wireless cellphone network coverage is provided through a collection of radios and
associated antennae that provide coverage over a given region in a given range of frequency
bands. A group of antennae is ganged together to provide coverage over a sector over a
small number of frequency bands, and sectors are grouped together to provide coverage
over a wide range of orientations around a given point in space. A LTE base station in
Canada, for example, might be comprised of three partially-overlapping sectors, equally
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spaced in orientation, with antennas at the 850 and 1,900 MHz
frequencies. Generally, lower frequencies have a poorer data
capacity but a longer range. A given UE is normally capable
of communicating with more than one (frequency, sector pair)
associated with a given base station (BS) and with more than one
base station. Somewhat confusingly from a notational standpoint,
the BS and the corresponding (frequency, sector pair) to which the
user equipment (UE) is associated is known as the BS associated
with the UE.

Each UE in the network communicates with the network
through a single BS and is either active (it is actively consuming
network resources), or it is inactive (it is said to be camping). As
each individual UE consumes communication resources, and the
capacity of the corresponding base station is limited, balancing the
actual assignment of UEs to base stations is a fundamental problem
in wireless network systems. The computational task associated
with load balancing is complicated by a range of factors related to
the dynamic nature of the network traffic including; the difficulty in
estimating the future load associated with a given UE, the difficulty
in estimating the future mobility of a given UE which impacts the
availability of base stations to service the load from this UE, the
predictability of new UEs requiring service, and the predictability
of existing UEs departing the network.

Although it might be attractive to consider load balancing
in a network as a global process, with access to all network
properties including the number of UEs assigned to each base
station along with their anticipated future load, this is not possible
in practice. Practical load-balancing algorithms operate based
on local properties of individual UEs (e.g., the UEs current
signal strength associated with possible BSs) and BSs, rather
than on global network properties, and balancing takes place at
computational infrastructures which are associated with the BS.
Practical algorithms must be computationally efficient as there may
be 100’s of millions of active UEs in a given network, and network
data can be updated 100’s to 1000’s of times per second.

Early approaches to wireless network load balancing focused
primarily on using rule-based methods, adaptive rule-based
methods, and optimization based methods. To take but one
example here, the A3-RSRP handover algorithm (see Hendrawan
et al., 2019 and Figure 1), is based upon comparing Reference Signal
Received Power (RSRP) between the currently serving BS and a
competitor BS known as the target. Handover is controlled by three
parameters; a hysteresis value, a cell individual offset (CIOi,j) and a
time to trigger timer. Different rule-based approaches can be used
to set these parameters. More generally, the local load balancing
process may use Reference Signal Received Quality (RSRQ) a
measure of the quality of the underlying signal. RSSI and RSRQ are
terminology related to LTE networks. Similar measures exist for 5G
networks. For simplicity, we concentrate on load balancing for LTE
(4G) networks here. We review load balancing in cellular networks
in more detail in Section 2.

In recent years, machine learning techniques including
reinforcement learning (RL) have been applied to the
communication load balancing problem and achieved promising
results. RL aims to learn a control policy via interaction with the
environment (Sutton and Barto, 1998). But RL-based approaches
also introduce their own complications. RL typically requires

repeated interactions with the operating environment to learn an
appropriate policy, and requires a well-crafted reward function in
order to obtain the desired performance. How can we apply state
of the art RL-based algorithms to wireless network load balancing
so as to obtain the desired improvements in load balancing? The
remaining of this paper is organized as follows. Section 2 describes
the load balancing problem in cellular networks. Section 3 provides
a review of RL, including the underlying concepts for both single
agent RL and multi-agent RL. These concepts are expanded upon
in Section 4 for single agent RL algorithms. Section 5 examines
RL-based load balancing in cellular networks. Section 6 reviews
RL-based load balancing for related problems in other wireless
network systems. Section 7 reviews future challenges and suggests
opportunities for RL in load balancing tasks.

2. Load balancing in cellular networks

The goal of load balancing in communication networks is to
reduce the load imbalance among the cells1, while minimizing
any additional overhead on the service quality. In Section 2.1,
we review standard load balancing mechanisms, in which various
controllable parameters can be tuned to optimize load balancing.
In Section 2.2, we review the metrics that are commonly used
to assess the performance of a load balancing algorithm. It is
worth noting that different papers may have different descriptions
for load balancing mechanisms. Here, we only consider downlink
communication scenarios as downlink communications is typically
more significant than uplink.

2.1. Load balancing mechanisms

There are two main approaches to load balancing: Mobility
Load Balancing (MLB), which redistributes the UEs through
mobility mechanisms, such as handover and cell-reselection; and
coverage-based load balancing, which extends or shrink the cell
coverage by, for example, controlling the transmission power of the
cells. Load balancing can be optimized by tuning the controllable
parameters in these mechanisms. In the remainder of this section,
we first briefly introduce the concept of MLB, and present the
different control parameters for MLB and coverage-based load
balancing.

MLB was introduced in LTE, and it is an important feature
of self organizing networks (SON) (Jorguseski et al., 2014). MLB
aims to offload UEs from an overloaded cell to a neighboring
cell by adjusting handover and cell-reselection parameters. This
mechanism is enabled by measurement reports from the UEs of
their signal quality received from the serving and neighboring cells.
These measurement reports are commonly described in terms of
the Reference Signal Received Power (RSRP) and Reference Signal
Received Quality (RSRQ) reports, and are reported periodically
within the network. Each wireless network specification includes

1 We use the term “cell” to refer to the smallest unit in a network that

has an access point, to cover di�erent base station structures studied in the

literature, ranging from single to multiple sectors and/or sub-carriers.
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FIGURE 1

A3 RSRP rule-based handover algorithm. A UE receives RSRP reports from both the currently serving base station as well as a potential target base

station. When the RSRP report for the target exceeds the currently serving station for a su�ciently long period of time (time to trigger) by a su�cient

amount (hysteresis—HIST) less the cell individual o�set (CIOi,j) handover takes place. Setting the time to trigger, hysteresis and cell individual o�set

values controls the handover process.

a predefined set of measurement report mechanisms. In the LTE
standard, for example, the UE reports events A1 through A6 which
are defined for intra-LTE mobility and events B1 and B2 for
inter-radio access technology (RAT) mobility (Addali et al., 2019).

The control parameters for MLB depends on the mode of the
UE. Active UEs can be reassigned through a handover mechanism,
while idle UEs are reassigned through cell-reselection. An UE is
in idle mode when it is switched on, but does not have a Radio
Resource Control (RRC) connection (Puttonen et al., 2009). Idle
mode UEs receive limited or discontinuous reception, as a mean
to save power consumption. For example, an idle UE wakes up
occasionally to monitor incoming calls and measure for mobility,
but it is soon allowed to sleep again, and it remains inactive for
most of the time. Compared to UEs in active mode, idle mode
UEs consume a negligible amount of network resources. Yet, they
are expected to become active eventually to initiate requests and to
increase the load of the cell that they are “camped on”. Therefore,
proper distribution of the active and idle UEs help to balance the
current and expected load, respectively.

2.1.1. MLB via handover for active UEs
A commonly used event in the load balancing literature is

the A3 event illustrated in Figure 1. Using this event, handover
is triggered when an UE’s signal strength (measured by its RSRP
value) received from a neighboring cell is stronger than that from
the serving cell (3GPP, 2011). An A3 event is triggered if the
following condition is met

A3: Xj − Xi > Hyst − TCIOi,j
, (1)

where Xi and Xj are the signal quality measured from the serving
and neighboring cell, respectively, TCIOi,j

is the Cell Individual
Offset (CIO) between cells i and j, and Hyst a hysteresis parameter
that is used to discourage frequent handovers, and is usually a fixed
value. By increasing TCIOi,j

, the service area of cell i shrinks while
that of cell j expands as UEs are more encouraged to be handed over
from cell i to cell j.

Although A3 event-based handover is straightforward, it does
not necessarily balance the load over the network. UEs are assigned
to the cell with the highest signal strength, regardless of the
capability of the given cell to serve the UE. Consequently, there
exist a large number of other event-based handover mechanisms.
For example, some load balancing approaches utilize the A4 event
threshold (Munoz et al., 2011), which ensures a minimum level of
signal quality (measured by RSRQ) from a neighboring cell, as in
the following condition.

A4: Xj > Hyst + TA4j , (2)

where TA4j is the controllable threshold for cell j. For example,
Addali et al. (2019) uses the A4 event to select a neighboring cell
for a potential early handover of edge UEs. It is also possible to
use combinations of different events to drive the load balancing
process. For example, Feriani et al. (2022) considers a combination
of A2 and A5 events. Specifically, if the following two conditions
are satisfied, then a handover is triggered.

A2: Xi + Hyst < TA2,i , (3)

A5: Xi + Hyst < TA5i,j and Xj > Hyst + T′
A5i,j

, (4)
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where TA2i , TA5i,j , and T′
A5i,j

are controllable thresholds. The A5

thresholds, TA5i,j and T′
A5i,j

are pairwise for each source-neighbor

cell pair.

2.1.2. MLB via cell-reselection for idle UEs
Load balancing of idle mode UEs is realized by modifying

the cell-reselection parameters, which control the selection of
a “camping” cell. Cell-reselection is triggered if the quality of
the RSRP/RSRQ measurements to the camping cell fall below a
threshold. To select an alternative cell to camp on, CRS threshold
values TCRSi,j are used. Each TCRSi,j is a pairwise threshold
between i the cell currently camped on, and each potential
alternative cell j. Once cell-reselection is triggered, the UE will rank
the cells j that satisfy the condition (5)

Xj > TCRSi,j (5)

according to the signal quality and a preference parameter wj

associated with cell j. The cell with the highest ranking is selected as
the “camping” cell. Feriani et al. (2022) control cell-reselection by
tuning TCRSi,j , while Wu et al. (2021) achieve this by tuning wj.

2.1.3. Coverage-based load balancing
The data sent by cells is transmitted using radio signals with

a controllable power level Pi ∈ [Pmin, Pmax] dBm. Stronger
transmission power results in higher signal quality measurements
from the UEs at the cost of higher energy cost. While transmission
power can be used for load balancing alone, it can also be used
in concert with MLB parameters. As discussed in Alsuhli et al.
(2021a), increasing the transmission power of a cell increases the
signal quality of the non-edge UEs at that cell, but also increases
the signal interference of the edge UEs at neighboring cells. While
tuning Pi can be effective at controlling all the edge UEs of cell i
simultaneously, MLB parameters can be used to control the UEs
only at the common boundary between cells i and j.

2.2. Load balancing metrics

There exist a large number of metrics that seek to quantify
the Quality of Service (QoS) provided to UEs in the network.
Interestingly, providers are often more interested in their Quality
of Experience (QoE), which is much more difficult to quantify. Let
U be the set of UEs in the network. For simplicity, assumeU to be a
fixed set throughout the entire lifespan of the network. Let C be the
set of cells in the network, and Uc(1t) ⊆ U be the set of UEs that
are connected to cell c ∈ C any time within a period of time in 1t,
which can be the number of time transmission intervals (TTI).

2.2.1. Utilization based
The load in a cell is commonly expressed as a percentage

of allocated physical resource blocks (PRB—the smallest resource
block allocated by the network), or the PRB utilization ratio.
The amount of PRB needed to allocate to a request depends on
the signal-to-interference-plus-noise (SINR) ratio (Afroz et al.,

2015). Let ρc(1t) be the average percentage PRB used during
1t. A straight-forward way to quantify the performance of load
balancing is to measure the fairness of the utilization between
cells. Examples of such metrics include the maximum load over
all cells, average deviation and standard deviation of load over
all cells. Minimizing these measures can serve as the objective
function to optimize a load balancing algorithm. But there are other
approaches. For example, in Asghari et al. (2021), the minimization
of over-utilization is used instead by employing a penalty function
that take effect when individual cell load exceeds a configurable
threshold.

2.2.2. Throughput based
Throughput is the data transmitted per unit of time, expressed

as bits per second (bps). More precisely, it is the rate at which
packets arrive at their destination successfully, without counting
those lost in transit. This metric quantifies the speed of the network.
Let fu,c(1t) be the total number of packets transmitted to the UE
u from the cell c, and du,c(1t) be the total delay experienced by
the UE u when receiving packets from cell c during 1t. Then the
throughput is defined as

Tputu,c(1t) =
fu,c(1t)

du,c(1t)
, (6)

The throughput is 0 when fu,c(1t) = 0. As cell congestion causes
more delays, the throughput from a cell decreases when the load
on that cell approaches its maximum capacity. The sum or average
throughput over all UEs and cells is considered as the overall
performance of the network, and can be used as the objective to
maximize for load balancing.

Similar to utilization-based metrics, fairness between cells can
be measured in terms of the minimum and the standard deviation
of throughput from the cells. The throughput from a cell c can be
expressed as:

Tputc(1t) =

∑

u∈Uc(1t) fu,c(1t)
∑

u∈Uc(1t) du,c(1t)
, (7)

and Tputc(1t) = 0 if |Uc(1t)| = 0. A penalty on cells with low
throughput can also be formulated as in Wu et al. (2021), that has a
similar functionality as a penalty on over-utilized cells.

2.2.3. Other performance metrics
The signal to interference plus noise ratio (SINR) and the

channel quality indicator (CQI) can be used to construct metrics
that are more tailored to the QoE. Examples include the average
SINR and the ratio of UEs out of coverage. The CQI is a discretized
measurement of the signal quality as measured by the UE. Low
values indicate that the UE is out of coverage, and higher value
correspond to better signal quality, and hence better modulation
and coding scheme (MCS) assignment (Alsuhli et al., 2021a;
Aboelwafa et al., 2022). In Mwanje and Mitschele-Thiel (2013),
the number of unsatisfied UE is used to evaluate the performance,
where an UE is unsatisfied if it is served with fewer PRB than
requested, resulting in a data rate lower than the Guaranteed
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Bit Rate (GBR). The requested PRB to match a certain data rate
depends on the SINR.

Other key performance indicators that are often used in the
load balancing literature and that may not be accountable in
utilization-based or throughput-based metrics include the call drop
rate, call block rate, handover failure ratio, ping-pong ratio and
outage ratio. An admission control mechanism in the network
can block calls or handovers based on the availability of the
resource (Kwan et al., 2010). Intuitively, overloaded cells have a
higher call block rate, and UEs handed over to those cells are more
likely to be blocked and have their calls dropped, or handed back to
the original cell, potentially resulting in a ping-pong effect. When
a cell cannot serve its connection due to the lack of resource or
low SINR, this can be measured by the outage ratio. Some settings
of the load balancing parameters can also cause inappropriate
configuration of cell coverage, resulting in the deterioration of
the aforementioned performance indicators. Given the range of
different indicators, the optimization of load balancing is often
approached from a multi-objective perspective.

3. RL preliminaries

This section provides a brief overview of single agent andmulti-
agent RL. We present the mathematical frameworks commonly
used to model sequential decision making for single and multiple
agents. For a more detailed review of RL the interested reader is
directed to one of the classical texts on RL (e.g., Sutton and Barto,
1998) or a recent review paper such as Nian et al. (2020).

Reinforcement learning is commonly formalized as a Markov
Decision Process (MDP). Assuming the environment is fully
observable, a MDP is defined as a tuple (S ,A,P ,R, γ , κ0), where
S is the state space; A is the action space; P(s′|s, a) is a transition
probability function which outputs the probability of transiting to
s′ from the current state s after executing the action a;R :S ×A×

S 7→ R is a scalar reward function; γ ∈ [0, 1] is the reward discount
factor; and κ0 is the initial state distribution (Puterman, 1994).

In RL, the agent aims to learn a policy π , a mapping from states
to actions, such that the expected cumulative discounted reward
J (π) of the policy in the MDP is maximized:

π∗ = argmax
π∈5

J (π)

= argmax
π∈5

E

[

∞
∑

t=0

γ tR(st , at , st+1)

∣

∣

∣

∣

∣

at

∼ π(at|st), st+1 ∼ P(st+1|st , at), s0 ∼ κ0
]

; (8)

where π∗ is the optimal policy and 5 is the set of all possible
policies. The learning objective in (8) assumes an infinite-horizon

MDPwhere the agent continuously interacts with the environment.
This is in contrast to episodicMDP where the interactions between
the agent and the environment terminate after a bounded number
of steps. Note that the learning objective can be adjusted to the
episodic case by considering a finite horizon.

Instead of maximizing J (π) that is a function of the policy,
one can consider other performance objectives such as the value
function Vπ

:S 7→ R that measures the expected accumulated

reward starting from a particular state and following the policy π :

Vπ (s) = E

[

∞
∑

t=0

γ tR(st , at , st+1)

∣

∣

∣

∣

∣

at ∼ π(at|st), st+1

∼ P(st+1|st , at), s0 = s
]

(9)

The state-action value function (i.e., the Q function) is defined
as the expected accumulated reward starting from a particular state,
executing and action a and following the policy π thereafter as in:

Qπ (s, a) = E

[

∞
∑

t=0

γ tR(st , at , st+1)

∣

∣

∣

∣

∣

at ∼ π(at|st), st+1

∼ P(st+1|st , at), s0 = s, a0 = a
]

(10)

= E[R(s, a, s′)+ γVπ (s′)|s′ ∼ P(s′|s, a)] (11)

MDPs assume that the agent has full access to the environment
states. However, this assumption is not always realistic. Partially
Observable MDPs (POMDP) (Åström, 1965) are a generalization
of MDPs where the agent has only access to a partial
observation of the state. Formally, a POMDP consists of a tuple
(S ,O,A,P ,R, γ , ζ , κ0) where S ,A,P ,R, γ and κ0 are as defined
above, O is the observation space and ζ :S × A × O 7→ [0, 1]
denotes the probability distribution over observations given a state
s and an action a. To overcome the partial observability, the agent
maintains an estimate of the environment state b, often called the
belief state. The belief state is defined as the conditional probability
distribution over all possible states given the history of past actions
and observations. If the dynamics of the POMDP are known, the
belief states can be updated using Bayes’ rule. Consequently, the
agent aims to learn a policy π that maps its current belief state to
action while keep updating the belief states when new observations
are received.

4. RL algorithms

The previous section reviewed the key formalisms used in RL.
Here, we briefly review key RL algorithms that are relevant to our
discussion. We focus on model-free RL, which is the predominant
RL approach used in the load balancing literature. This type of RL
algorithm aims to directly output control actions based on the state,
without building an explicit system dynamics model. Model-free
RL methods are typically categorized into two families: value- and
policy-based algorithms. In recent years, reinforcement learning,
especially deep reinforcement learning has also been applied to
solve different types of real-world problems (Wu, 2018; Fu et al.,
2022b; Li et al., 2022).

4.1. Value-based RL

Value-based algorithms estimate the agent’s value function
expressed in Equation (9) or the state-action value function in
Equation (10). The agent’s policy is then computed greedily with
respect to the approximated value function such that the selected
action is the one that maximizes the approximated value function
at a given state s.
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The Value Iteration algorithm (Sutton and Barto, 1998), a
well-known dynamic programming method, approximates the
optimal Q∗ by iteratively applying the Bellman optimality operator
[BQ](s, a) = R(s, a) + γ

∑

s′ P(s′|s, a)maxa′ Q∗(s′, a′). However,
model-free RL assumes that the system’s dynamics (i.e., the
transition and/or reward functions) are unknown, hence it is not
possible to evaluate the Bellman operator for this category of
RL. To overcome this limitation, Temporal Difference (TD) based
methods update the estimated state-action values Q̂ as follows:

Q̂(s, a) = (1− α)Q̂(s, a)+ α
[

R(s, a)+ γ max
a′

Q̂(s′, a′)
]

; (12)

where α is a learning rate. To evaluate (12), the agent collects
experience samples through interactions with its environment.
Depending on the policy used to collect these samples, TDmethods
can be on-policy or off-policy. The State-Action-Reward-State-
Action (SARSA) algorithm (Sutton and Barto, 1998) is a well-
known on-policy TD method where samples {(s, a, r, s′, a′)} are
collected by acting greedily with respect to the learned Q function.
Alternatively, the famousQ- algorithm (Watkins and Dayan, 1992)
is an off-policy TD algorithm where any behavior policy can be
used to generate experiences. The Q-learning algorithm is the
foundation of the modern value-based algorithms where Q̂ is
learned by minimizing the Bellman error defined as:

LQ =
∑

(s,a,r,s′)

||Q̂(s, a)− (R(s, a)+ γ max
a′

Q̂(s′, a′))||2. (13)

Modern Q-learning algorithms represent the Q function as a
deep neural network with parameters θ . The pioneering Deep Q-
Network (DQN) enabled deep Q learning (Mnih et al., 2013). In
this work, two main techniques are introduced to stabilize the
learning using deep neural networks as function approximators.
To avoid using correlated samples, an experience replay buffer
D = {(s, a, r, s′)} is used and at each iteration, the Q function
is updated using experiences sampled from the replay buffer D.
DQN also uses a target network Q̄ to evaluate the targets in the
Bellman error (13). The target network parameters are a copy of
the Q function parameters θ and are updated periodically with the
most recent values. Taking into consideration these modifications,
the new expression of the Bellman error becomes:

LDQN =
∑

(s,a,r,s′)∼D

||Q̂(s, a)− (R(s, a)+ γ max
a′

Q̄(s′, a′))||2. (14)

Several variants of the DQN algorithm have been proposed
in the literature to overcome the instability and maximization
bias of the original work. For instance, double DQN (DDQN)
(Van Hasselt et al., 2016) proposed to use two target networks
Q̄1 and Q̄2 with different parameters to decouple the action
selection from the action evaluation in the targets (i.e, R(s, a) +
γ Q̄2(s′, argmaxa′ Q̄1(s′, a′))). Furthermore, prioritized experience
replay is introduced to improve the converge guarantees by
sampling rare or task-related experiences more frequently than
the redundant ones (Schaul et al., 2015). Another variant, dubbed
dueling DQN (Wang et al., 2016), computes the Q-function as the
difference between a value network and a state-dependent action
advantage network.

4.2. Policy-based RL

Unlike value-based RL methods described above where the
optimal policy is computed greedily with respect to the Q function,
policy-based RL algorithms search for the optimal policy directly.
The optimal policy is obtained by maximizing the agent’s expected
cumulative discounted rewards as in (8). The policy is often
represented as a function approximator (e.g., a deep neural
network) with learnable parameters φ. The seminal work by Sutton
et al. (2000) introduced the family of Policy Gradient (PG) methods
that learn the optimal policy parameters by applying gradient
ascent on the objective J . More specifically, the policy gradients
are estimated using sampled trajectories or rollouts collected under
the current policy as in:

∇φJ(πφ) = Eτ∼πφ

[

H
∑

t=0

∇ logπφ(at|st)Q
πφ (st , at)

]

; (15)

where τ = {st , at , rt}Ht=0 is a trajectory, H is the length of the
trajectories and Qπφ is the state-action value function under the
policy πφ .

In the well-known REINFORCE algorithm (Williams, 1992),
the Qπφ function is defined as the rewards-to-go [i.e., Qπφ (st , at) =
∑H

k=t R(sk, ak)] where the expected return at a state-action pair
(st , at) is the sum discounted rewards from time t until the end
of the trajectory. The PG methods are unbiased but they are
characterized by high variance. Thus, a state-dependent baseline
is subtracted from the Qπφ to reduce the variance and keep the
gradient estimates unbiased. A commonly used baseline is the state
value function Vπθ .

Actor-critic methods are an extension of the PG methods
where the Qπφ function is learned in addition to the policy.
Hence, actor-critic methods often learn two models. The critic
Q

πφ

θ parameterized by the parameters θ approximates the state-
action value function. Subsequently, the actor or the policy πφ is
updated based on the learned critic. Consequently, the actor-critic
methods bridge the PG methods and the value-based ones. Note
that the critic is not restricted to the state-action value function.
For instance, Advantage Actor-Critic (A2C) and Asynchronous
Advantage Actor-Critic (A3C) (Mnih et al., 2016) approximate the
advantage function Aπθ .

To improve the convergence of REINFORCE and its variants
(e.g., A3C, A2C), the Trust Region Policy Optimization (TRPO)
algorithm was proposed to constrain the difference between the
new updated policy and the old one below a certain threshold
(Schulman et al., 2015). Although this additional constraint avoids
destructive policy updates, TRPO requires additional computation
since it relies on second-order optimization. To overcome this
issue, Proximal Policy Optimization (PPO) presented a first-order
alternative to TPRO that is easier to implement and has similar
performance to the second-order method (Schulman et al., 2017).
There are two variants of PPO: PPO-penalty and PPO-clip. We will
focus on PPO-clip because it is the variant most commonly used.
PPO-clip introduced a new surrogate loss function that performs
clipping to penalize the agent when the new policy moves far from
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the old one:

LPPO(φ) = min
φ

(

πφ(a|s)

πφk
(a|s)

Aπφk (s, a), g(δ,Aπφk (s, a))

)

; (16)

where

g(δ,A) =

{

(1+ δ) A if A ≥ 0

(1− δ) A if A < 0.
(17)

δ is a hyperparameter to determine how far the new policy can
move far from the old policy.

The policy in PG methods is usually modeled as a probability
distribution with learnable parameters (i.e., the mean and the
standard deviation of a Gaussian distribution). Hence, the policy
learned by the PG methods is stochastic. As an alternative, the
Deterministic Policy Gradient (DPG) method by Silver et al. (2014)
and its deep version Deep DPG (DDPG) by Lillicrap et al. (2015)
adopt a deterministic policy that outputs the action with the
highest state-action value. Several extensions of the DDPGmethods
have been developed to improve learning speed and performance.
As an example, Twin Delayed DDPG (TD3) (Fujimoto et al.,
2018) introduced several modifications such as the clipped double
Q-learning to reduce the overestimation bias. Another example
is Soft Actor-Critic (SAC) (Haarnoja et al., 2018) that added a
maximum entropy term to improve exploration. In general, value-
based reinforcement learning algorithms are more suitable to deal
problems with discrete control actions while policy-based methods
are more suitable to deal with problems with continuous control
actions (Fu et al., 2022a,b).

5. Reinforcement learning-based load
balancing in cellular networks

The use of RL for load balancing in cellular networks has
become increasingly popular in recent years, driven both by the
growth in wireless traffic, and the rapid advancement of RL and
deep learning. Figure 2 illustrates the overall process. The RL
agent monitors the state of the communication network. When it
observes load imbalance, it selects the values for the load balancing
parameters, such as CIO, to redistribute the UEs such that the
appropriate load balancing metric(s) are optimized.

The ability of RL-based load balancing system to output
control actions without the need for wireless network engineers
to develop a system model is highly attractive in the context of
cellular networks. Manually modeling system dynamics in cellular
networks requires extensive domain knowledge, substantial human
effort, and is often highly challenging given the complexity of the
real world environments and the dynamic and ever changing nature
of traffic patterns.

In this section, we present the prominent lines of work on RL
for load balancing. Table 1 lists these lines of work, and presents key
properties regarding the MDP and RL technique for each related
group of papers. The following subsections highlight overarching
themes seen across the literature, first in terms of theMDP problem
formulation and then in terms of RL methods.

5.1. MDP formulations

RL methods require the specification of a Markov Decision
Process (MDP) as part of the problem formulation. This involves
the specification of the state space, the action space, and the reward
function. In the cellular load balancing literature, the state space
and the reward function are typically based on key performance
indicators (KPIs) that characterize the network performance.
Examples of commonly used KPIs include throughput, active
UEs, and PRB usage, and call block rate. There is often overlap
between the KPIs used to compute the state and the KPIs used
to compute the reward. This is because the KPIs useful for
evaluating load balancing performance can also be useful for
informing the next action that should be taken. For example,
Wu et al. (2021) uses cell throughput to compute both state
and reward: the throughput of each cell is included in the state
vector, and the minimum throughput among cells is used as
the reward.

The specific KPIs used to compute state and reward varies
greatly between the different lines of work, since system
performance and evenness of load distribution can be measured
by many different KPIs. Some papers gauge load balancing
performance based on the performance of the overall network.
For example, Musleh et al. (2017) computes the average cell
throughput as part of the reward without capturing the difference
in load between cells. A contrasting example is the work of
Feriani et al. (2022), which explicitly captures load distribution
by using the standard deviation of cell load as part of the
reward.

Unlike state and reward, the choice of action space is relatively
consistent among the various lines of work. Cell individual offset
(CIO) is used in almost all of the papers we review. An advantage
of this approach is that existing base stations already support A3
handovers based on CIO values, and so it is natural to integrate
into existing infrastructure. Some authors such as Wu et al. (2021)
directly use CIO values in the action space, while other authors
such as Mwanje et al. (2016) use CIO increment as the action space,
in which case the output of the RL agent is an increment that is
added to the current CIO value. Since controlling CIO only affects
actively transmitting UEs, a number of recent papers (i.e., Wu et al.,
2021; Feriani et al., 2022) use both CIO and cell reselection (CRS)
thresholds in the action space, so that both active and idle UEs
are considered during load balancing. Transmission power is used
occasionally in the action space (Munoz et al., 2013; Musleh et al.,
2017; Aboelwafa et al., 2022), which allows the RL agent to affect
the coverage area of various cells. In comparison with controlling
CIOs and CRS thresholds, directly controlling transmission power
can be more risky since changes in transmission power may result
in coverage holes.

Notably, an under-explored approach is to train the RL agent
to directly assign UEs to cells rather than relying on the handover
and cell reselection processes. The work of Ma et al. (2022) is the
only work in our review that explores this. This is a challenging
approach since the action space is much larger and dependent on
the number of UEs. For simplicity, the number of UEs is assumed
to be fixed. However, direct UE-cell assignment provides the RL
system the greatest level of control, and is a promising direction for
future work.
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FIGURE 2

Illustration of load balancing between two cells using RL. When the RL agent observes network states that indicate load imbalance, it outputs the

action that corresponds to the load balancing parameters in the network (e.g., CIO values) which allows redistribution of the UEs from the

overloaded cell to the lightly loaded cell.

TABLE 1 Recent papers applying RL to wireless network load balancing.

State Action Reward RL method

Munoz et al. (2011),
Munoz et al. (2013)

Call block rate, outage ratio,
CIO, transmit power

CIO increment,
transmit power
increment

Call block rate, outage ratio Q-learning

Mwanje and
Mitschele-Thiel (2013),
Mwanje et al. (2016)

PRB utilization, fraction of
edge users

CIO increment Source reduction and target cell increase
in PRB utilization

Q-learning

Musleh et al. (2017) Transmission power Transmission power Average SINR, average cell throughput,
call drop rate, call block rate

Q-learning

Xu et al. (2019a), Xu
et al. (2019b)

PRB utilization, fraction of
edge users

CIO Min of max PRB utilization Off-policy actor critic

Attiah et al. (2020),
Alsuhli et al. (2021a),
Alsuhli et al. (2021b),
Aboelwafa et al. (2022)

PRB utilization, downlink
throughput, active UE count,
MCS utilization

CIO, transmission
power, MIMO on/off

Total throughput, number of blockage
events, deviation of resource block
utilization, total throughput minus
expected throughput of users without
coverage, number of cells with MIMO on

DQN (Mnih et al., 2013),
DDQN (Van Hasselt et al.,
2016), TD3 (Fujimoto et al.,
2018)

Asghari et al. (2021) Utilization level CIO Penalty on unsatisfied load Q-learning, SARSA

Kang et al. (2021), Wu
et al. (2021), Feriani et al.
(2022), Li et al. (2022)

Throughput, PRB utilization,
active UE count

CIO, CRS Minimum, average, and deviation in
throughput among cells; number of cells
with throughput below a threshold

SAC (Haarnoja et al., 2018),
PPO (Schulman et al., 2017)

5.2. RL-based methods for load balancing

As discussed in Section 4, model-free RL is the predominant RL
approach across the load-balancing literature. Notably, all papers
listed in Table 1 use model-free RL. Both value-based methods
and policy-based methods have been explored. We first discuss
load balancing techniques centered around value-basedQ-learning,
followed by those that rely on policy-gradient methods.

5.2.1. Q-learning for load balancing
The value-based Q-learning method is particularly popular

throughout the literature, especially in earlier work. Q-learning
typically requires discrete state and action spaces. However,
network metrics and load balancing control knobs are often
continuous, which necessitates a discretization scheme when
applying Q-learning. The state is often discretized into regular

intervals, and actions are often selected from a pre-defined set (i.e.,
Mwanje et al., 2016; Musleh et al., 2017).

Munoz et al. (2011) and Munoz et al. (2013) combine Q-
learning with a fuzzy logic controller (FLC), which translates
between continuous values into discrete semantic labels (i.e., high,
medium low). Continuous states are fuzzified into discrete values,
which are used as input to the RL agent; discrete actions produced
by the RL agent are defuzzified into continuous values and then
passed to the system. In this way the RL agent outputs incremental
adjustments to the CIO values and transmit power to reduce service
disruptions.

Mwanje and Mitschele-Thiel (2013) and Mwanje et al. (2016)
also use Q-learning to control incremental adjustments to CIO
values. However, unlike the typical RL setup where the learned
agent makes decisions at every step, the agent is invoked
conditionally when a cell is overloaded. The agent is rewarded for
successfully reducing source cell load and increasing the load of
neighboring target cells.
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Musleh et al. (2017) also adopts the strategy of conditionally
invoking a Q-learning agent when cell overload is detected. They
focus on a heterogeneous networks consisting of high-powered
macrocells and low-powered femtocells. When a macrocell is
overloaded, neighboring femtocells independently select power
levels using an RL agent, allowing them to increase coverage and
take load off of the macrocell.

Asghari et al. (2021) is another work that embeds a Q-learning
agent within a larger control flow framework. The system first
identifies overloaded source cells and lightly loaded neighboring
cells. Then an RL agent is used to select increments for the CIO
values until the source cell is no longer overloaded.

Deep Q-Networks relaxes the need for state discretization by
using deep network to approximate the qQfunction, leaving only
the action space to be discretized. The work of Attiah et al. (2020)
and Alsuhli et al. (2021b) are, respectively, based on DQN and
the double DQN (DDQN) method proposed by Van Hasselt et al.
(2016). Although both papers use the RL agent to control CIO
values, Attiah et al. (2020) simplifies the problem by considering
only a single CIO value for all neighboring cells, whereas Alsuhli
et al. (2021b) considers separate CIO values for each neighboring
cell. In addition to CIO, Alsuhli et al. (2021b) also includes
transmission power in the action space. Alsuhli et al. (2021a) uses
TD3, a policy gradient RL algorithm proposed by Fujimoto et al.
(2018), to address a similar problem setup. The policy gradient
approach allows for continuous action spaces, and enables the
system to output continuous control for CIO and transmission
power. Aboelwafa et al. (2022) combines both value-based and
policy-based approaches in a single framework: DDQN is used to
make discrete on/off decisions for MIMO features, and TD3 is used
to control CIO and transmission power.

5.2.2. Policy-gradient methods for load balancing
Policy-based methods are gradually gaining popularity among

more recent papers, since they are naturally compatible with
continuous state and action spaces. This avoids the need to
engineer a sensible discretization scheme, and can potentially avoid
undesired human bias in this process. An additional trend in recent
papers is the integration of RL with other learning techniques such
as clustering (i.e., Xu et al., 2019b), hierarchical learning (i.e., Kang
et al., 2021), meta-learning (i.e., Feriani et al., 2022), and knowledge
distillation (i.e., Li et al., 2022). These additional techniques
complement the core RL method and address key challenges such
as scalability, adaptability, and model generalization.

Xu et al. (2019a) proposes a policy gradient method that uses
deep networks to approximate an actor and a critic, much like
the work of Lillicrap et al. (2015). The RL agent directly outputs
continuous CIO values to minimize the maximum load among
cells. Xu et al. (2019b) extends the approach by introducing a two-
layer architecture that handles large-scale deployments. The top
layer clusters base stations, using overloaded base stations as cluster
centers; the bottom layer uses an RL agent to perform intra-cluster
load balancing.

Wu et al. (2021) emphasizes the data efficiency challenge for
deep reinforcement learning and proposes the first solution to
improve the data efficiency in learning an RL-based load balancing

solution for idle mode users. The soft actor-critic (SAC) method
of Haarnoja et al. (2018) is used to optimize CRS values. The
authors proposed to first identify a suitable source policy and then
do shallow finetuning on the target domain which can help to
significantly improve data efficiency.

In Kang et al. (2021), the authors propose a hierarchical policy
learning framework for load balancing for both active users and
idle users. Proximal policy optimization (PPO) of Schulman et al.
(2017) is the RL algorithm used for this work. A higher level PPO
policy determines CIO control actions for active users and a lower
level PPO policy determines the CRS control actions for idle users.

Feriani et al. (2022) addresses conflicting objectives that arise
during load balancing. As an example, the authors show that
increasing the throughput of the most under-utilized cell can
conflict with reducing the standard deviation of throughput among
cells. In other words, the RL control policy should be trained
to accommodate the preferences toward various key performance
indicators (KPIs). The authors propose an approach based onmeta-
learning, inspired by the work of Finn et al. (2017), where a generic
model is trained with the ability to quickly adapt to changes in KPI
preferences. This work uses PPO as the core RL method, which
controls both CIO and CRS values.

Li et al. (2022) focuses on the construction of a concise RL
policy bank that can cope with a large variety of traffic patterns. This
approach aims to improve the scalability of deploying RL policies
across a many sites. In the next section, we describe this work
in more detail as an example to showcase the use of RL for load
balancing.

5.3. Sample application of RL to network
load balancing

Here, we present the work of Li et al. (2022) as an example
to showcase the use of RL for communication load balancing. In
addition to presenting a RL formulation for load balancing, this
work also investigates practical challenges regarding the scalable
deployment of RL policies across a large geographic region.
Notably, training a single RL policy for every base station across a
large geographic region is often not feasible due to traffic variations,
while maintaining separate RL policies for every base station
overlooks similarities between some of the base stations. Thus, the
authors propose a clustering-based approach: a set of task-specific
RL policies are first trained on a diverse set of traffic scenarios
or tasks; then, knowledge distillation is used to recursively merge
together similar RL policies that exhibit similar behaviors. This
approach produces a concise policy bank and reduces the overhead
of maintaining a large number of policies when deploying across a
large geographic region.

The MDP formulation used by Li et al. (2022) to train task-
specific policies is shown below. PPO is used to train RL policies
using this MDP.

• Each state vector st ∈ S consists of the number of active UEs
in each cell, the PRB utilization of each cell, and the average
throughput of each cell.
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• Each action vector at ∈ A consists of the CIO values TCIOi,j

that trigger active UE handover as described in Section 2.1,
as well as thresholds βi,j and TCRSi,j such that cell reselection
between cells i and j is triggered when RSRPi < βi,j and
RSRPj > TCRSi,j .

• The reward rt ∈ R is a weighted average of several metrics
presented in Section 2.2, including the minimum throughput
Tputmin among cells, the average Tputavg throughput among
cells, the standard deviation Tputstd among cells and the
number of cells Tput<χ whose throughput is below a
threshold χ . Specifically, rt = µ1Tputavg + µ2Tputmin +

µ3(1+Tputsd)
−1+µ4(C−Tput<χ ), where C is the number of

cells. Note that under this formulation, maximizing the reward
minimizes Tputsd and Tput<χ . The coefficientsµi are selected
using grid search to maximize performance.

Once a set of task-specific RL policies are trained, the policies
are clustered recursively. At each clustering step, the two most
similar policies are identified and merged. The similarity between
two policies is measured using the L2 distance between action
vectors produced by the policies given the same input state. Policies
are merged using knowledge distillation, where a student policy is
trained to mimic the output of two teacher policies, as proposed by
Hinton et al. (2015).

The clustering method is compared with five baselines listed
below.When evaluating the clustering-basedmethods, the policy of
each cluster is evaluated on all the tasks that belong to its cluster.

• Fixed: The same hand-crafted control parameters are used for
all tasks at all time steps.

• J-Multitask: One RL agent is trained jointly on all tasks
simultaneously. This is a form of multitask learning similar
to the work of Pinto and Gupta (2017), which capitalizes on
positive transfer between tasks.

• Task-specific: A separate RL agent is trained for each task
and no clustering is performed. Since this approach does
not require policies to generalize across multiple tasks, the
performance of this method can be considered as an upper
bound for the clustering methods.

• EM: An approach proposed by Ackermann et al. (2021)
that clusters policies using an expectation maximization(EM)
scheme: In the expectation step, each task is assigned to the
cluster whose policy maximizes performance on the task. In
the maximization step, the RL policy of each cluster is trained
jointly on all tasks in its cluster using J-Multitask.

• Kmeans: A method in which the Fixed method is used to
interact with the various tasks, and the states collected from
these interactions are used to cluster the tasks via Kmeans. For
each cluster, we train one RL policy for all tasks in the cluster
using J-Multitask.

All methods are evaluated using a system-level simulator for
4G/5G communication networks. The simulator’s parameters are
tuned to mimic real-world traffic data at various sites to emulate
different tasks. Two sets of traffic scenarios are used: the “Hex 1"
scenario set consists of 10 relatively simple scenarios in which a
single base station is simulated; the “Hex 7" scenario set consists
of 32 relatively congested traffic scenarios in which a center base
station is surrounded by six additional base stations that introduce

interference. In all cases, each base station has three sectors, and the
RL agent is expected to perform inter-cell load balancing within the
one of the sectors in the center base station.

Experimental results are shown in Figure 3 and Table 2. Since
the traffic scenarios vary greatly in traffic load, the attainable
performance (i.e., absolute values of rewards and metrics) is
highly dependent on the traffic scenario on which a method
is evaluated. Thus, all results are expressed as relative values
with respect to the Fixed method. Figure 3 shows the spread
of absolute improvement in reward across tasks and Table 2
shows the percentage improvement in individual metrics that
make up the reward. Overall, the proposed clustering method
is able to outperform the other clustering methods, and closely
match the performance of the task-specific method with only a
small number of policies. This demonstrates that a concise policy
bank constructed with the proposed method can generalize across
diverse traffic scenarios.

6. RL-based load balancing in other
communication domains

6.1. Load balancing for mobile edge
computing

With the increase in the number of IoT devices, Mobile Edge
Computing (MEC) has emerged as an infrastructure to provide
cloud computing services at the network’s edge, thereby enabling
low latency and high bandwidth applications. IoT devices can
benefit from resources associated with edge servers and send edge
servers requests when the IoT device lack the processing capacity
to execute a specific task locally. To increase capacity and decrease
processing delays, load balancing plays a crucial role in MEC
networks.

Load balancing between mobile devices and edge servers
involves offloading tasks or computations from the devices to the
edge servers. This is known in the literature as task or computation
offloading. Depending on the task offloading strategies of the
devices, some edge servers may receive more requests than others
which can result in an unbalanced load at the edge server level.
In this context, load balancing between edge servers involves
evenly distributing the load between the network’s available edge
servers. By offloading requests from overloaded MEC servers to
less crowded ones, the processing capacity and computational
latency can be improved across the whole network. Finally, since
the edge servers have reduced processing capacities compared to
cloud servers, edge servers can also decide to offload time-sensitive
requests to be executed at the cloud server.

DRL has been applied to task offloading problems. For instance,
a DDPG-based task offloading algorithm shows better performance
improvement compared to traditional offloading strategies (Chen
et al., 2021). The joint binary task offloading and resource allocation
is also studied where a parameterized policy is learned to map
channel gains to offloading decisions (Huang et al., 2020). Partial
task offloading has also been addressed using DRL. For instance,
a cooperative multi-agent DRL framework was proposed where
one agent selects the target server and the second decides the
amount of data to be transferred (Lu et al., 2020). We refer the
interested reader to Shakarami et al. (2020) for a comprehensive
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FIGURE 3

Reward across tasks achieved by each method relative to using fixed control parameters. Each box and whisker indicate quartiles, with the mean

indicated by x and median indicated by a line in the box. Each clustering method is run with di�erent numbers of clusters, shown in parentheses. The

proposed method closely matches the task-specific models and achieves a higher mean than the other methods.

TABLE 2 Performance metrics (KPIs) achieved by all methods on Hex1 (left) and Hex7 (right) scenarios, relative to using fixed control parameters.

Method Tputmin Tputsd Tputavg Tput<χ Method Tputmin Tputsd Tputavg Tput<χ

J-Multitask +14% −10% +9% −20% J-Multitask +23% −22% +12% −12%

EM (2) +12% −7% +7% −21% EM (5) +26% −25% +10% −20%

Kmeans (2) +13% −9% +8% −20% Kmeans (5) +24% −24% +10% −16%

Ours (2) +15% −11% +9% −21% Ours (5) +30% −27% +11% −34%

EM (4) +12% −9% +8% −18% EM (10) +27% −23% +10% −26%

Kmeans (4) +12% −8% +9% −18% Kmeans (10) +27% −25% +11% −24%

Ours (4) +15% −11% +9% −21% Ours (10) +31% −27% +11% −34%

EM (6) +11% −6% +6% −12% EM (20) +27% −25% +11% −27%

Kmeans (6) +13% −8% +8% −23% Kmeans (20) +29% −25% +11% −27%

Ours (6) +16% −11% +9% −21% Ours (20) +31% −27% +12% −33%

Task-specific +16% −11% +9% −22% Task-specific +31% −27% +12% −33%

Numbers in parentheses indicate the number of clusters used. We bold the best result achieved for each cluster number.

survey on machine learning based computation offloading in
MEC environments.

Task offloading and load balancing between edge servers is also
examined to minimize the computational costs for all users (Lyu
et al., 2022). The joint optimization problem is decomposed into

two subproblems: a task offloading control scheme and a server
grouping subproblem. The latter is solved using a value-based DRL
algorithm. In a similar vein, Gao and Li (2022) studied the joint
optimization of task offloading and load balancing. In this work,
the task offloading problem is solved using the DDPG algorithm
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and particle swarm optimization is adopted to balance the load
between the edge servers. Furthermore, Li et al. (2020) introduces
an adaptive approach for joint load balancing and task scheduling
in mobile fog computing networks.

A DRL-based solution for load balancing between MEC edge
servers and the cloud is proposed by Tahmasebi-Pouya et al. (2022)
where each MEC server is considered a separate agent. A Q-
learning-based approach is adopted in which the agent decided
either to offload requests to neighboring MEC servers or the
cloud server. This work presented a fully decentralized solution
where each MEC server is an independent learner relying on its
local information only without any explicit information exchange
between the edge servers. More recently, load balancing between
edge servers in communication, computation and caching enabled
heterogeneous MEC networks is studied using MARL (Ma et al.,
2022). The problem is formulated as a user association problem
where a separate agent decides the association action for each user.

6.2. Load balancing for WiFi (802.11)
networks

Load balancing for WiFi networks involves distributing
load across multiple access points and across the available
frequency bands. The original 802.11 wireless standards
were designed for uncoordinated access points. This limits
performance in terms of handover, a critical component of
load balancing. The actual process of handover is described
in Pack et al. (2007). See also Mishra et al. (2003). Unlike
the situation found in cellular network load balancing, the
load balancing problem in 802.11 networks is complicated
by the original design of the 802.11 network structure
and the heterogeneous nature of the wireless network
infrastructure.

The basic process of load balancing in 802.11 networks is
described in Yen and Chi (2009). Depending on the strategy, load
balancing in 802.11 networks can either be mediated by either
the access point to which the device is connected, possibly in
concert with other network-based resources, or by the device itself.
For wireless device-based load balancing approaches, the wireless
devices typically apply a rule-based approach to trigger handover to
select a new access point independently. Even if such handovers are
informed by centrally-managed network performance information,
this approach typically does not result in effective network-wide
load balancing (Yen and Chi, 2009).

An access point-based approach provides better centralized
control of the network, possibly resulting in better load
balancing. Individual AP’s can control their load through
adjusting their signal strength (coverage adjustment), rejecting new
connections at heavily loaded access points (admission control),
and disconnecting connected clients from their current access point
(associationmanagement). The process of adjusting these processes
is controlled by a rule-based system [as in Papanikos and Logothetis
(2001) and Krishnan and Laxmi (2015)]. Szott et al. (2022) provides
a broad survey of the use of machine learning (ML) approaches to
the load balancing problem for WiFi networks. A range of different
ML approaches exist in the literature including deep reinforcement
learning-based approaches (e.g., Ali et al., 2019; Zhang et al., 2020).

7. Challenges, opportunities, and
potential future directions

Reinforcement learning, especially deep reinforcement
learning, has shown its effectiveness and superior performance
in a range of different domains including load balancing in
different wireless communication domains. In contrast to classical
rule-based solutions, RL-based solutions can adjust the agents’
behaviors dynamically in reaction to different system states and
thus adapt quickly to optimal solutions. Given the current and
anticipated future demand on the wireless network infrastructure,
the previous rule-based approach to load balancing is no longer
sufficient. RL-based load balancing appears to be a likely successor
to previous approaches and play a more important role on
optimizing network performance.

In spite of these advantages, there are still several challenges
that hinder the applicability of reinforcement learning based LB
solutions for real-world applications such as data efficiency, the lack
of suitable simulator for simulation-based training and evaluation,
safety, and explainability. Here, we briefly discuss these main
challenges, offer some potential solutions and suggest potential
directions for future research.

7.1. Data e�ciency

Most deep reinforcement learning algorithms require a large
number of interactions with the environment, i.e., more than one
million interactions are often required to learn a reliable control
policy. In the real world, such a large number of interactions, even
if possible, will require a long training time. Meanwhile, real-time
interactions with the networks can also introduce safety concerns.
Data efficiency is one of the main challenges of bringing the
RL-based solutions for real-world problems. There are a number
of different types of methods that can be used to help improve
data efficiency via using a certain type of prior, including transfer
learning (Zhuang et al., 2020), meta learning (Finn et al., 2017),
and data augmentation (Laskin et al., 2020). These and other
approaches aim to reuse learned models, representations, and
even the source samples to help improve the learning efficiency.
Furthermore, it has also been shown that batch reinforcement
learning (Wu et al., 2018; Fu et al., 2022a) and model based
reinforcement learning (Huang et al., 2021) can also help future
improve the data efficiency.

7.2. Safety

A critical concern related to deploying RL-based solutions
for real-world applications relates to safety. Actions suggested by
RL agents may bring an operating real-world system into some
undesirable or even dangerous state. There two main aspects to
such safety concerns. The first involves exploration in the model
training phase. In order to learn a high-performance control
policy, the RL agent needs to explore the environment, typically
by taking random exploratory actions which can be dangerous in
the real world. The other safety concern relates to distribution
drift when operating. Though a trained RL agent may perform
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very well for a the task for which it was trained, if the properties
of the task change, the performance of the RL agent may drop
significantly. A number of potential solutions have been proposed
to address safety concerns i.e., reward engineering (Dai et al., 2019),
constrained optimization (Kamri et al., 2021), integrating with
prediction (Krasowski et al., 2020). However, how to design a RL-
based controller to efficiently and quickly adapt to distribution drift
and manage a good trade off between safety and efficiency is still
very challenging.

7.3. Simulation

Learning a reliable control policy requires the agent to interact
with either the real environment or a simulator that can mimic
the real world to a sufficiently high level of fidelity that results
using the simulator apply in the real world (Mashaly, 2021; Lv
et al., 2022). High simulator fidelity is typically associated with high
computational cost and it can be extremely difficult to tune and
validate the simulator. Unfortunately, today’s simulators are either
too slow or insufficiently precise. If the simulation is too slow, the
RL model training process may take weeks or even months. On the
other hand, if the simulation is far from the real world, the RL agent
trained on the simulator may not perform well in the real world
due to the well-known concerns, Sim2Real gap. The development
of high performance, well-validated simulators is a key direction for
future research. Furthermore developing reinforcement learning
algorithms that can achieve better generalization will also be of
critical importance.

7.4. Explainability

Another main obstacle of bringing RL based solutions to the
real world is the lack of good explainabilities. Compared with the

rule-based solutions, RL based solutions, especially for deep RL
base solutions are mostly viewed as black boxes for the senior
managers of telecom companies. To enable RL-based LB solutions
easily adopted in real world, we need make the training process
and the behavior logic easily to understand for the managers
and domain experts. There are several recent works aiming
to address the explainability concerns for deep reinforcement
learning. However, for communication load balancing, this concern
is not yet well-studied. As a summary, reinforcement learning
based methods have already showcased impressive performance for
communication load balancing. Meanwhile, there are still several
aspects are still not well-studied.
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Nomenclature

TABLE 3 Summary of key notations and symbols.

Load balancing

Xi Signal quality of the i-th cell (e.g., RSRP)

C Number of cells in the network

TCIOi,j
Cell Individual Offset (CIO) between the cells i and j

Hyst Hysteresis parameter

TA4i , TA2i Controllable threshold of the i-th for the A4 and A2 events,
respectively

TA5i,j , T
′

A5i,j
Pairwise thresholds of the A5 event between the cells i and j

TCRSi,j Pairwise Cell re-selection threshold between the cells i and j

ρ Physical resource block utilization percentage

fu,i Number of packets transmitted to the UE u from the cell i

du,i Delay experienced by the UE u when served by the cell i

Tputu,i Throughput of the UE u when served by the cell i

U, Ui The set of connected UEs to the network, the subset of UEs
connected to a cell i

Reinforcement learning

S ,A,P ,R State, action spaces, transition probability function, scalar reward
function

γ , κ0 Discount factor, initial state distribution

O, ζ , b Observation space, the probability distribution over observations
given a state and an action and the belief state, respectively

π , π∗ , 5,πφ A policy, the optimal policy, the set of all possible policies, a
parameterized policy with parameters φ

J Expected cumulative discounted reward

Vπ ,Qπ ,Aπ The value function, the state-action value function and the
advantage function under a policy π

Q∗ , Q̂, Q̄,Qθ Optimal Q-function, estimated Q-function, target Q-function,
parameterized Q-function with parameters θ

α Learning rate

D Replay buffer

H Episode horizon or length of a trajectory

Here, we present a summary of the notations used in this paper,
as shown in Table 3.

Frontiers inComputer Science 16 frontiersin.org

https://doi.org/10.3389/fcomp.2023.1156064
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org

	Reinforcement learning for communication load balancing: approaches and challenges
	1. Introduction
	2. Load balancing in cellular networks
	2.1. Load balancing mechanisms
	2.1.1. MLB via handover for active UEs
	2.1.2. MLB via cell-reselection for idle UEs
	2.1.3. Coverage-based load balancing

	2.2. Load balancing metrics
	2.2.1. Utilization based
	2.2.2. Throughput based
	2.2.3. Other performance metrics


	3. RL preliminaries
	4. RL algorithms
	4.1. Value-based RL
	4.2. Policy-based RL

	5. Reinforcement learning-based load balancing in cellular networks
	5.1. MDP formulations
	5.2. RL-based methods for load balancing
	5.2.1. Q-learning for load balancing
	5.2.2. Policy-gradient methods for load balancing

	5.3. Sample application of RL to network load balancing

	6. RL-based load balancing in other communication domains
	6.1. Load balancing for mobile edge computing
	6.2. Load balancing for WiFi (802.11) networks

	7. Challenges, opportunities, and potential future directions
	7.1. Data efficiency
	7.2. Safety
	7.3. Simulation
	7.4. Explainability

	Author contributions
	Conflict of interest
	Publisher's note
	References
	Nomenclature


