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A B S T R A C T   

There is increasing evidence that learning manual tasks from dynamic visualizations (e.g., origami folding) is 
facilitated when human hands are shown or gestures can be observed in the visualizations. This study examined 
whether observing and making gestures improves learning about non-human biological movements (i.e., fish 
locomotion) and whether gestures that correspond to the to-be-learned movement are superior to non- 
corresponding gestures. Moreover, learners’ visuospatial ability was assessed as a possible moderator. 
Regarding underlying neurophysiological processes, functional near-infrared spectroscopy (fNIRS) was used to 
investigate whether gestures activate the human mirror-neuron system (hMNS) and whether this activation 
mediates the facilitation of learning. During learning, participants viewed animations that were supplemented 
with either a self-gesturing instruction (yes/no) and/or a gesture video (corresponding/non-corresponding/no 
gesture) resulting in six conditions (2x3-between-subjects design). Results showed that higher-visuospatial- 
ability learners benefitted from learning with non-corresponding gestures, whereas those gestures were detri
mental for lower-visuospatial-ability learners. Furthermore, activation of the inferior frontal cortex (part of 
hMNS) tended to predict better learning outcomes. Making gestures did not influence learning, but participants 
observing corresponding gestures showed higher inferior frontal cortex activation if they self-gestured than when 
they did not self-gesture. Implications of the results for the design of instructional materials are discussed.   

1. Introduction 

Due to the rapid technological development of dynamic visualiza
tions such as videos and animations in the recent decades (De Koning, 
Hoogerheide, & Boucheix, 2018), it has become easier and also more 
attractive to use these visualizations as instructional tools. They have 
become particularly popular to visualize processes and phenomena that 
are dynamic in nature, such as lightning formation, the cardiovascular 
system, or animal movements. Naturally, dynamic visualizations are 
well-suited to display dynamic phenomena given that they explicitly 
depict visuospatial information over time (e.g., Ploetzner, Berney, & 
Bétrancourt, 2021). Nevertheless, research thus far indicates that dy
namic visualizations are not in all cases superior to learning from static 
visualizations (e.g., Castro-Alonso, Ayres, & Paas, 2016; Mayer, 
Hegarty, Mayer, & Campbell, 2005). Dynamic visualizations seem to be 
particularly effective for learning about dynamic phenomena when 

biological movement is involved (see Höffler & Leutner, 2007) and for 
supporting understanding in learners with lower visuospatial ability (see 
Höffler, 2010). Examples of biological movements studied in prior 
research with dynamic visualizations relate to human biological move
ment, such as learning to tie knots (with the hands; see for example 
Marcus, Cleary, Wong, & Ayres, 2013) or learning to play the piano 
(with additional mimicking gestures, see for example, Mierowsky, 
Marcus, & Ayres, 2020). Learning from dynamic visualizations depicting 
human biological movements depends on observational learning, which 
is not only important in many social situations (e.g., Bandura, 1986), but 
also during learning how-to tasks, such as motor skills, by watching 
human models in real life as well as in visualizations (cf. Mierowsky 
et al., 2020). However, biological movements do not only comprise 
human movements, but also non-human biological movements, such as 
when learning to classify fish movement patterns (see for example 
Brucker, Ehlis, Häußinger, Fallgatter, & Gerjets, 2015), for which 
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dynamic visualizations also showed beneficial learning outcomes (e.g., 
Imhof, Scheiter, Edelmann, & Gerjets, 2012; Imhof, Scheiter, & Gerjets, 
2011). 

At present, there is a small, yet emerging, number of studies inves
tigating the instructional potential of dynamic visualizations addressing 
biological movement and most of them focus on human biological 
movements in terms of hand-manipulative tasks (e.g., De Koning, Mar
cus, Brucker, & Ayres, 2019). Secondly, the existing studies mainly 
focused on investigating what people can learn from visualizations 
showing (human) biological movement; in other words, on how effec
tive these visualizations are for learning. Except for the study by Brucker 
et al. (2015), there is no study that has investigated to what extent 
learning about (non-human) biological movements from dynamic vi
sualizations can be enhanced by providing instructional support in terms 
of observing additional human gestures. Thirdly, it is yet fairly unin
vestigated which role learners’ visuospatial ability plays during learning 
about biological movements with dynamic visualizations and additional 
gestures. These three aspects provided the basis for the present study 
wherein we investigated the value of observing and making gestures 
when learners with different levels of visuospatial ability learn to clas
sify fish movement patterns (i.e., non-human biological movement) 
from dynamic visualizations. 

1.1. Learning from dynamic visualizations and gestures 

So far, it is relatively well-established that both observing and 
making gestures is beneficial for acquiring knowledge about different 
scientific topics and spatial problem solving (e.g., Chu & Kita, 2011; 
Cook & Goldin-Meadow, 2006; Korbach, Ginns, Brünken, & Park, 2020; 
Valenzeno, Alibali, & Klatzky, 2003). These beneficial effects occur, 
because gesturing has the potential to promote learners’ engagement 
(similar to other additional interventions during learning like drawing, 
Kastner et al., 2021; Stieff, 2017) and to guide learners’ attention (De 
Koning & Jarodzka, 2017). In learning about movements from dynamic 
visualizations, there is also increasing evidence that observing hands or 
gestures improves learning outcomes. One line of research addresses 
learning procedural information from human movement tasks, such as 
knot tying or origami folding (e.g., De Koning et al., 2019; Marcus et al., 
2013). In these hand manipulation learning tasks, the hands are inher
ently present as they are used to conduct the movements. However, with 
newer visualization techniques it is possible to not only show those 
movements with but also without the hands allowing for comparisons of 
dynamic visualizations with and without hands. 

Results on the presence of hands in hand manipulation learning tasks 
are mixed so far (cf. Castro-Alonso, Ayres, & Paas, 2015). It might be the 
case that for these human movement tasks the visibility of the hands is 
not needed for learning as it is possible to observe and imitate such 
motor skill tasks effortlessly as they can be considered as biologically 
primary knowledge concepts (e.g., Geary, 2007, see also Ayres, Marcus, 
Chan, & Qian, 2009; Van Gog, Paas, Marcus, Ayres, & Sweller, 2009). 
Due to evolutionary processes humans have developed the ability to 
learn biologically primary knowledge concepts effortlessly because 
learners can rely on brain regions involved in the observation, under
standing, and imitation of other persons’ actions, that is the so-called 
human mirror-neuron system (hMNS; Fogassi & Ferrari, 2011; Rizzo
latti & Craighero, 2004). This hMNS operates relatively effortlessly so it 
does not require cognitive load from learners that would be associated 
with deliberately processing the information in working memory (Ayres 
et al., 2009; Van Gog et al., 2009). It follows that, if observing and 
imitating human movement tasks that represents biologically primary 
knowledge and thus can be accomplished effortlessly, the visibility of 
the human body parts might not be necessary as the brain ‘fills in’ the 
blanks (i.e., missing hands) for such biologically primary tasks, so these 
tasks can be performed with and without observing the hands in the 
visualization. 

However, this may vary for biological movement tasks, such as for 

example animal movements (e.g., Brucker et al., 2015) or non-biological 
movement tasks, such as lightning formation (e.g., De Koning & Tab
bers, 2013), in which gestures or hands are depicted in addition to the 
learning visualizations that inherently did not contain hands or gestures. 
In these latter tasks (biological and non-biological movements) – that 
according to Geary (2007) would be classified as biologically secondary 
knowledge concepts (see also Ayres et al., 2009; Van Gog et al., 2009) – 
the addition of human movements by adding hands or gestures to the 
visualization (which can be considered the addition of biologically pri
mary knowledge and thereby involving the hMNS) improves learning 
outcomes (Brucker et al., 2015; De Koning & Tabbers, 2013). It is 
assumed that these positive effects of observing hands or gestures are 
due to the activation of the hMNS (e.g., De Koning & Tabbers, 2011). 
This assumption might extend the hypothesis that the stimulation and 
involvement of the hMNS might be beneficial for learning about com
plex continuous aspects with dynamic visualizations in general (Ayres 
et al., 2009; De Koning & Tabbers, 2011; Van Gog et al., 2009). Dynamic 
visualizations usually impose the observer with higher working memory 
load than static visualizations due to their transient nature (e.g., 
Hegarty, 2004; Lowe, 1999). However, if the content of the dynamic 
visualizations can be mapped by the observers onto their own (human) 
body by anthropomorphizing them via the additionally depicted hands 
or gestures, such biologically secondary knowledge concepts might be 
processed more easily, because the hMNS is activated (and thus the 
biologically primary knowledge is addressed – by incorporating the 
hands or gestures). Thereby, the same neural networks might be acti
vated that provide advantages in terms of additional cognitive resources 
for handling biologically primary knowledge concepts thus unburdening 
working memory. Thus, learners might have more working memory 
capacity available to process the contents (e.g., elaboration, reflection) 
and therefore benefit from dynamic in comparison to static visualiza
tions (Van Gog et al., 2009). Up to now, it is still unclear, whether dy
namic visualizations activate the hMNS per se, or which aspects of 
dynamic visualizations are accountable for such an activation. Yet, one 
promising approach to foster hMNS activation during learning with 
dynamic visualizations might be the depiction of hands and gestures 
under the aforementioned assumption that this hMNS activation is 
beneficial for learning. 

A study by Brucker et al. (2015) provides first evidence for the hMNS 
assumption. In this study, lower- and higher-visuospatial-ability learners 
had to learn to discriminate fish movement patterns. The movements 
were displayed via dynamic visualizations whilst the participants 
observed additional gestures that did correspond (e.g., fingers of a 
human hand that are moved in the same undulating manner as fin spines 
of a dorsal fin) or did not correspond (e.g., moving the hands alternating 
up and down) to the depicted fish movements. 
Lower-visuospatial-ability learners who observed gestures that corre
sponded to the to-be-learned fish movements showed better learning 
outcomes and higher cortical activation in the inferior frontal cortex 
(which is part of the hMNS) compared to lower-visuospatial-ability 
learners who observed non-corresponding gestures. 
Higher-visuospatial-ability learners achieved high learning outcomes 
with both – corresponding as well as non-corresponding – gestures. 
Unexpectedly, learners who had neither higher visuospatial ability nor 
corresponding gestures at their disposal (i.e., lower-visuospatial-ability 
learners who observed the non-corresponding gestures) could also 
achieve high learning outcomes if they activated their inferior parietal 
cortex (which is also part of the hMNS). Thus, both an activation of the 
inferior frontal cortex and an activation of the inferior parietal cortex 
helped learners to discriminate different fish movements. The activation 
of parts of the hMNS might have provided the learners with additional 
resources to deal with the to-be-learned dynamic information (in this 
case the fish movements). These findings provide the first indication that 
the hMNS is not only involved in representing human (biological) 
movements but also non-human biological movements if the observer is 
able to map these movements onto the human body by 
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anthropomorphizing them (cf. De Koning & Tabbers, 2011; Engel, 
Burke, Fiehler, Bien, & Rösler, 2008). De Koning and Tabbers (2011) 
argue that this might be even possible for non-biological movements (i. 
e., mechanical or technical processes, e.g., lightning formation). To sum 
up, enabling learners to draw on their hMNS by showing them gestures 
(i.e., biologically primary knowledge) seems to be an effective instruc
tional strategy to improve learning about biological movements (i.e., 
biologically secondary knowledge) from dynamic visualizations. 

Compared to observing gestures made by someone else, learner- 
generated gestures have a more direct and stronger influence on the 
degree to which the hMNS is activated (e.g., Montgomery, Isenberg, & 
Haxby, 2007). Based on this notion, a way to further enhance learning 
from dynamic visualizations may be to ask learners to make gestures 
related to the movements depicted in a dynamic visualization them
selves (cf. De Koning & Tabbers, 2011). This approach of self-performed 
gestures provides additional advantages in terms of the manner (e.g., 
amplitude, speed) in which the gestures are made and the possibility to 
draw on one’s personal experiences (e.g., with fish movements) in order 
to perform the gestures. According to Memmert, Hagemann, Althoet
mar, Geppert, and Seiler (2009), for example, exaggerating movements 
can support and even speed up understanding of movements or learning 
about motor skills. Additionally, because the learners embody the 
learning content in their own sensory and motor systems based on the 
physical movements they conduct (i.e., gestures), the information is 
coded in a distinct, visuospatial representational format that enriches 
the way the information is represented, thereby creating a 
higher-quality mental representation (Paas & Sweller, 2012). 
Higher-quality mental representations are associated with better 
learning (Goldin-Meadow, Nusbaum, Kelly, & Wagner, 2001), yielding 
faster and more accurate performance on learning outcome measures. 
Accordingly, Mierowsky et al. (2020) showed that producing mimicking 
gestures during learning how to play the piano with instructional dy
namic visualizations fostered learning. In the domain of biological 
movements, Scheiter, Brucker, and Ainsworth (2020) recently demon
strated that enacting the to-be-learned movements had a positive effect 
on learning how to classify the movements as long as the movement 
pattern was neither too easy (the act of making gestures is not needed) 
nor too difficult (e.g., demanding, complex, or distracting) to be 
recognized (see also De Koning & Tabbers, 2013; Skulmowski, Bunge, 
Kaspar, & Pipa, 2014). Moreover, making gestures must not interfere 
with another instructional strategy that is simultaneously performed 
(such as for example making and also observing gestures; see Imhof, 
Scheiter, Edelmann, & Gerjets, 2013, for another example on competing 
instructional strategies during learning about fish movement patterns). 
Taken together, by focusing on self-performed gestures whilst learning 
about biological movements from dynamic visualizations, we move into 
a promising but yet rather unexplored field of research. 

1.2. Learners’ visuospatial ability, gestures, and learning 

As the processing of continuous changes in dynamic visualizations as 
well as observing and making gestures requires visuospatial ability (cf. 
Hegarty, 1992), it is highly probable that learners’ visuospatial ability 
will influence how much a learner benefits from dynamic visualizations 
as well as additional gestures (cf. Hegarty & Waller, 2005). Accordingly, 
previous research on learners’ visuospatial ability (e.g., Höffler, 2010) 
shows that learners with higher visuospatial ability outperform learners 
with lower visuospatial ability during learning with visualizations. 

Moreover, previous research reveals that visuospatial ability may 
moderate the effectiveness of learning with different instructions and 
visualization formats (e.g., dynamic versus static visualizations or cor
responding versus non-corresponding gestures). There are two alterna
tive interaction hypotheses: the ability-as-compensator versus the 
ability-as-enhancer hypothesis (e.g., Höffler, 2010). 

With regard to the ability-as-compensator hypothesis, learners who 
are equipped with higher visuospatial ability may not require well- 

designed visualizations and instructions as they manage to achieve 
high learning outcomes even if they only see suboptimal instructions or 
visualizations. However, learners who have lower visuospatial ability at 
their disposal may suffer from suboptimally designed visualizations and 
instructions (cf. ability-as-compensator hypothesis; Höffler, 2010; for 
research on dynamic visuospatial ability as a particular spatial skill see 
also Sanchez & Wiley, 2017). In accordance, certain visualization for
mats – for example dynamic visualizations – compensate the missing 
visuospatial ability and learners with lower visuospatial ability thus 
achieve the same learning outcomes with these visualizations as learners 
with higher visuospatial ability (e.g., Lee, 2007). For example, relating 
this to the Brucker et al. (2015) study, higher-visuospatial-ability 
learners likely possess the skills and resources to see when gestures 
are in conflict with the depicted content (non-corresponding gestures) 
and come up with their own strategy to elaborate on the relevant 
movements, whereas lower-visuospatial-ability learners do not possess 
these skills and therefore are less able to deal with situations where 
gestures are in conflict with the dynamic visualizations resulting in 
lower learning outcomes. However, well-designed visualizations (such 
as these supplemented with corresponding gestures) might compensate 
the missing visuospatial ability of lower-visuospatial-ability learners. 

With regard to the ability-as-enhancer hypothesis, learners with a 
higher visuospatial ability might even be able to take advantage from 
specific visualization or instructional formats that are less optimally 
designed, such as dynamic visualizations with non-corresponding ges
tures as investigated in the Brucker et al. (2015) study. Assuming an 
enhancing effect of visuospatial ability in this case, would have led to a 
different result pattern. In such a case, learners with higher visuospatial 
ability would even have benefitted from observing the 
non-corresponding gestures that are in conflict with the depicted con
tent. That is, the higher visuospatial ability might facilitate learning 
from such specific visualizations or instructional formats. 

In sum, considering learners’ visuospatial ability is relevant when 
studying the value of gestures in learning about movements from dy
namic visualizations. 

1.3. Present study 

This study aimed to investigate to what extent learning about non- 
human biological movements from dynamic visualizations can be 
enhanced by adding information in the form of gestures. We imple
mented gesture-information during learning of fish movements from 
dynamic visualizations in two ways. Firstly, by asking learners to observe 
gestures displayed in a video and secondly, by asking participants to 
make gestures themselves during learning from the dynamic visualiza
tions. For the observation of gestures participants studied the dynamic 
visualization whilst (1) observing corresponding gestures, (2) observing 
non-corresponding gestures, or (3) not observing additional gestures. 
When asked to make gestures, learners were (1) studying the dynamic 
visualizations whilst making gestures or (2) studying the visualizations 
without making gestures. Moreover, we addressed learners’ visuospatial 
ability as a potential moderating variable. Furthermore, functional near- 
infrared spectroscopy (fNIRS), which is a non-intrusive neurophysio
logical method to gather information about cortical activation of 
humans (e.g., Ehlis, Schneider, Dressler, & Fallgatter, 2014), was used to 
investigate whether the hMNS is activated during observing and/or 
making gestures and learning about biological movements from dy
namic visualizations (cf. Sun et al., 2018). Thus, the present study 
contributes to the field of research by combining (and hopefully disen
tangling) the two aspects of observing and making gestures for learners 
with different levels of visuospatial ability and by directly measuring 
cortical activation to uncover the respective processes underlying 
learning. 

Based on research showing cognitive benefits of making gestures in 
instructional visualizations (e.g., Scheiter et al., 2020), we hypothesize 
that making gestures while studying the dynamic visualizations yields 
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higher learning outcomes and higher cortical activation (in regions 
associated with planning and performing the movements as well as the 
hMNS) than studying without making gestures (Hypothesis 1, see 
Table 1 for an overview of our hypotheses). Moreover, we hypothesized 
that studying the dynamic visualization with additionally observing 
gestures yields higher learning outcomes and higher cortical activation 
(in regions associated with the hMNS) than studying without observing 
gestures (due to the assumed additional hMNS activation, both types of 
gestures should lead to higher values than the no gesture condition); 
whereby – regarding the type of gesture – we expected corresponding 
gestures to result in higher learning outcomes and higher cortical acti
vation (in regions associated with the hMNS) than non-corresponding 
gestures (Hypothesis 2). In accordance with Brucker et al. (2015) and 
as a more nuanced alternative, we hypothesize this pattern to vary as a 
function of gesture correspondence and level of learner’s visuospatial 
ability: we expect that lower-visuospatial-ability learners show higher 
learning outcomes and higher cortical activation only with corre
sponding gestures (Hypothesis 3a), whereas higher-visuospatial-ability 
learners show improved learning outcomes and higher cortical activa
tion for corresponding and non-corresponding gestures (Hypothesis 3b). 
Besides, we expected – in line with prior research on learners’ visuo
spatial ability (e.g., Höffler, 2010) – higher-visuospatial-ability learners 
to outperform lower-visuospatial-ability learners (Hypothesis 4). 

As we expected both observing and making gestures to be effective, 
one might argue that the combination of both might result in the highest 
learning outcomes and highest cortical activation. However, observing 
gestures might be particularly helpful if the learners were not allowed to 
gesture themselves, because observed gestures might interfere with self- 
performed gestures. This interference could for example be due to the 
fact that self-performed gestures do not fully overlap with the gestures 
observed in the video or the fact that learners make attempts to match 
the movements observed in the video when making gestures themselves 
(cf. De Koning & Tabbers, 2013). Moreover, it might be the case that if 
learners were already instructed to make gestures, they already activate 
their hMNS and thus observing gestures might not add any additional 
benefit. Thus, we expected the result patterns of the factors observing 
gestures and making gestures to be stronger in the conditions when the 
other factor was not present (Hypothesis 5). Finally, we hypothesized 
that higher hMNS activation is associated with higher learning out
comes. This is expected to be particularly true for 
lower-visuospatial-ability learners: if they show higher cortical activa
tion in cortical regions associated with the hMNS they should also show 
higher learning outcomes (Hypothesis 6). 

2. Methods 

2.1. Participants and design 

One hundred and twenty university students (M = 24.33 years, SD =
3.98; 86 females; 111 right-handed) from a German university were 
recruited via the online system ORSEE (http://www.orsee.org/). They 
were compensated for their participation with 10 Euro, and due to the 
chosen learning domain of fish movement patterns Biology majors were 
excluded from participation. The study protocol was approved by the 
local ethics committee and all participants gave consent and partici
pated voluntarily. 

Based on dynamic visualizations the participants had to learn how to 
discriminate different fish according to their swimming movements. 
During the learning phase the participants saw each fish movement 
pattern twice: Firstly, they saw an animation of the specific fish move
ment pattern. Secondly, they saw the animation of the specific fish 
movement pattern again. This time, depending on the experimental 
condition, the second presentation of the animation could have been 
complemented with up to two additional sources: participants could in 
addition have seen a video of a person performing gestures with his 
hands and arms (observing gestures) and/or they could in addition have 
received a written instruction to self-gesture (making gestures). So, 
there was a 2-by-3 between-subjects design with the two independent 
factors observing gestures and making gestures. The first factor, observing 
gestures, was varied in three variants: Participants either saw gestures 
that did correspond or that did not correspond (i.e., were unrelated) to 
the fish movement patterns or they saw no gesture at all. The second 
factor, making gestures, was varied in two variants: Participants either 
did or did not get the instruction “Please make your own gestures, that 
help you to better understand the movement.” Combining these factors 
resulted in the six conditions displayed in Fig. 1. 

For the observing gestures conditions, we used the same gestures that 
were already used in Brucker et al. (2015). For the corresponding ges
tures, an expert regarding fish movements displayed with his hands and 
arms representations of the respective movements as clearly as possible, 
whereas for the non-corresponding gestures the (same) expert per
formed gestures with his hands and arms that were unrelated to the fish 
movement patterns (i.e., waving, circulating the forearms around each 
other, drumming, and pointing; see Fig. 2). 

2.2. Materials 

Participants were asked to study dynamic visualizations to learn to 
classify four different fish movement patterns. These fish movement 
patterns differed in terms of the parts of the body that generate pro
pulsion (i.e., several fins or the body itself) and also in the manner of 
how these body parts move in the three-dimensional space (i.e., different 
paddle-like or wave-like movements). The four different movement 
patterns were: 1. balistiform: undulation of the dorsal and anal fins; 2. 
labriform: oscillation of the pectoral fins; 3. subcarangiform: undulation 
of the body; and 4. tetraodontiform: oscillation of the dorsal and anal fins 
(and undulation of the pectoral fins). Identifying these movement pat
terns is very challenging given that fish may deploy other movements in 
addition (e.g., to navigate), which can easily be mistaken for movements 
used for propulsion in another movement pattern. The fish animations 
and gesture videos used in this study were taken from Brucker et al. 
(2015). The movement cycles of the movement patterns were presented 
in loops in the animations (30 s in total per movement pattern). The fish 
movement animations were depicted with 25 frames per second. They 
were presented at the upper left-hand side of the screen and their size 
was 480 × 360 pixels. The gestures were presented in the respective 
conditions in loops in the videos (30 s in total per movement pattern). 
The gesture videos were also depicted with 25 frames per second and in 
the same size as the animations (480 × 360 pixels) on the upper 
right-hand side of the screen. The presentation of all visualizations was 

Table 1 
Overview over the hypotheses of the present study.   

Effects on learning outcomes and cortical 
activation 

Hypothesis 1: main effect making 
gestures 

yes > no 

Hypothesis 2: main effect observing 
gestures 

corresponding > non-corresponding > no 
gesture 

Hypothesis 3: interaction observing 
gestures x learners’ visuospatial 
ability 

2a: low: corresponding > non- 
corresponding, no gesture 
2b: high: corresponding, non-corresponding 
> no gesture 

Hypothesis 4: main effect learners’ 
visuospatial ability 

higher > lower 

Hypothesis 5: interaction observing 
gestures x making gestures 

no gestures < observing gestures >/ =
observing gestures and making gestures 
no gestures < making gestures >/ =
observing gestures and making gestures 

Hypothesis 6: moderating role of 
cortical activation on learning 
outcomes 

Higher cortical activation (in areas 
associated with the hMNS) is associated 
with higher learning outcomes (particularly 
for lower-spatial-ability learners).  
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system-controlled. The self-gesturing instructions were presented 
centered at the bottom of the screen (see also Fig. 1). The gesture videos 
and the self-gesturing instructions were presented simultaneously with 
the fish visualization only during the second viewing of the movement 
pattern. 

2.3. Measures 

2.3.1. Demographics and familiarity with the domain 
A questionnaire to assess participants’ demographics and their fa

miliarity with the domain was administered to gather demographical data 
(i.e., gender, age, major), to ensure that all participants were novices in 
the domain of this study (fish movement patterns), and to ensure that 
randomization was successful across the six conditions. The part of the 
questionnaire addressing familiarity with the domain was already used in 
former studies on fish movements (Brucker et al., 2015; Imhof et al., 
2011, 2012). It was developed together with a domain expert, and was 
used to assess whether participants had encountered the domain of fish 
movement patterns prior to participating in the experiment by 
addressing details of participants’ Biology school education; partici
pants’ familiarity with the marine world in terms of their experience 
with diving, snorkeling, swimming, rowing, and/or owning an aquar
ium; participants’ interest in related topics, such as fish, biology, 
zoology, physics, aircraft construction, and/or shipbuilding; and par
ticipants’ use of related media, including documentaries and/or books 
on fish or sea life and/or visits to an aquarium. The questionnaire con
sisted of 19 questions. For each answer indicating any familiarity with 
the domain, participants received one point. Higher numbers of diving 
and/or snorkeling experiences could each give up to two additional 
points. This resulted in a total amount of 0–23 points (= 19 + 2 + 2 
points; for a detailed description see Brucker et al., 2015). 

2.3.2. Learning outcomes 
We administered a movement pattern classification test comprising 

45 dynamic multiple-choice items to assess learning outcomes. These 
items consisted of underwater videos of real fish performing one of the 
four to-be-learned movement patterns or a distractor movement pattern. 
Thus, all items had five possible answer options (one for each of the four 
to-be-learned movement pattern and the additional answer “new 

movement”). To correctly identify the movement pattern that was 
depicted in each item, learners had to identify the body parts relevant 
for propulsion and their way of moving. Each item was awarded one 
point for the correct answer (0–45 points). The classification test score of 
each participant was transformed into % correct. 

2.3.3. Learners’ visuospatial ability 
To assess learners’ visuospatial ability, we used a short version of the 

paper folding test (PFT, Ekstrom, French, Harman, & Dermen, 1976). 
Following Blazhenkova and Kozhevnikov (2009, p. 640) this test mea
sures the ability to form representations of “object location, movement, 
spatial relationships, and transformations”. Castro-Alonso and Atit 
(2019) point out that it is important to use appropriate visuospatial 
ability tests to investigate the effects on different visualization formats. 
They classify the PFT as a mental folding test in contrast to mental ro
tations tests (such as the mental rotation test [MRT] from Vandenberg & 
Kuse, 1978) and state that mental folding is particularly of interest for 
changing – in contrast to rigid – objects (such as bending fins of fish). 
Thus, the visuospatial ability task used in the present study (i.e., the 
PFT) is well suited for learning about fish movements, during which 
participants must identify different movements of the fins and the body 
of the fish in terms of bendings and turn downs as well as to locate 
distinct features (e.g., a certain fin ray) in different positions. The short 
version of the PFT consists of ten multiple-choice items. For each item, 
participants see five options from which they must choose the correct 
answer. The stimuli are depictions of papers that are folded stepwise and 
then were punched in the folded state. The answer options depict 
unfolded papers with punches being either in the correct or incorrect 
positions. Each correct answer was awarded one point (0 to max. 10 
points) and participants had a maximum of 3 min to work on this task. 

2.3.4. Cortical activation (fNIRS measurement and analyses) 
During viewing the animations of the fish movements for the second 

time in the learning phase (i.e., the phase in which the experimental 
manipulation took place), cortical activation was assessed via fNIRS 
measurements with an ETG-4000 (Hitachi Medical Co.). To cover left 
and right lateral surfaces of the head, we used a 2 × 22 channel array as 
probe set. The probe set was placed over fronto-temporo-parietal regions 
and was centered by positioning the middle lower channel at the T3-T4 

Fig. 1. Screenshots of the six conditions in the 2-by-3-design of the study.  
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position and orienting the probe set upwards in a straight line towards 
the C3–C4 position (not exactly terminating on these positions because 
of the fixed interoptode distances) according to the standard locations of 
the international 10–20 system for electrode placement (Jasper, 1958). 
Consequently, and in line with previous publications (e.g., Okamoto 
et al., 2004), the measurement array was thus covering the motor cortex 
as well as adjacent inferior frontal and temporo-parietal brain areas. The 
fNIRS system measures the change in the product of hemoglobin (Hb) 
concentration and effective optical path length in human brain tissue. 
The unit of Hb change is molar concentration (mM = mmol/l) multiplied 
by optical path length (mm). Local increases of oxygenated Hb and 
decreases of deoxygenated Hb are indicators of cortical activity (Obrig & 
Villringer, 2003). For data analyses using customized MATLAB (Math
Works Inc, Natick, USA) scripts, hemodynamic raw data were initially 
lowpass filtered at 0.1 Hz and highpass filtered at 0.005 Hz. After that, 
the original data series of oxygenated and deoxygenated Hb were 
combined to one “true oxy signal” by using the algorithm proposed by 
Cui, Bray, Bryant, Glover, and Reiss (2010) for reduction of motor ar
tefacts. After a visual inspection of the resulting data and manual 

interpolation of single noisy channels, we performed an independent 
component analysis (ICA) to identify and remove clenching artefacts 
related to temporal muscle activation (cf. Schecklmann et al., 2017). 
Then, a second bandpass filtering was performed (at 0.01 and 0.1 Hz, 
respectively) before a global signal reduction was done with a spatial 
Gaussian kernel filter (see Zhang et al., 2016). Following these pre
processing steps, the 30 s task segments were averaged over the four task 
repetitions (i.e., the four different to-be-learned fish movements) for the 
second viewing of the fish movements (plus additional gesture video 
and/or self-gesturing instruction depending on the experimental con
dition). Finally, for statistical analyses, mean values of these 30 s acti
vation segments were calculated and exported for each NIRS channel 
and participant. 

To analyze the cortical activation, we defined four cortical regions of 
interest (ROIs) on the left hemisphere (see Fig. 3): one for the left motor 
cortex (MC; involved in planning, controlling, and executing move
ments, cf. Sanes & Donoghue, 2000), one for the left dorsolateral pre
frontal cortex (DLPFC; involved in executive functions and motor 
planning, organization, and regulation, cf. Miller & Cohen, 2001; 

Fig. 2. Screenshots of non-corresponding (left) and corresponding (right) gestures for each of the four fish movement patterns (top down: balisti-, labri-, subcarangi-, 
tetraodontiform). 
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Ridderinkhof, van den Wildenberg, Segalowitz, & Carter, 2004), and 
two for the hMNS among the respective channels. The two ROIs for the 
hMNS were the left inferior frontal cortex (IFC; involved in language 
processing and associated with the hMNS; cf. Rizzolatti & Craighero, 
2004) and the left inferior parietal cortex (IPC; involved in the percep
tion of emotions in facial stimuli and also associated with the hMNS; cf. 
Rizzolatti & Craighero, 2004). 

2.4. Procedure 

Participants were tested individually. Firstly, they had to read a 
printed overview with information about the procedure of the study and 
fill in the consent form. Then, they had to answer the questionnaire on 
demographics and participants’ familiarity with the domain, and the 
PFT. After answering these questionnaires, the experimenter placed and 
adjusted the fNIRS probe set on the scalp of the participants. Subse
quently, the computer-based learning materials were presented in the 
learning phase. For each of the four to-be-learned movement patterns, 
learners were always presented with two presentations of each of the 
fish animations: presentation 1 showed the fish animation, and pre
sentation 2 showed the same fish animation plus an additional gesture 
video and/or self-gesturing instruction depending on the experimental 
condition. Participants saw the animation of the first fish movement for 
30 s. Then a pause of 30 s (black screen) followed before they saw the 
animation of the first fish movement with its additions (depending on 
the experimental condition; fNIRS measurement took place) for 30 s 
again. Then again, a pause of 30 s (black screen) followed before the 
presentation of the next fish movement started. Following the learning 
phase – that lasted 8 min – learners performed a filler task for about 8 
min in which they answered some questions on object positions of 
depicted objects. Finally, learners completed the movement classifica
tion test which took 15 min. In the testing phase, each item was visible 
for 7 s and immediately afterwards participants had 3 s time to choose 
the correct answer by pressing a corresponding key on the keyboard. 
Participants were instructed to put both their forefingers and both their 
middle fingers on predefined keys as well as one of their thumbs on the 
space bar to answer the test items. The predefined keys were labeled on 
the screen with static screenshots from the learning animations of the 
four movement patterns and the spacebar was labeled with a grey bar 
indicating movements that were not part of the learning phase (i.e., 
distractor items). In total, one experimental session lasted approxi
mately 50 min. 

2.5. Statistical analysis 

The data were analyzed with Matlab (version 9.2.0, The MathWorks, 
Inc. Released 2017) and SPSS® (version 25, IBM Corp. Released 2017). 
We used a p-value of .05 as an indicator of significance and a p-value of 
.10 as an indicator of a tendency in all analyses. 

3. Results 

3.1. Learner prerequisites 

To test for the equivalence of the six experimental groups, we 
compared them with regard to their learner prerequisites: familiarity 
with the domain, visuospatial ability, age, and gender. We conducted 
ANOVAs (univariate analysis of variance) with condition as between- 
subjects factor on the scores for familiarity with the domain, learners’ 
visuospatial ability, and age. A chi-squared test was conducted for 
examining the distribution of gender over all conditions. Means and 
standard deviations are reported in Table 2. 

Regarding familiarity with the domain there was no effect for con
dition (F < 1, ns). In general, the means indicated that learners’ famil
iarity with the domain was very low in all experimental conditions, 
revealing that the selection of low domain knowledge participants was 
successful. Regarding visuospatial ability, there was also no effect for 
condition (F < 1, ns). Regarding age, there was also no effect for con
dition, F(5, 114) = 1.597, MSE = 15.433, p = .166, η2

p = .065, ns). 
Furthermore, there were no significant associations between the six 
experimental conditions and participants’ gender, χ2(5) = 2.791, p =
.732, ns. Taken together, the six experimental conditions are compara
ble with regard to learners’ prerequisites in terms of familiarity with the 
domain, visuospatial ability, age, and gender. 

3.2. Learning outcomes 

To analyze learning outcomes, we conducted an ANCOVA (univari
ate analysis of covariance) on the classification performance with the 
between-subjects factors observing gestures and making gestures, and the 
continuous variable learners’ visuospatial ability as a third factor. To test 
the moderating role of learners’ visuospatial ability, z-standardized 
values of the PFT were used and all possible two-way and three-way 
interactions between the three factors were inserted as interaction 
terms in the ANCOVA model (for adjusted means and standard errors, 
see Table 3). 

Results showed no significant main effect for making gestures (F < 1, 
ns) and observing gestures, F(2,108) = 1.281, MSE = 121.764, p = .282, 
η2

p = .023. However, there was a significant main effect for learners’ 
visuospatial ability, F(1,108) = 11.969, MSE = 121.764, p = .001, η2

p =

.100. This effect has to be interpreted in terms of the significant inter
action between observing gestures and learners’ visuospatial ability, F 
(2,108) = 7.417, MSE = 121.764, p = .001, η2

p = .121; see Fig. 4). This 
interaction showed that for participants with higher visuospatial ability 
(defined as one standard deviation above the sample mean) the non- 
corresponding gesture led to a higher classification performance than 
the corresponding gesture (p = .005) and tended to outperform also 
learning without gesture (p = .083), whereas there was no difference 
between the corresponding gesture and learning without gesture (p >
.999). For participants with lower visuospatial ability (defined as one 
standard deviation below the sample mean) non-corresponding gestures 
led to a lower classification performance than when learning without 
gesture (p = .015). There was no significant difference between the 
corresponding gesture condition and the no gesture condition (p = .552) 
or the corresponding gesture condition and the non-corresponding 
gesture condition (p = .415) for lower-visuospatial-ability learners. 
Thus, the non-corresponding gestures are beneficial for higher- 
visuospatial-ability learners, but detrimental for lower-visuospatial- 
ability learners. In other words, learners who have higher visuospatial 

Fig. 3. Spatial arrangement of the left probe set with the four ROIs (MC = 12, 
16, 21 in yellow, DLPFC = 17, 18, 22 in blue, IFC = 9, 13 in green, and IPC =
10, 14, 15, 19 in red). 
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ability at their disposal achieve better learning results with the non- 
corresponding gestures, whereas learners who have lower visuospatial 
ability as a (missing) prerequisite obtain poorer learning results with 
these non-corresponding gestures. There were no other significant two- 
way or three-way-interactions regarding learning outcomes (all Fs < 1). 

3.3. Cortical activation 

The cortical activation in the four ROIs on MC, DLPFC, IFC, and IPC 

was analyzed with four ANCOVAs (one for each ROI) with the between- 
subjects factors observing gestures and making gestures, and the contin
uous variable learners’ visuospatial ability as a third factor (z-standard
ized; all possible interaction terms included in the ANCOVA model; for 
adjusted means and standard errors, see Table 4). 

We had to exclude six participants from the analyses on cortical 
activation because of poor data quality resulting in a total number of 114 
participants in these analyses. One participant had to be excluded from 
each of the four conditions “observing corresponding gestures + making 

Table 2 
Means and standard deviations (in parentheses) for values of familiarity with the domain, of visuospatial ability, of classification performance, and number of females/ 
males as a function of the between-subjects factors “observing gestures” and “making gestures”.   

observing 
corresponding 
gestures 

observing 
non-corresponding 
gestures 

observing 
no 
gesture 

making gestures yes 
(n = 20) 

making gestures no (n 
= 20) 

making gestures yes 
(n = 20) 

making gestures no (n 
= 20) 

making gestures yes 
(n = 20) 

making gestures no (n 
= 20) 

Domain familiarity 
(0–23) 

4.700 (2.638) 4.263 (3.364)a 5.350 (2.907) 4.500 (2.666) 4.250 (2.751) 4.650 (2.739) 

Visuospatial ability 
(0–10) 

7.800 (1.673) 6.850 (2.346) 7.250 (2.099) 7.700 (1.593) 7.050 (1.959) 7.250 (1.803) 

Age (years) 24.100 (2.954) 25.550 (4.442) 23.150 (3.543) 23.500 (4.274) 25.850 (3.787) 23.850 (4.356) 
Females 13 15 13 16 13 16 
Males 7 5 7 4 7 4  

a Missing values for one participant. 

Table 3 
Means and standard errors (in parentheses) for values of classification performance (in % correct) as a function of the between-subjects factors “observing gestures”, 
“making gestures” and “visuospatial ability”.   

observing 
corresponding 
gestures 

observing 
non-corresponding 
gestures 

observing 
no 
gesture 

making gestures 
yes (n = 19) 

making gestures 
no (n = 19) 

making gestures 
yes (n = 20) 

making gestures 
no (n = 19) 

making gestures 
yes (n = 18) 

making gestures 
no (n = 19) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

Classification 
performance 
(in % correct) 

66.862 
(3.287) 

62.182 
(4.392) 

62.528 
(3.566) 

62.573 
(2.923) 

74.159 
(3.438) 

56.241 
(3.328) 

77.487 
(3.470) 

57.108 
(4.413) 

66.822 
(3.749) 

63.818 
(3.262) 

68.756 
(3.723) 

70.516 
(3.585) 

VSA = visuospatial ability 

Fig. 4. Interaction between observing gestures and learners’ visuospatial ability on classification performance.  
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gestures”, “observing corresponding gestures + not making gestures”, 
“not observing gestures + not making gestures”, “observing non- 
corresponding gestures + not making gestures” and two participants 
had to be excluded from the condition “not observing gestures + making 
gestures” resulting in 19 participants in the conditions “observing cor
responding gestures + making gestures”, “observing corresponding 
gestures + not making gestures”, “not observing gestures + not making 
gestures”, “observing non-corresponding gestures + not making ges
tures”, 18 participants in the condition “not observing gestures +
making gestures” and unchanged 20 participants in the condition 
“observing non-corresponding gestures + making gestures”. 

For observing gestures there was a significant main effect on MC 
activation, F(2,102) = 3.328, MSE = 0.00048, p = .040, η2

p = .061. 
Pairwise Bonferroni-adjusted comparisons revealed that participants 
observing non-corresponding gestures showed significantly lower MC 
activation than participants observing no gesture (p = .040). There were 
no significant differences in MC activation between observing corre
sponding gestures and observing non-corresponding gestures (p = .275) 
or not observing gestures (p > .999). 

Even though making gestures did not influence results on learning 
outcomes, analyses on cortical activation showed that for making ges
tures there was a significant main effect on MC activation, F(1,102) =
4.138, MSE = 0.001, p = .045, η2

p = .039, and a tendency on DLPFC 
activation, F(1,102) = 3.106, MSE = 0.001, p = .081, η2

p = .030. The 
activation for both MC and DLPFC was higher for participants who self- 
gestured than for participants who did not self-gesture. 

Moreover, analyses on cortical activation showed a tendency for an 
interaction between observing gestures and making gestures for IFC 
activation, F(2,102) = 3.004, MSE = 0.001, p = .054, η2

p = .056. Pair
wise Bonferroni-adjusted comparisons revealed that participants 
observing corresponding gestures showed higher IFC activation if they 
self-gestured than when they did not self-gesture (p = .005), whereas 
there was no such difference for participants who observed non- 
corresponding gestures (p = .830) and participants who did not 
observe gestures (p = .923). There were no other significant main effects 
or interactions in the four analyses (MC, DLPFC, IFC, IPC) on cortical 
activation (for statistical values see Table 5). 

3.3.1. Effects of cortical activation on learning 
To address the question whether higher cortical activation directly 

effects learning outcomes (i.e., classification test score), we conducted 
four separate ANCOVAs with the between-subjects factors observing 
gestures and making gestures, and learners’ visuospatial ability and cortical 
activation as continuous variables in terms of IFC activation, IPC 

activation, MC activation, and DLPFC activation respectively (all contin
uous variables were z-standardized; all possible interaction terms were 
included in the ANCOVA model; for adjusted means and standard errors, 
see Tables 6–9 respectively for the different cortical activations). 

In this section only the main effects and interactions with regard to 
the respective cortical activation are reported, because the effects of 
making gestures, observing gestures, learners’ visuospatial ability, and 
their potential interactions have already been reported in the section on 
learning outcomes (see 3.2. Learning outcomes). 

There was a tendency that higher IFC activation predicted higher 
learning outcomes, F(1,90) = 3.372, MSE = 126.639, p = .070, η2

p =

.036. There were no other significant interactions with IFC activation 
(all Fs < 1, ns). 

For MC activation as well as IPC activation there were no significant 
main effects or interactions (all Fs < 1, ns). 

The analysis on DLPFC activation showed a tendency for a main ef
fect of DLPFC activation on learning outcomes, F(1, 90) = 3.430, MSE =
116.697, p = .067, η2

p = .037; a tendency for an interaction between 
observing gestures and DLPFC activation, F(2,90) = 2.387, MSE =
116.679, p = .098, η2

p = .050; a significant interaction between making 
gestures and DLPFC activation, F(1,90) = 4.859, MSE = 116.679, p =
.030, η2

p = .051; a tendency for an interaction between visuospatial 
ability and DLPFC activation, F(1,90) = 3.898, MSE = 116.679, p =
.051, η2

p = .042; a significant three-way interaction between observing 
gestures x making gestures x DLPFC activation, F(2,90) = 3.308, MSE =
116.679, p = .041, η2

p = .068; and a significant three-way interaction 
between making gestures x visuospatial ability x DLPFC activation, F 
(1,90) = 6.054, MSE = 116.697, p = .016, η2

p = .063. For the sake of 
completeness: The three-way interaction observing gestures x visuo
spatial ability x DLPFC activation was not significant (F(2,90) = 1.872, 
MSE = 116.697, p = .160, η2

p = .040, ns). All of the aforementioned 
significant or marginal significant effects have to be interpreted in the 
light of a tendency for a significant four-way-interaction between 
observing gestures x making gestures x visuospatial ability x DLPFC 
activation, F(2,90) = 2.545, MSE = 116.697, p = .084, η2

p = .054 (see 
Fig. 5). 

The four-way-interaction indicated no significant differences be
tween making or not making gestures for participants with higher vi
suospatial ability and higher DLPFC activation (no gestures: p = .937, 
corresponding gestures: p = .925, non-corresponding gestures: p =
.301). 

For participants with higher visuospatial ability and lower DLPFC 
activation, making gestures tended to be beneficial in the corresponding 
conditions (compared to not making gestures, p = .085), whereas 

Table 4 
Means and standard deviations (in parentheses) for cortical activation in all ROIs as a function of the between-subjects factors “observing gestures”, “making gestures”, 
and “visuospatial ability”.   

observing 
corresponding 
gestures 

observing 
non-corresponding 
gestures 

observing 
no 
gesture 

making gestures 
yes (n = 19) 

making gestures 
no (n = 19) 

making gestures 
yes (n = 20) 

making gestures 
no (n = 19) 

making gestures 
yes (n = 18) 

making gestures 
no (n = 19) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M +
1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M +
1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

higher 
VSA (M 
+ 1 SD) 

lower 
VSA (M - 
1 SD) 

Motor Cortex 
(MC) 

0.023 
(0.007) 

0.004 
(0.009) 

- 0.007 
(0.007) 

0.000 
(0.006) 

0.002 
(0.007) 

0.003 
(0.007) 

- 0.010 
(0.007) 

- 0.008 
(0.009) 

0.011 
(0.008) 

0.005 
(0.007) 

0.013 
(0.008) 

0.008 
(0.007) 

Dorsolateral 
Prefrontal 
Cortex 
(DLPFC) 

0.015 
(0.007) 

0.002 
(0.010) 

- 0.015 
(0.008) 

0.004 
(0.006) 

− 0.005 
(0.007) 

0.007 
(0.007) 

- 0.006 
(0.008) 

- 0.002 
(0.009) 

0.015 
(0.008) 

0.000 
(0.007) 

0.004 
(0.008) 

0.002 
(0.008) 

Inferior Frontal 
Cortex (IFC) 

0.043 
(0.009) 

- 0.001 
(0.013) 

- 0.008 
(0.010) 

- 0.011 
(0.008) 

- 0.014 
(0.010) 

0.002 
(0.009) 

- 0.003 
(0.010) 

- 0.004 
(0.012) 

0.013 
(0.011) 

0.005 
(0.009) 

0.009 
(0.011) 

0.007 
(0.010) 

Inferior Parietal 
Cortex (IPC) 

- 0.006 
(0.007) 

- 0.001 
(0.010) 

− 0.014 
(0.008) 

0.003 
(0.007) 

0.002 
(0.008) 

0.013 
(0.007) 

- 0.019 
(0.008) 

- 0.004 
(0.010) 

0.001 
(0.009) 

− 0.002 
(0.008) 

0.009 
(0.009) 

− 0.002 
(0.008) 

VSA = visuospatial ability 
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making gestures tended to be detrimental in the non-corresponding 
conditions (compared to not making gestures, p = .053). There was no 
difference for these participants between making and not making ges
tures in the conditions in which they did not observe gestures (p = .381). 

For participants with lower visuospatial ability and higher DLPFC 
activation, making gestures was detrimental in the non-corresponding 
conditions (compared to not making gestures, p = .025). There were 
no significant differences for these participants between making and not 
making gestures in the corresponding conditions (p = .192) and in the no 
gesture conditions (p = .629). 

For participants with lower visuospatial ability and lower DLPFC 
activation, making gestures was beneficial in the non-corresponding 
conditions (p = .016). There were no differences for these participants 
between making and not making gestures in the corresponding condi
tions (p = .273) and in the no gesture conditions (p = .232). 

Thus, in essence the four-way interaction indicates that for different 
learners (higher versus lower visuospatial ability) self-gesturing could 
either be beneficial or detrimental depending on the combinations of 
which gesture (corresponding or non-corresponding) participants 
observed and whether they showed higher or lower DLPFC activation. It 
should be noted, that self-gesturing showed neither positive nor nega
tive effects in the conditions in which participants did not observe ges
tures. In sum, self-gesturing is beneficial for higher-visuospatial-ability 
learners, who showed lower DLPFC activation and observe corre
sponding gestures as well as for lower-visuospatial-ability learners, who 
showed lower DLPFC activation, but observe non-corresponding ges
tures. In contrast, self-gesturing is detrimental for higher-visuospatial- 
ability learners, who showed lower DLPFC activation and observe 
non-corresponding gestures as well as for lower-visuospatial-ability 
learners, who showed higher DLPFC activation and observe non- 
corresponding gestures. 

4. Discussion 

This study investigated whether observing and making gestures im
proves learning about non-human biological movements from dynamic 
visualizations and to what extent this is related with the cortical acti
vation in areas associated with the hMNS. 

4.1. Effects of observing corresponding and non-corresponding gestures 

Regarding learning outcomes, our results indicate that there were 
neither significant differences between observing corresponding ges
tures and observing no gestures for higher-as well as for lower- 
visuospatial-ability learners. However, the observation of gestures has 
differential effects for higher- and lower-visuospatial-ability learners 
when it comes to observing non-corresponding gestures. This is partic
ularly in line with the more nuanced assumption that the effectiveness of 
observing gestures depends on learners’ visuospatial ability (Hypothesis 
3). For higher-visuospatial-ability learners, non-corresponding gestures 
improved learning (even beyond corresponding gestures, which is in 
line with Hypothesis 3b), whereas for lower-visuospatial-ability learners 
the observation of non-corresponding gestures had detrimental effects 
on learning (which is in line with Hypothesis 3a). These findings are 
largely in line with the pattern of results reported by Brucker et al. 
(2015). 

One possible explanation for these results is that particularly when 
higher-visuospatial-ability learners are challenged by a desirable diffi
culty (cf. Schüler, 2017; Yue, Castel, & Bjork, 2013), in this case by 
creating a conflict between the visualized fish movements and the 
(mismatching) non-corresponding gestures, they might be stimulated to 
intensify their effort in order to reduce the conflict detected (cf. Schar
inger, Schüler, & Gerjets, 2020), for instance by coming up with a 
strategy to more elaborately process the relevant movements. This in 

Table 5 
Statistical values for the four ANCOVAs on cortical activation (MC, DLPFC, IFC, IPC) with the between-subjects factors “observing gestures”, “making gestures”, and 
“visuospatial ability”.   

ROIs F-value MSE-value p-value η2
p-value 

Main effect 
observing gestures 

MC F(2,102) ¼ 3.328 MSE ¼ .000 p ¼ .040 η2
p ¼ .061 

DLPFC F < 1, ns    
IFC F(2,102) = 1.933 MSE = .001 p = .150, ns η2

p = .037 
IPC F < 1, ns    

Main effect 
making gestures 

MC F(1,102) ¼ 4.138 MSE ¼ .000 p ¼ .045 η2
p ¼ .039 

DLPFC F(1,102) ¼ 3.106 MSE ¼ .001 p ¼ .081 η2
p ¼ .030 

IFC F(1,102) = 2.700 MSE = .001 p = .103, ns η2
p = .026 

IPC F(1,102) = 1.413 MSE = .001 p = .237, ns η2
p = .014 

Main effect 
visuospatial ability 

MC F < 1, ns    
DLPFC F < 1, ns    
IFC F(1,102) = 1.357 MSE = .001 p = .247, ns η2

p = .013 
IPC F(1,102) = 1.427 MSE = .001 p = .235, ns η2

p = .014 
Interaction observing gestures x 

making gestures 
MC F(2,102) = 1.871 MSE = .000 p = .159, ns η2

p = .035 
DLPFC F < 1, ns    
IFC F(2,102) ¼ 3.004 MSE ¼ .001 p ¼ .054 η2

p ¼ .056 
IPC F(2,102) = 2.247 MSE = .001 p = .111, ns η2

p = .042 
Interaction  

observing gestures x 
visuospatial ability 

MC F < 1, ns    
DLPFC F(2,102) = 1.117 MSE = .001 p = .331, ns η2

p = .021 
IFC F(2,102) = 2.191 MSE = .001 p = .117, ns η2

p = .041 
IPC F(2,102) = 1.767 MSE = .001 p = .176, ns η2

p = .033 
Interaction 

making gestures x 
visuospatial ability 

MC F(1,102) = 1.251 MSE = .000 p = .266, ns η2
p = .012 

DLPFC F(1,102) = 1.853 MSE = .001 p = .176, ns η2
p = .018 

IFC F < 1, ns    
IPC F < 1, ns    

Interaction 
observing gestures x 
making gestures x 
visuospatial ability 

MC F < 1, ns    
DLPFC F(2,102) = 1.544 MSE = .001 p = .218, ns η2

p = .029 
IFC F(2,102) = 1.955 MSE = .001 p = .147, ns η2

p = .037 
IPC F < 1, ns    

ROIs = regions of interest 
MC = motor cortex 
DLPFC = dorsolateral prefrontal cortex 
IFC = inferior frontal cortex 
IPC = inferior parietal cortex 
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turn might increase the chance of properly understanding the depicted 
movements. 

At first sight, one might also assume an alternative explanation for 
the overall pattern of results, which is based on the fact that the videos of 
the gestures and the visualizations of the to-be-learned fish movements 
were presented simultaneously to the participants, potentially evoking a 
split attention effect in the observation phase (e.g., Ayres & Sweller, 
2014). For instance, this split might be used to explain the missing main 
effect for observing gestures, and particularly the missing beneficial 
effects of corresponding gestures that were expected in Hypothesis 2 due 
to an assumed activation of the hMNS. However, the split-attention ef
fect with regard to the two visualizations might have imposed additional 
cognitive load onto the learners due to the need to view and process two 
visualizations simultaneously and thus to split the attention between 
them. Accordingly, in the corresponding gestures condition, in which 
learners might have realized that the gesture videos were in principle 
helpful but also a bit redundant to the videos of the fish movements 
themselves, they might have stopped viewing them and concentrated on 
the visualization of the fish movements instead to avoid split-attention 
effects and even more negative redundancy effects (see Kalyuga & 
Sweller, 2014). This assumption of an ignorance-reaction with regard to 
gestures could on the one hand explain a lack of beneficial effects for the 
corresponding gestures but it would on the other hand require addi
tional empirical evidence to be substantially supported, for instance by 
means of collecting eye-tracking data (e.g., Van Gog & Scheiter, 2010) 
and comparing the amount of attention devoted to both types of 
visualizations. 

When it comes to the effects of non-corresponding gestures for 
higher- and for lower-visuospatial-ability learners one might be tempted 
to hypothesize that learners with higher visuospatial ability might have 
better realized than learners with lower visuospatial ability that the non- 
corresponding gestures were irrelevant and that they might therefore 
have immediately stopped viewing them and concentrated on the 
visualization of the fish movements instead. Lower-visuospatial-ability 
learners on the contrary might have found it more difficult to realize 
the irrelevance of the non-corresponding gestures and might have 
invested time to understand the relation between these gestures and the 
fish movements, thereby experiencing detrimental effects of the non- 
corresponding gestures on learning outcomes. 

However, the fact that for higher-visuospatial-ability learners non- 
corresponding gestures at least tended to outperform the condition 
with no gestures at all, in which no split attention effect could have 
occurred, speaks rather in favor of a desirable difficulty effect than in 
favor of an avoided split attention effect. If higher-visuospatial-ability 
learners would have tried to ignore the non-corresponding informa
tion in order to avoid splitting their attention, because they realized the 
mismatch, we would have expected identical or even worse learning 
outcomes in the non-corresponding gesture condition than in the no 
gesture condition, for instance due to the necessity ot inhibit distraction 
by the gesture videos. Our results, however, show on the contrary that at 
least at the descriptive level (and with a statistical tendency) non- 
corresponding gestures yielded better learning outcomes than in the 
no gesture condition. Particularly, if one has a closer look at participants 
with higher visuospatial ability in the two conditions (a) fish movement 
visualization without any further gesturing instruction (only fish 
movement visualization, no gesture video, no self-gesturing) versus (b) 
fish movement visualization with non-corresponding gesture, but 
without self-gesturing, the split attention explanation would clearly 
claim that the condition with only one information source (i.e., the fish 
movement visualization alone) should outperform the condition in 
which the two competing information sources were available at the 
same time (i.e., the fish movement visualization plus the non- 
corresponding gesture). However, the results indicate the reversed 
pattern, that the combination of fish movement visualization plus non- 
corresponding gestures led to better results for these higher- 
visuospatial-ability learners (77% correct, cf. Table 3) than the fish Ta

bl
e 

6 
M

ea
ns

 a
nd

 s
ta

nd
ar

d 
er

ro
rs

 (
in

 p
ar

en
th

es
es

) f
or

 v
al

ue
s 

of
 c

la
ss

ifi
ca

tio
n 

pe
rf

or
m

an
ce

 (
in

 %
 c

or
re

ct
) a

s 
a 

fu
nc

tio
n 

of
 th

e 
be

tw
ee

n-
su

bj
ec

ts
 fa

ct
or

s 
“o

bs
er

vi
ng

 g
es

tu
re

s”
, “

m
ak

in
g 

ge
st

ur
es

”,
 “

vi
su

os
pa

tia
l a

bi
lit

y”
, a

nd
 “

IF
C 

ac
tiv

at
io

n”
.  

 

ob
se

rv
in

g 
co

rr
es

po
nd

in
g 

ge
st

ur
es

 
ob

se
rv

in
g 

no
n-

co
rr

es
po

nd
in

g 
ge

st
ur

es
 

ob
se

rv
in

g 
no

 g
es

tu
re

 

m
ak

in
g 

ge
st

ur
es

 
ye

s 
(n

 =
19

) 
m

ak
in

g 
ge

st
ur

es
 

no
 (n

 =
19

) 
m

ak
in

g 
ge

st
ur

es
 

ye
s 

(n
 =

20
) 

m
ak

in
g 

ge
st

ur
es

 
no

 (n
 =

19
) 

m
ak

in
g 

ge
st

ur
es

 
ye

s 
(n

 =
18

) 
m

ak
in

g 
ge

st
ur

es
 

no
 (n

 =
19

) 

hi
gh

er
 V

SA
 (

M
 +

1 
SD

) 
lo

w
er

 V
SA

 (
M

 - 
1 

SD
) 

hi
gh

er
 V

SA
 (

M
 +

1 
SD

) 
lo

w
er

 V
SA

 (
M

 - 
1 

SD
) 

hi
gh

er
 V

SA
 (

M
 +

1 
SD

) 
lo

w
er

 V
SA

 (
M

 - 
1 

SD
) 

hi
gh

er
 V

SA
 (

M
 +

1 
SD

) 
lo

w
er

 V
SA

 (
M

 - 
1 

SD
) 

hi
gh

er
 V

SA
 (

M
 +

1 
SD

) 
lo

w
er

 V
SA

 (
M

 - 
1 

SD
) 

hi
gh

er
 V

SA
 (

M
 +

1 
SD

) 
lo

w
er

 V
SA

 (
M

 - 
1 

SD
) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

hi
gh

er
 

IF
C 

(M
 

+
1 

SD
) 

lo
w

er
 

IF
C 

(M
 - 

1 
SD

) 

Cl
as

si
fic

at
io

n 
pe

rf
or

m
an

ce
 

(i
n 

%
 

co
rr

ec
t)

 

67
.0

05
 

(3
.3

79
) 

68
.9

52
 

(5
.8

30
) 

60
.0

13
 

(8
.7

31
) 

60
.9

91
 

(8
.5

28
) 

71
.4

05
 

(6
.3

76
) 

56
.9

18
 

(4
.3

33
) 

66
.2

94
 

(6
.6

10
) 

59
.5

18
 

(3
.6

49
) 

76
.6

68
 

(5
.8

57
) 

73
.1

05
 

(4
.0

91
) 

56
.2

57
 

(5
.0

56
) 

56
.8

02
 

(5
.8

68
) 

79
.2

58
 

(9
.4

33
) 

75
.4

78
 

(5
.8

72
) 

73
.3

39
 

(2
1.

91
9)

 
48

.1
95

 
(1

2.
22

3)
 68

.8
92

 
(5

.8
02

) 
61

.3
28

 
(8

.0
95

) 
69

.7
26

 
(7

.5
78

) 
56

.3
71

 
(7

.5
00

) 
67

.9
48

 
(7

.1
14

) 
67

.4
78

 
(8

.0
59

) 
73

.1
05

 
(7

.2
87

) 
67

.1
04

 
(7

.5
30

) 

VS
A

 =
vi

su
os

pa
tia

l a
bi

lit
y 

IF
C 
=

in
fe

ri
or

 fr
on

ta
l c

or
te

x 
ac

tiv
at

io
n 

B. Brucker et al.                                                                                                                                                                                                                                 



Computers in Human Behavior 129 (2022) 107151

12

visualization alone (69% correct, cf. Table 3). Thus, we still presume, 
that the non-corresponding gestures might provide advantages for 
higher-visuospatial-ability learners in terms of some kind of desirable 
difficulty, because these learners seem to somehow make value out of 
the conflicting information simultaneously provided to them in this 
study. 

In contrast, lower-visuospatial-ability learners presumably are 
insufficiently equipped for coping with such a situation of two con
flicting information sources – independently of whether these infor
mation sources might in principle provide desirable difficulties or 
whether they are just potentially interfering. The lower-visuospatial 
abiltiy learners might not only lack the necessary resources to quickly 
identify the mismatch and then ignore the gestures, but also the stra
tegies required to cope with a detected mismatch in terms of a more 
effortful and elaborated processing of the movements. Accordingly, 
these lower-visuospatial-ability learners suffer from reduced learning 
outcomes when confronted with non-corresponding gestures. 

Our findings on observing gestures regarding the connection be
tween learning outcomes and cortical activation did not show direct 
evidence for one of the two alternative explanations for the overall 
pattern of results: we did not find higher DLPFC activation in the con
ditions with gestures, which might have indicated split attention pro
cesses (cf. Osaka, Komori, Morishita, & Osaka, 2007), nor did we find 
higher activation in the areas associated with the hMNS (IFC as well as 
IPC) in the conditions with gestures (and particularly not in the 
non-corresponding gestures conditions and for 
higher-visuospatial-ability learners), which might have indicated an 
embodied processing (e.g., Van Gog et al., 2009) of the (non-
corresponding) gestures what at least would have given a hint that 
(higher-visuospatial-ability) learners processed the gestures based on 
the hMNS. Nevertheless, our results seem to suggest that the conflict 
created by non-corresponding gestures does not occur at the motor 
level. Participants who saw non-corresponding gestures activated their 
MC less than participants who saw no additional gestures. Observing 
only the fish visualization without any accompanying gestures seems to 
be processed partly in the areas associated with actual body move
ments, which might be related to processes of motor imagery (e.g., 
Savaki & Raos, 2019), whereas non-corresponding gestures seem to be 
processed in a non-motoric way, that not evokes or rather suppresses 
such motor imagery strategies, potentially based on the identification of 
the mismatch between the gestures and the to-be-learned movements. It 
is possible that the non-corresponding gestures rather had a signalizing 
effect, for example by alerting learners to pay close attention thereby 
inviting higher-visuospatial-ability learners to engage in a deeper pro
cessing, thereby finding a non-motoric way of representing the infor
mation. Lower-visuospatial-ability learners, on the contrary, did not 
react to non-corresponding gestures in this way or did not know how to 
do that. Future research is needed to investigate these issues in more 
detail, particularly by replicating this study with additionally process 
measures based on eye-tracking (e.g., Van Gog & Scheiter, 2010) as well 
as an online-assessment of cognitive load (e.g., Cierniak, Scheiter, & 
Gerjets, 2009). This might provide deeper insights into the question 
whether the non-corresponding gestures worked for 
higher-visuospatial-ability learners as positive desirable difficulties or 
whether different learners mainly differ in their ability to avoid nega
tive split attention effects in the face of conflicting visualizations that 
are simultaneously presented. Despite these open theoretical issues, our 
findings suggest in addition to earlier work showing that it is relevant to 
consider learners’ visuospatial ability for deciding whether to provide 
them with static or dynamic instructional visualizations (Höffler, 2010), 
that the level of visuospatial ability might also be important for 
choosing an appropriate way to support learners’ processing when 
learning from (dynamic) visualizations enriched by gestures. 

In future research, it might also be possible to provide more causal 
evidence for the beneficial instructional effects of providing higher- 
visuospatial-ability learners with non-corresponding gestures and Ta
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lower-visuospatial-ability learners with corresponding gestures by 
designing adaptive experimental conditions that provide exactly these 
combinations (or the opposite) based on a visuospatial ability pretest: 
The matching pattern would define an advantageous experimental 
group and the opposite pattern a disadvantageous group (i.e., providing 
higher-visuospatial-ability learners with corresponding gestures and 
lower-visuospatial-ability learners with non-corresponding gestures). 
Based on our current results, we would expect better overall learning 
outcomes in the advantageous group as compared to the disadvanta
geous group due to the improved instructional match between learner 
prerequisites and learning materials. But even without this further evi
dence we can already derive as practical implications from our results 
that it would be useful to assess learners’ visuospatial ability and to use 
non-corresponding gestures only for learners with higher visuospatial 
ability, whereas for learners with lower visuospatial ability these non- 
corresponding gestures should be avoided. 

4.2. Effects of making gestures 

In contrast to our Hypothesis 1, self-performed gestures did not 
improve learning outcomes in our study. This finding is in line with 
several recent studies that attempted to augment learning about other 
topics than non-human movement (e.g., lightning formation, grammar 
rules) by instructing learners to make gestures while studying an ani
mation and which also did not find an improvement of learning per
formance due to self-performed gestures (e.g., De Koning & Tabbers, 
2013; Post, van Gog, Paas, & Zwaan, 2013). It should be noted that in 
the present study, learners were instructed to gesture in a way that they 
thought to be useful in assisting them in understanding the fish move
ments, whereas in other studies participants were much more restricted 
in how to gesture or were simply told how to move their hands (e.g., De 
Koning & Tabbers, 2013). Collectively, the conclusion from this and 
other studies is that independent from the instructional approach (i.e., 
instruct specific ways to perform gestures or let learners decide how to 
perform gestures), making gestures does not seem to particularly benefit 
learning from dynamic visualizations (nor does it hinder learning; for 
some specific exceptions under which making gestures might be helpful 
when considering DLPFC activation in addition see section 4.3.). 

However, consistent with our expectations (cf. Hypothesis 1) self- 
performed gestures activated the areas involved in planning and perform
ing movements – namely the MC and the DLPFC. Also in line with Hy
pothesis 1, making gestures did activate the hMNS: Participants observing 
corresponding gestures showed higher IFC activation if they self-gestured 
than when they did not self-gesture. This might be an indicator that dur
ing observing corresponding gestures the IFC is particularly important – at 
least when the participants were instructed to self-gesture. This result 
pattern can be brought in line with earlier findings by Brucker et al. (2015), 
who also found evidence that in the observing-corresponding-gestures 
conditions particularly lower-visuospatial-ability learners activated their 
IFC, which probably helped them to achieve the same learning outcomes as 
higher-visuospatial-ability learners. IFC activation thus is not only impor
tant during observing corresponding gestures, but it might be even more 
important when the observation of corresponding gestures is combined 
with self-gesturing. However, future research is needed to explore these 
processes in more detail. 

4.3. Influence of cortical activation on learning outcomes 

In line with Hypothesis 6, a higher hMNS activation, in terms of IFC 
activation, was associated with better learning outcomes. In other 
words, participants who activated their IFC (which is part of the hMNS) 
more strongly tended to show better learning outcomes than partici
pants who did activate this area less strongly. Thus, our results showed 
again that the activation of the hMNS might be helpful for learning 
about biological movements with dynamic visualizations. This pattern 
of results was obtained independently of learners’ visuospatial ability Ta
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and independently of the different gesturing instructions provided to 
participants (observing and/or making different types of gestures). To 
sum up, all participants (with higher and lower visuospatial ability) in 
all gesturing instructions (observing corresponding, non-corresponding, 
or no gesture, making or not making gestures) tended to benefit from 
activating their hMNS in terms of their IFC. 

Interestingly, our results yielded a very differentiated pattern of how 
DLPFC activation in combination with the three factors observing ges
tures, making gestures, and learners’ visuospatial ability affects learning 
outcomes. For higher-visuospatial-ability learners, who showed higher 
DLPFC activation, the gesturing factors (observing different types of 
gestures and/or making gestures) did not influence learning outcomes. 
However, for higher-visuospatial-ability learners, who showed lower 
DLPFC activation, self-gesturing seemed to be beneficial during 
observing corresponding gestures, whereas it seemed to be detrimental 
during observing non-corresponding gestures. The combination of the 
non-corresponding gestures with self-gesturing might stimulate 
competing strategies that cannot be solved even by higher-visuospatial 
ability learners without the activation of the DLPFC. It must be noted 
that the result pattern that the combination of corresponding gestures 
and self-gesturing (for participants with higher visuospatial ability and 
lower DLPFC activation) leads to better learning outcomes, speaks partly 
against our Hypothesis 5 stating that a combination of both observing 
gestures and making gestures might be detrimental due to competing 
approaches. At least for this specific subgroup (higher visuospatial 
ability, lower DLPFC activation) this particular combination (corre
sponding gestures, making own gestures) is helpful for learning. 

For lower-visuospatial-ability learners, who showed higher DLPFC 
activation, making gestures was detrimental during observing non- 
corresponding gestures, whereas for lower-visuospatial-ability 
learners, who showed lower DLPFC activation, making gestures was 
beneficial during observing these non-corresponding gestures. Taken 
together, making gestures is particularly helpful for higher-visuospatial- 
ability learners, who showed lower DLPFC activation and observe cor
responding gestures as well as for lower-visuospatial-ability learners, 
who showed lower DLPFC activation and observe non-corresponding 
gestures. Particularly the latter group has no other helping factors at 
their disposal: They neither possess sufficient visuospatial ability, nor do 
they have access to corresponding gestures, nor recruit higher levels of 
DLPFC activation. Thus, in this special case, where no other facilitating 
factors are available, making gestures developed its potential. Interest
ingly, for lower-visuospatial-ability learners with lower DLPFC activa
tion, self-gesturing is (as aforementioned) helpful, but if these learners 
observe the non-corresponding gestures and show higher DLPFC acti
vation, they cannot make use of self-gesturing: in contrast, it even has 
detrimental effects. The DLPFC is involved in executive functions and 
motor planning, organization, and regulation (cf. Miller & Cohen, 2001; 
Ridderinkhof et al., 2004) and our results indicate that it’s activation 
might replace the positive effects of making gestures for this subgroup 
(lower-visuospatial ability learners observing non-corresponding ges
tures) or at least indicate that there occur different approaches or stra
tegies (by simultaneously self-gesture and showing higher DLPFC 
activation) that might not be compatible with each other. However, as 
these analyses took place on an exploratory level, future research is 
needed to explicitly address the role of DLPFC activation during learning 
with dynamic visualizaions and additonal gestures in more detail. 

4.4. Limitations and future directions 

In this study, IFC activation tended to predict better learning out
comes (Hypothesis 6). However, compared to the Brucker et al. (2015) 
study, we did not find the result pattern that IPC activation compensates 
for missing support based on learners’ visuospatial ability or corre
sponding gestures. This might be explained by the fact that in the pre
sent study participants who neither have higher visuospatial ability nor 
corresponding gestures at their disposal (i.e., the group of Ta
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lower-visuospatial-ability learners who observed non-corresponding 
gestures) still could focus on the fish visualization. This was possible 
because in this study the gestures were presented at the same time as the 
fish movements, whereas in the Brucker et al. (2015) study the gestures 
and the fish visualizations were presented sequentially. To disentangle 
these effects, further research should investigate direct comparisons of 
sequential and simultaneous presentations of additional gestures. 
Moreover, one caveat of the study is that the combination of the fish 
movement visualizations plus the video of (corresponding or 
non-corresponding) gestures plus the instruction to self-gesture might 
have led to high working memory load for the participants in this 
experimental group due to the requirement to integrate these three 
sources. Thus, future research should also address this limitation of the 
present study by replicating this study with cognitive load measurement 
(cf. Sweller, Ayres, & Kalyuga, 2011) as well as think-aloud protocols so 
that it is possible to discover the strategies learners use when observing 
and making gestures in learning from dynamic visualizations. Further
more, as Wakefield, Congdon, Novack, Goldin-Meadow, and James 
(2019) point out it is important to further identify potential neural 
correlates of (gesture-supported) learning – in our case with dynamic 
visualizations – and to further unravel the relations between activation 
in different parts of the brain and learning outcomes. 

5. Conclusion 

The present study provides a starting point from which future 
research endeavors within this emerging field of research can be 
explored with the goal to incorporate (observing and making) gestures 
in a way that learning about non-human movements from dynamic vi
sualizations is enhanced. In conclusion, this study shows that observing 
additional gestures might be helpful for learning about biological 
movements, but that learners react differently to non-corresponding 
gestures depending on their level of visuospatial ability. Thus, 
different types of gestures might be best deployed by using an adaptive 
approach: Higher-visuospatial-ability learners should be challenged 
with non-corresponding gestures, whereas lower-visuospatial-ability 
learners might even be impaired by these gestures and need to be sup
ported by means of other instructional aids. 
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