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Preface

Sprezzatura

‘‘It is an art which does not seem to be an art. One must avoid affectation and practice in all
things a certain sprezzatura, disdain or carelessness, so as to conceal art, and make whatever
is done or said appear to be without effort and almost without any thought about it... Obvious

effort is the antithesis of grace.’’

The Book of the Courtier
(Baldassare Castigione, 1528)

I came across this term a few years ago, reading a concert review. The writer used it
to describe the laid-back effortlessness with which some saxophone player whipped
up incredible improvisations. This paradoxical correlation between the great mastery
of a complex skill and the ease of its performance underlines the fascinating nature of
procedural learning. The exertion with which my seven-year-old niece Hannah wrote
the cover title with her fledgling handwriting skill to me highlights the illusory nature
of this effortlessness, just as Castigione’s definition implies. Especially in the case of
procedural learning, there’s a great cost to effortlessness, and it lies in past toil. The
olivocerebellar system, one of the major players in procedural learning, feeds on error.
Each round of practice, it painstakingly chisels its way toward a neuronal response
repertoire that enables errorless performance. What stands on the other side of that
process, is like a soft sculpture. It is robust but malleable, and it is simply there, in its
full intricate glory, requiring no other effort than just letting it be seen, and while it
may weather, it will largely persist. This is just one imperfect interpretation of the
olivocerebellar system, and the existing body of research on it is itself a sculpture in
progress. Ideally, the work in the current thesis contributes to a deepening scientific
understanding of how this system can facilitate procedural and associative learning.
If it does not, let it be an homage to all the error and exertion underlying sprezzatura.

MtB
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Chapter 1

1 Cerebellar PR

I remember concluding as a child the cerebellum had to be special, because it looked so
funky in the pictures. Such a characteristically grooved separate module just plopped
on there at the lower back of the brain surely constitutes an enigmatic evolutionary
add-on, and tremendous powers must surely lay dormant therein, I imagined. I
knew telekinesis, mind-reading, or time-bending were a tall order, but I was a little
disappointed when I read that they already knew what the cerebellum does, and that
it merely ‘‘helps coordinate movement’’.

Figure 1 Cerebellar macroscopy.

A recent report on a 24-year old Chinese woman whose brain completely lacked a
cerebellum (Yu et al., 2015) was heralded by the media as a testament to the flexibility
of the human brain. As it turned out, the absence of this fist-sized chunk of tissue that
contains a good majority of our roughly 85 billion brain cells, surprisingly resulted
in ‘‘only mild to moderate motor deficiency, dysarthria, and ataxia’’ (Yu et al, 2015).
Thus, one mainstream take-home message of the story became the impressive capacity
of the brain to compensate for the absence of a cerebellum.

Figure 2 Brain scan showing a lack of a cerebellum, from the case described by Yu et al. (2015).
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General Introduction

When that story came out I would have been doing cerebellar research for a couple
of years already. If I hadn't, I imagine it could have led me to thoughtlessly dismiss
the cerebellum as an underwhelming, non-essential, inexplicably overpopulated and
apparently still replaceable brain area. If you had to shoot me in the brain, I'd probably
have asked to put the bullet in the cerebellum (but see Holmes (1917) for a detailed
account of clinical symptoms due to cerebellar gunshot injuries).

By now being acquainted with the unique and orderly structure of the cerebellum
(Box 1), its relation to the cerebrum, and the fascinated scientists studying it, I am in a
better position to see why the cerebellum does in fact hold tremendous powers, it is
enigmatic, and its influence actually spans the entire cerebrum. I should thus like to
invest some time on cerebellar PR, in case you the reader are as unaware as I was of
the relevance of the olivocerebellar system central to this thesis.

As suggested by the story about the woman who lacked one, the cerebellum is
not as essential for survival as many other regions are. Together with the inferior
olivary nucleus in the brainstem, it forms a system that is a supreme example of an
add-on, i.e. it is superimposed on other, more primary systems. In this sense, the
olivocerebellar system is not more essential than its underlying systems, much like
there's no use for a hat if you have no head.

However, it seems the conventional view fails to separate the non-essentiality of
the olivocerebellar system from the magnitude of the added functionality it actually
provides. To me, the predicate ‘‘coordinates movement’’ sounded like you'd take
a little longer to put your pants on if you had no cerebellum. In reality, cerebellar
disease does not just take the spring out of your step; it exhaustingly leaves you
exerting substantial concentration to even pick up a glass, preempting the automatic
execution of any meaningful movements associated with the word skill (Babinski,
1899, 1902; Holmes, 1917, 1939; Zackowski, Bastian, & Thatch, 2002). It breaks any
flow to a sequence of movements in a way that I imagine to be as frustrating as
what a slow internet connection does to an online video stream. There are actually
some good YouTube videos of patients with spinocerebellar ataxia, which show just
how reminiscent their movement can be of that of today's state-of-the-art robots;
it somehow gets the job done, but completely lacks sprezzatura, i.e. an effortless
smoothness and elegance. This magic sauce that the cerebellum adds to our ongoing
actions and that enables complex skill execution constitutes a difficult hurdle in
the field of artificial intelligence as it attempts to engineer procedural learning and
memory, with cerebellum-inspired algorithms only beginning to be meaningfully
integrated in robotics (e.g. Luque et al., 2011; Casellato et al., 2015).

One reason why it is hard to straightforwardly grasp and convey the relevance
of the olivocerebellar system is that its function can get quite abstract. For instance,
rather than for seeing, it would account for facilitating seeing, which is the case for the
flocculus, a cerebellar region. When the head moves around, muscles controlling the
eyes are compelled to counter these movements to keep whatever we're looking at in
the center of our vision. The flocculus is implicated in this so-called vestibulo-ocular
reflex (Robinson, 1976; Ito, 1982a; Van Alphen et al., 2002; Katoh et al., 2005), but its
role is actually clearer in the adaptation of this reflex, i.e. when the strength of the
compensatory eye movements needs to increase or decrease (Nagao, 1983, McElligott
et al., 1998; Shutoh et al., 2006). This constitutes yet another level of abstraction:
the flocculus allows for the adaptation of the strength of the eye movements that
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General Introduction

compensate for head movements to facilitate stable vision. Try to explain that to
someone on the elevator. And yet the absence of this very subtle kind of functionality
would have likely turned the formidable Mongolian horse archer into an embarrassing
warfare experiment.

The structure of the cerebellar cortex is uniquely designed to allow for the dynamic
coupling of vast amounts of different neural signals to specific output targets, with
high temporal precision (Marr, 1969; Albus, 1971). Through experience, associations
are formed between pieces of information that reliably co-occur on a sub-second times-
pan, be they internal or external (Giovannucci et al., 2017), sensorimotor (Gormezano
et al., 1962; Thompson, 1988) or even cognitive (Wagner et al., 2017) in nature. Based
on what in the past has reliably followed ongoing signals, the cerebellum can learn
to send real-time predictive information to the rest of the brain. Take a simple single
association between a flash of light and an air puff to the eye a quarter second later;
this constitutes a basic form of eyeblink conditioning, a central behavioral paradigm
in this thesis (Gormezano, 1962; Chettih, 2011). By forging the association between
light and air puff in the cerebellar cortex through many co-occurences, light - 250 ms -
puff . . . light - 250 ms - puff, etc., the resulting cerebellar output facilitates a well-timed
preemptive eyeblink in response to the light. The same principle holds for chains of as-
sociations between multi-jointed movements and multisensory information (Koeneke
et al., 2004; Brown, Martinez, & Parsons, 2006; Hoogland et al., 2015), such as those
etched out by a figure skater as she painstakingly practices her axel jump.

The absence of a cerebellum continuously feeding the brain a meticulously crafted
stitch work of anticipatory signals would leave it much less prepared, constantly
trying to catch balls it doesn't know from what direction they are coming. In the
resulting neural disorientation, with a lack of internal models directing ongoing
processes (Wolpert, Miall, & Kawato, 1998), you can imagine the virtual impossibility
of sophisticated movement, of the figure skater, of the paintbrush, of the violin bow.
Much of this functionality falls outside the scope of clinical enquiry, which cares
about impairments to basic functioning; it is no surprise that from this angle, one
would largely miss the fact that the cerebellum is also a neural basis for the effortless
expression of mastery, refinement, and grace.

Outside the motor domain, the difficulty of grasping olivocerebellar functional-
ity is further compounded by the elusive nature of internal, non-motor processes.
Yet, a growing body of evidence suggests the cerebellum faithfully complements the
cerebrum, offering its intricate one-of-a-kind functionality to each of many, if not all,
neocortical regions, and subcortical regions (Buckner et al., 2011; Bostan, Dum, &
Strick, 2013; Buckner, 2013). In fact, cerebellar connectivity with associative cortex
in the cerebrum outstrips that with sensorimotor cortex (Buckner, 2013), leaving a
majority of cerebellar activity at a more tantalizing distance from scientific under-
standing. The notion that motor dysfunction is simply the most immediately obvious
of a substantially larger set of symptoms that come with cerebellar disease has been
advocated for a while now (Schmahmann & Sherman, 1998; Thatch, 1998, 2007; Ito,
2008; Schmahmann, 2010), but moving off the treaded path proves to be a slow pro-
cess, in academia and in the clinic, but most importantly in public perception, if my
own experience is any indication.

Nevertheless, accounts of non-motor cerebellar effects accumulate, showing behav-
ioral disinhibition (Tanaka et al., 2003), impairments in cognitive planning (Grafman
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et al., 1992), visuospatial ability (Schmahmann & Sherman, 1998), language expres-
sion (Fabbro et al., 2004), and verbal working memory (Ravizza et al., 2005), and
symptoms related to neuropsychiatric disorders like autism, psychosis, schizophrenia,
and depression (Courchesne, 1991; Schmahmann, 2000; Hoppenbrouwers et al., 2008,
D'Mello et al., 2015). These effects are found across patients with acquired (Schmah-
mann & Sherman, 1998; Levisohn et al., 2000; Riva & Giorgi, 2000) or congenital
(Steinlin et al., 1999; Tavano et al., 2007) cerebellar pathology, and are summarized
as cerebellar cognitive affective syndrome (CCAS) in Schmahmann and Sherman (1998),
with cognitive effects linked more to posterior cerebellar hemispheres, and affective
symptoms more to the cerebellar vermis.

The uniformity of the cerebellar architecture implies a roughly similar cerebellar
computational process that is applied throughout the cerebellum, irrespective of
the specific target of the resulting output, which as it seems could pretty much be
anywhere in the brain. This notion of one universal cerebellar transform (Schmahmann,
2010) suggests that whatever the cerebellum is doing for movement, it is also doing for
mental activity. This has been elaborately conceptualized in terms of the same type of
internal models used for movement, here directing cognitive and affective processes
(e.g. Ito, 2008), and dysmetria has been suggested as the root flaw underlying virtually
all cross-domain symptomatology of cerebellar dysfunction (Andreasen, Paradiso, &
O'Leary, 1998; Schmahmann, 1998). However, we are still a long way from a truly
comprehensive understanding of the cerebellar operation. Importantly, differences in
morphology and prevalence of different cell types across cerebellar regions (Eccles,
Ito, & Szentagothai, 1967; Armstrong & Schild, 1970; Diño, Willard, & Mugaini, 1999),
and differences in expression of various molecular markers (Cerminara et al., 2015)
and neuronal activity (Zhou et al., 2014, Xiao et al., 2014) across zebra-stripe-like
zones, suggest that a universal cerebellar transform may actually not exist (Cerminara
et al., 2015), or should at least manifest in a number of flavors. Moreover, it is as of yet
quite unclear how these core transforms emerge from the interplay across and within
the different nodes in the olivocerebellar system (the olivary nuclei, the granule cell
glomerulus, the Purkinje cell with its afferents, the cerebellar nuclei).

Pursuant of an understanding that flows ‘‘continuously from molecules and cells
through synapses and circuits to behavior without any grossly embarrassing gaps
in the middle’’ (Hansel et al., 2001), the field of cerebellar research is unraveling the
secrets of perhaps the most elusive domain of learning, directed through perhaps
the most sophisticated neuronal computation, in perhaps the most intricate part of
perhaps the most advanced piece of biology. It should now be clear that the work
that lies ahead, hopefully making use of the knowledge generated in this thesis,
will help disentangle an indeed enigmatic, ubiquitous, and tremendously powerful
functionality concealed in our brain. Having established a more thorough account
of the relevance of the cerebellum than that suggested by the somewhat lackluster
predicate ‘‘coordinates movement’’, let us now turn in more detail to procedural
learning in the cerebellum, focusing specifically on eyeblink conditioning, a central
behavioral paradigm in this thesis.

16



General Introduction

2 Classical conditioning of timed motor responses: neu-
ral coding in cerebellar cortex and cerebellar nuclei*

During delay classical conditioning of the eyelid response, which models both asso-
ciative learning and motor learning, the essential memory is formed in the cerebellum.
In this chapter we will discuss how the cerebellar cortex and cerebellar nuclei may
synergistically interact in order to generate conditioned eyelid responses. For this,
we will first describe some important behavioral aspects of eyeblink conditioning,
including new data on the effects of CS durations that are either shorter or longer
than the trained CS-US interval. Second, we will provide a systematic overview of the
neuro-anatomical circuits involved in eyeblink conditioning. In the third part we will
discuss the contribution of different forms of neural plasticity in the cerebellar cortex
and cerebellar nuclei to the formation of a memory trace during eyeblink condition-
ing. Together, these parts allow us to synthesize an overview of putative encoding
mechanisms underlying eyeblink conditioning.

Behavioral aspects of eyeblink conditioning
Soon after Pavlov's first description of classical conditioning of the salivation response
at the beginning of the 20th century (Pavlov, 1927), other scientists, also motivated
to develop objective methods for studying learning and memory formation and the
underlying neural mechanisms, extended the study of classical conditioning to other
responses. In 1922 Cason showed that the eyelid response in humans could be suc-
cessfully conditioned (Cason, 1922). The first eyeblink conditioning studies in animals
were done by Hilgard and Marquis in the 1930s, first in dogs and later in monkeys
(Hilgard and Marquis, 1935; Hilgard and Marquis, 1936). In the 1960s, Gormezano
and co-workers started fundamental work on the behavioral aspects of eyeblink con-
ditioning in rabbits, measuring the movements of the nictitating membrane instead of
the eyelid responses directly (Gormezano et al., 1962; Schneiderman and Gormezano,
1964). Today, also due to mouse transgenics, eyeblink conditioning is one of the
most extensively studied forms of classical or Pavlovian conditioning. As a result,
the neuro-anatomical circuits involved in eyeblink conditioning and the electrophys-
iological changes they exhibit are described at a relatively high level of detail. In a
typical eyeblink conditioning experiment, the conditional stimulus (CS) consists of
an auditory or visual stimulus and the unconditional stimulus (US) of a peri-ocular
electrical stimulation or – in a more operant form of conditioning – a corneal air puff
(for discussion of classical versus more operant forms of eyeblink conditioning, we
refer to Longley and Yeo, 2014). In a delay paradigm, the CS onset precedes the US
onset usually by a couple of hundreds of milliseconds and CS and US co-terminate.
Repeated pairings of CS and US will gradually lead to an eyelid closure in response
to the CS, which is called the conditioned response (CR). The behavioral similarities
between nictitating membrane CRs and eyelid CRs allows the use of a common term
for both: eyeblink CRs. Although the eyelid response is extremely simple compared
to for instance complex limb movements, it can be identified as a motor response.
Since fundamental features of a motor response, like timing and strength, can be

*The work in this section was published by H.J. Boele, M.M. Ten Brinke, and C.I. De
Zeeuw, in Heck (Ed.), The Neuronal Codes of the Cerebellum (2015). 17
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measured relatively easily and reliably in the nictitating membrane and/or eyelid
response, eyeblink conditioning has become a popular model to investigate not only
associative learning but also motor learning.

CS-US interval

The length of the interval between CS and US onset in an eyeblink conditioning
delay paradigm greatly affects the rate of acquisition of eyeblink CRs. In rabbits,
there is hardly any eyeblink conditioning possible when using CS-US intervals below
100 ms or above 4000 ms, and the best learning, in terms of percentage of trials
showing CRs occurs with a CS-US interval between 250 and 500 ms (Schneiderman
and Gormezano, 1964; Schneiderman, 1966; Smith, 1968). The same pattern has been
reported for other species. Apart from some exceptions (for humans: Kimble, 1947;
Woodruff-Pak and Finkbiner, 1995; Bolbecker et al., 2011), the overall trend seems
to be that at intervals between about 150 and 1000 ms, the duration of the CS-US
interval is negatively correlated with the rate of eyeblink CR acquisition; i.e. the
longer the CS-US interval, the lower the rate of acquisition (for humans: McAllister,
1953; Boneau, 1958; Steinmetz et al., 2011; for rabbits: Schneiderman and Gormezano,
1964; Schneiderman, 1966; Smith, 1968; Solomon et al., 1991; Vogel et al., 2009; for
mice: Chettih et al., 2011)

CR amplitude

Eyeblink CRs are not all-or-nothing responses in the sense that they suddenly pop-
up during the conditioning process. Instead, they seem to be acquired gradually.
Although there is substantial variability between subjects and between trials within
one subject, one can observe in averaged data a clear rise in the amplitude of eyeblink
CRs over training, starting with small ‘‘hesitating’’ eyeblink CRs at the beginning
and ending with full eyelid closures at end of training (Smith, 1968; Gormezano and
Kehoe, 1975; Mauk and Ruiz, 1992; Garcia et al., 2003 (for comparison between eyelid
CR and nictitating membrane CR); Gallistel et al., 2004; Kehoe et al., 2008).

Latency to CR peak

Eyeblink CRs are perfectly timed responses of which the peak coincides with the time
point at which the US is about to be delivered. For instance, when training occurs
with a CS-US interval of 250 ms the eyeblink CR will reach its maximum amplitude at
about 250 ms after CS onset. If a 500 ms CS-US interval were used instead, the CR
would peak at 500 ms after CS onset (Figure 1) (Boneau, 1958; Ebel and Prokasy, 1963;
Schneiderman and Gormezano, 1964; Smith, 1968; Mauk and Ruiz, 1992; Garcia et al.,
2003; Koekkoek et al., 2003; Vogel et al., 2003; Welsh et al., 2005; Kehoe et al., 2008;
Vogel et al., 2009; Chettih et al., 2011).

After the peak around the US, the eyelid will open quickly again. This way,
an eyeblink CR provides optimal protection against the aversive US while vision is
disrupted for the shortest possible period. In contrast to CR amplitude, the latency
to CR peak seems to be relatively constant during training. Although some initial
studies report a slow migration of the (median) latency to CR peak towards either
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Figure 3 Eyeblink CRs in CS-only trials with various CS durations. (A) Averaged eyelid response traces
(±SEM) of mice in a probe session consisting of paired CS-US trials (not depicted) intermingled with three
types of CS-only trials: (i) normal CS-only trials with a duration of 280 ms (dark green), (ii) short CS-only
trials with a duration of 50 ms (light green), and (iii) long CS-only trials with a duration of 600 ms (blue).
Prior to this probe session, mice were trained in 10 consecutive daily acquisition sessions, each consisting
of 100 paired CS-US trails with an ISI of 250 ms. (B) Between eyeblink CRs in the three types of CS-only
trials, no significant differences were found for CR percentage (calculated for interval 1 (0-500 ms after CS
onset) and interval 2 (200-300 ms after CS onset), maximum eyelid closure in interval 1 and maximum eyelid
closure at expected US onset at 250 ms after CS onset), latency to CR onset, and latency to CR peak. (C)
Averaged eyelid response traces (± SEM) of mice in a probe session consisting of paired CS-US trials (not
depicted) intermingled with three types of CS-only trials: (i) normal CS-only trials with a duration of 530 ms
(dark green), (ii) short CS-only trials with a duration of 50 ms (light green), and (iii) long CS-only trials with a
duration of 1000 ms (blue). Prior to this probe session, mice were trained in 10 consecutive daily acquisition
sessions, each consisting of 100 paired CS-US trails with an ISI of 500 ms. (D) No significant difference could
be established between CR percentage (calculated for interval 1 (0-1000 ms after CS onset) and interval 2
(450-550 ms after CS onset), latency to CR onset, and latency to CR peak. Instead, maximum eyelid closure
in interval 1 (0-1000 ms after CS onset) and maximum eyelid closure at expected US onset at 500 ms after
CS onset were significantly smaller in trials with a short CS compared to eyelid responses in normal and long
CS-only trials.

earlier (Schneiderman and Gormezano, 1964) or later portions of the CS-US interval
(Boneau, 1958) during training, more recent work shows only very minimal migration
within the CS-US interval. Both day-by-day analysis, in which each data point is
computed by averaging all mean values for a particular day or session (Mauk and
Ruiz, 1992; Garcia et al., 2003; Vogel et al., 2003; Kehoe et al., 2008), and trial-by-trial
analysis, in which each data point is computed by averaging together all individual
traces for a specific trial (Kehoe et al., 2008), show that the CR peak seems to be timed
properly with respect to the US from the first moment they appear, i.e. from the
moment they surpass a preset threshold (in rabbits: 0.2 or 0.5 mm movement of the
nictitating membrane). In line with this ‘‘non-migration phenomenon’’ is the finding
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that a sudden change in the CS-US interval during training does not lead to a gradual
migration of the CR peak from the old US onset towards the new US onset but rather
to a selective extinction of the CR for the old interval together with an acquisition of
CRs to the new interval (Boneau, 1958; Yeo et al., 1997; Kehoe and Joscelyne, 2005).
Previous studies reporting a gradual shift of the CR peak amplitude as a result of a
switch in the CS-US interval, could be explained by the type of analysis, in which
CRs with bimodal distributions were averaged over successive sessions (for humans:
Ebel and Prokasy, 1963; Prokasy et al., 1963; for rabbits: Prokasy and Papsdorf, 1965;
Leonard and Theios, 1967; Coleman and Gormezano, 1971; Salafia et al., 1979; for rats:
Welsh et al., 2005 (report that ‘‘the peak of the CRs shifted to a longer latency’’ )).

Latency to CR onset

Interestingly, the same absence of migration can be observed in the latency to CR
onset during training. In rabbits, early reports again suggest a gradual migration
of the latency to CR onset from just before US onset to earlier parts of the CS-US
interval (Gormezano et al., 1983). Although at first glance some later studies suggest
the similar trend, this migration to earlier portions of the CS-US interval appeared
to be non-significant (Garcia et al., 2003; Kehoe et al., 2008). In rabbits, cats, ferrets,
and humans the latency to CR onset is determined by the used CS-US interval, i.e.
the longer the CS-US interval the longer the latency to CR onset (Mauk and Ruiz,
1992). However, in rats and mice it seems that the latency to CR onset seems to
be rather independent of the used CS-US interval (Welsh et al., 2005; Chettih et al.,
2011). In mice, it has been reported that regardless of the CS-US interval used, the
latency to CR onset seems to be about 100 ms after CS onset (but compare this finding
with Fig. 3B, D). Interestingly, in rabbits and ferrets the latency to CR onset may be
changed by alterations in the intensity of the CS: CS intensities higher than the one
used during acquisition training sessions appear to decrease the latency to onset of the
CR (Frey, 1969; Svensson et al., 1997; Svensson et al., 2010). In mice this phenomenon
has not been demonstrated so far, probably because mice exhibit, when using higher
(auditory) CS intensities, more startle responses and fear short-latency responses
(SLRs), which precede and easily mask eyeblink CR onsets (Boele et al., 2010; Chettih
et al., 2011).

Test CS-only trials with CS durations shorter or longer than used CS-US interval

Interestingly, the duration of the CS seems to be rather dissociated from the kinetic
profile of the eyeblink CR. It has been shown that the presentation of CS-only trials, in
which the duration of the CS either extends beyond the used CS-US interval (Kehoe
and Joscelyne, 2005) or is much shorter than the CS-US interval during training
(Svensson and Ivarsson, 1999), results in normal eyeblink CRs. However, particularly
for the short CS, it remains to be elucidated whether this result also holds for longer
CS-US intervals and for more natural CSs instead of direct mossy fiber stimulation. We
therefore trained 11 mice (C57Bl/6, male, aged 15-20 weeks) for 10 daily acquisition
sessions (100 paired CS-US trials per daily session) in a delay paradigm with a CS-US
interval of 250 ms (CS duration of 280 ms and US duration of 30 ms). After this
training protocol we presented in a probe session (session 11) the same 100 paired
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CS-US trials, but now intermingled with three different types of CS-only trials: 10
normal CS-only trials with a duration of 280 ms, 10 short CS-only trials with duration
of 50 ms, and 10 long CS-only trials with a duration of 600 ms. For a second group
of 7 mice (C57Bl/6, male, aged 15-20 weeks) we used the same training procedures
except that these mice were trained with a CS-US interval of 500 ms (CS duration
of 530 ms and US duration of 30 ms) and the probe session consisted of 100 paired
CS-US trials intermingled with three different types of CS-only trials, 10 of which
were normal CS-only trials with a duration of 530 ms, 10 short CS-only trials with
duration of 50 ms, and 10 long CS-only trials with a duration of 1000 ms. For both
groups the CS was a green LED light placed at ± 7 cm in front of the animal and the
US a weak air puff applied to the cornea, which elicited a reflexive full eyelid closure.
Animals were head-restrained but able to walk freely on a foam cylinder and eyelid
movements were recorded with MDMT (for further details on experimental setup,
MDMT, and training procedures, see Koekkoek et al., 2002; Chettih et al., 2011). For
the CS-US interval of 250 ms, eyelid responses were considered significant if: a) CR
amplitude was >5% from a full eyelid closure (UR = 100%), b) latency to CR onset
was between 50-250 ms, and c) latency to CR peak amplitude was between 100-500
ms (interval 1) or 200-300 ms (interval 2: so called ‘‘perfectly timed eyeblink CRs’’).
For the CS-US interval of 500 ms, eyelid responses were considered as significant if: a)
CR amplitude was >5% from a full eyelid closure (UR = 100%), b) latency to CR onset
was between 50-500 ms, and c) latency to CR peak was between 100-1000 ms (interval
1) or 450-550 ms (interval 2). When first comparing mice that were trained with a
250 ms CS-US interval versus mice trained with a 500 ms CS-US interval, we found
that the averaged CR percentage and CR amplitude were both higher for animals
trained with the shorter interval, which is in line with previous mouse work (Chettih
et al., 2011) (CR percentage interval 1: [F (1, 16) = 13.604, p = 0.002], averaged eye
closure in interval 1 [F (1, 16) = 23.309, p < 0.001], values were calculated in normal
CS-only trails) (Fig. 3). In addition, we found a significant difference in the timing of
eyeblink CRs: both the latency to CR onset and latency to CR peak time are shorter
for animals, which were trained with a 250 ms CS-US interval (latency to CR onset:
[F (1, 16) = 18.973, p < 0.001], latency to CR peak time: [F (1, 16) = 33.555, p < 0.001],
values calculated in normal CS-only trials). This shorter latency to CR onset in mice
trained with a 250 ms CS-US interval is in agreement with previous rabbit work (e.g.
Mauk en Ruiz, 1992) but seems to be in contrast with the mouse work reported by
Chettih et al. (2011). It can be explained by the fact that the longest CS-US interval
used in the Chettih study was only 400 ms.

Second, for mice trained with a 250 ms CS-US interval, eyeblink CRs in all three
types of CS-only trials were indistinguishable (Fig. 3A, B). No differences could be
established between the averaged CR percentage (interval 1: [F (2, 30) = 0.244, p =
0.785], interval 2: [F (2, 30) = 0.103, p = 0.903]), averaged eyelid closure in interval 1
[F (2, 30) = 0.406, p = 0.670], averaged eyelid closure at 250 ms after CS onset [F (2,
30) = 0.592, p = 0.559], latency to CR onset [F (2, 30) = 1.761, p = 0.189] and latency
to CR peak amplitude [F (2, 30) = 0.010, p = 0.990]. However, for mice that were
trained with a 500 ms CS-US interval, things appear to be quite different. Although
no significant differences were found between averaged CR percentage (interval 1:
[F (2, 18) = 1.223, p = 0.318], interval 2: [F (2, 18) = 0.300, p = 0.744]), latency to CR
onset [F (2, 17) = 0.242, p = 0.788], or latency to CR peak [F (2, 17) = 0.421, p = 0.663],
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averaged eyelid closures in interval 1 and at the expected US onset were undeniably
smaller in the short 50 ms CS-only trials than in trials with a normal 500 ms CS or
1000 ms CS (interval 1: [F (2, 18) = 4.493, p = 0.026], Bonferroni post hoc: 50 vs. 500 p
= 0.025, 50 vs. 1000 p = 0.22; eyelid closure at 500 ms after CS onset: [F (2, 18) = 6.192,
p = 0.009], Bonferroni post hoc: 50 vs. 500 p = 0.023, 50 vs. 1000 p = 0.019) (Fig. 3C, D).
This almost complete absence of eyeblink CRs in the short 50 ms CS-only trials might
explain why the latency to CR peak was not significantly different from those in the
normal 500 ms CS-only trails.

In short, a very brief CS does not seem to affect the kinetic profile of the eyeblink
CRs when training occurs with a CS-US interval of 250 ms. Instead, for a 500 ms
interval, the short CS seems to be insufficient to elicit proper CRs. In addition, a long
CS that extends beyond the time point where the US would be delivered, does not
significantly change the CR profile for both the 250 ms and 500 ms CS-US interval,
although one can sometimes observe an extra hump that seems to be time locked to
CS offset.

Neural circuits engaged during eyeblink conditioning
Where in the brain is the memory formed during eyeblink conditioning? Theoretically,
such a brain locus should (i) receive converging inputs from CS and US, (ii) innervate
the eyelid premotoneurons and (iii) be able to undergo plasticity as a result of CS-
US pairings. Early lesion experiments, aimed to define the minimal brain tissue
sufficient for normal conditioning, revealed that lesions of the cerebral hemispheres,
hippocampus, or diencephalon could not prevent the acquisition and expression of
eyeblink CRs (Oakley and Russell, 1972; Schmaltz and Theios, 1972; Norman et al.,
1974; Oakley and Russell, 1975, 1976; Norman et al., 1977; Oakley and Russell, 1977),
suggesting that the memory formation takes place at ‘‘lower’’ levels of the brainstem
and/or cerebellum.

Lesions of cerebellar nuclei

In the early 1980's Desmond and Moore found that lesions of the superior cerebellar
peduncle prevented both CR acquisition and CR expression without affecting the
URs (Desmond and Moore, 1982). Around the same time McCormick and Thompson
reported that lesions of the cerebellar nuclei permanently abolished eyeblink CRs
(McCormick et al., 1981; McCormick et al., 1982), which was a little later delineated
more precisely by Yeo et al. to the anterior interposed nucleus (AIN) (Yeo et al.,
1985a). To date, many groups have replicated these initial findings in different species.
In addition to a permanent eyeblink CR abolishment as a result of electrolytic or
aspiration lesions of the AIN, eyeblink CRs could also be reversibly abolished by
cooling of or lidocaine or muscimol infusions in the AIN (Chapman et al., 1990; Clark
et al., 1992; Krupa et al., 1993; Nordholm et al., 1993; Bracha et al., 1994; Hardiman et
al., 1996; Garcia and Mauk, 1998; Bracha et al., 2001; Aksenov et al., 2004; Freeman
et al., 2005b). In addition, Delgado-Garcia and colleagues targeted the posterior
interposed nucleus (PIN), instead of the AIN, as one of the main cerebellar nuclei
involved in eyeblink conditioning in cats, serving a modulatory role (Jimenez-Diaz
et al., 2002; Jimenez-Diaz et al., 2004; Delgado-Garcia and Gruart, 2006). Koekkoek
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and colleagues (Koekkoek et al., 2003; Koekkoek et al., 2005) found that lesions of the
AIN in mice affected their eyeblink responses in the CS-US interval in an incomplete
fashion (see also Boele et al., 2010).

Lesions of cerebellar cortex

Yeo et al. (1985b) demonstrated that unilateral electrolytic lesions of the cerebellar
cortical lobule HVI, sparing the cerebellar nuclei, completely abolished CRs. Lesions
of other parts of the cerebellar cortex did not affect CRs (Yeo et al., 1985b). Attwell
et al. (2001 and 2002) replicated these findings, showing that blocking Purkinje cell
input to the AIN by infusions with PTX (picrotoxin; GABAA chloride channel blocker)
or gabazine (GABAA receptor antagonist) completely abolished CRs; no remnant
CRs with short-latency to onset and peak were observed, neither in the nictitating
membrane response nor the eyelid response (Attwell et al., 2001; Attwell et al., 2002).
Recently, Mostofi et al. showed in rabbits that extremely small infusions of CNQX
(6-cyano-7-nitroquinoxaline-2,3-dione; non-NMDA ionotropic glutamate receptor
antagonist) in the D0 zone of lobule HVI, the eyeblink controlling microzone, were
sufficient to completely abolish eyeblink CRs (Mostofi et al., 2010). Other groups
however initially reported that lesions of the cerebellar cortex would have no effect
on eyeblink CRs (McCormick et al., 1981; McCormick et al., 1982; Clark et al., 1984;
McCormick and Thompson, 1984), which might be explained by the fact that the
lesioned areas in these studies spared the eyeblink controlling microzone. Instead,
Lavond and colleagues found that both amplitude and timing of eyeblink CRs would
be affected following lesions of the eyeblink controlling microzone, albeit in incomplete
fashion (Lavond et al., 1987; Lavond and Steinmetz, 1989). In line with this latter
finding, Mauk and coworkers reported that both permanent lesions of the cerebellar
cortex and reversible disconnections of the AIN from the cerebellar cortex by PTX
infusions in the AIN or muscimol infusions in the cerebellar cortex, mainly disrupted
the learning-dependent timing of eyeblink CRs: after removing cortical inputs from
the AIN rabbits still showed CRs but these residual CRs had an extremely short
latency to onset and latency to peak, therefore called short-latency responses (SLRs)
(Perrett et al., 1993; Garcia and Mauk, 1998; Medina et al., 2001; Bao et al., 2002;
Ohyama et al., 2003; Ohyama et al., 2006). In short, inactivation of the IN generally
severely affects eyeblink CRs, whereas inactivation of the cerebellar cortex leads to
more conflicting results, with some groups reporting a full abolishment of eyeblink
CRs and others reporting residual SLRs.

Unconditional stimulus and unconditioned response pathway

Sensory stimulation of the cornea, conjunctiva or peri-ocular region will normally
elicit a reflexive eyeblink. This eyeblink consists of a rapid contraction of the external
eyelids together with, in some animals, a passive lateral sweep of the nictitating
membrane or third eyelid due to retraction of the eyeball in the orbita. The sensory
information is relayed via the ophthalmic division of the trigeminal nerve to the
trigeminal nucleus (N. V), which in turn innervates the oculomotor nucleus (N. III),
the (accessory) abducens nucleus (N. VI) and the orbicularis oculi motor neurons of
the facial nucleus (N. VII) (Fig. 4) (Holstege et al., 1986; Pellegrini et al., 1995; van
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Figure 4 Neural circuits engaged during eyeblink conditioning. Purkinje cells in eyeblink controlling
microzones receive climbing fiber input from the dorsal accessory olive, which relays sensory information from
the peri-orbital facial region (US pathway in red). Additionally, the same Purkinje cells receive a continuous
stream of virtually all sensory information from some two hundred thousand parallel fibers, originating from
mossy fibers from various brainstem nuclei including the basilar pontine nuclei (CS pathway in green). The
Purkinje cells project to the AIN, which in turn innervates, via the red nucleus, the motor neurons that control
the eyeblink (CR pathway in gray). Abbreviations: AIN anterior interposed nucleus, BN brainstem nuclei (e.g.
basilar pontine nuclei, nucleus reticularis tegmentis pontis, lateral reticular nucleus), CN cochlear nucleus,
DAO dorsal accessory olive, MLI molecular layer interneuron, MN motor neurons innervating the eyeblink
muscles (oculomotor nucleus (III), accessory nucleus (VI), and facial nucleus (VII)), N.V trigeminal nucleus,
RN red nucleus.

Ham and Yeo, 1996a, b). The eyeblink is a result of simultaneous action of these three
motor nuclei: the facial nucleus activates the orbicularis oculi muscle, the oculomotor
nucleus de-activates the levator palpebrae muscle, and the oculomotor and abducens
nuclei together retract the eyeball (van Ham and Yeo, 1996a, b; Trigo et al., 1999;
Delgado-Garcia et al., 2002; Delgado-Garcia et al., 2003).

In addition to these eyeblink motoneurons, the trigeminal neurons also project to
the medial part of the dorsal accessory inferior olive and dorsomedial group of the
principal olive (De Zeeuw et al., 1996). These olivary regions provide the climbing
fiber input via the inferior cerebellar peduncle to the eyeblink controlling microzones
in the cerebellar cortex (Fig. 4). In cats, Hesslow identified four of these cortical
microzones in the C1 and C3 zones of Lobule VI and VII, which showed complex spike
responses with a short latency of about 10 ms on ipsilateral peri-orbital stimulation.
Stimulation of these areas can produce eyeblink responses and micro-stimulation of
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these areas during the CS-US interval in conditioned animals can completely abolish
eyeblink CRs (Hesslow, 1994). The directly adjacent C2 regions also showed complex
spikes on peri-orbital stimulation, but these complex spikes can be elicited by both
ipsi- and contralateral stimulation and have longer latencies (ipsilateral ± 15 ms;
contralateral ± 20 ms (Hesslow, 1994). Since microstimulation of these adjacent
C2 areas does not produce an eyeblink response, they may not directly control the
eyeblink CR. Hesslow's finding of multiple eyeblink controlling microzones is in
agreement with the hypothesis that microzones themselves are part of a larger entity,
called ‘‘multizonal micro-complexes’’ (Apps and Hawkes, 2009). In ferrets, a more or
less similar cortical pattern of eyeblink controlling microzones can be found (Hesslow
and Ivarsson, 1994). For rabbits an eyeblink controlling microzone has been found in
the zebrin-negative D0 zone, which according to Sugihara's terminology represents
zebrin band P5- (Voogd, 2003; Sugihara and Shinoda, 2004; Voogd and Ruigrok,
2004; Mostofi et al., 2010). For other species like rats and mice, evidence is now
accumulating that this microzone in the depth of lobule VI is also controlling eyeblink
responses (Van Der Giessen et al., 2008; Heiney et al., 2014; Steinmetz and Freeman,
2014).

Climbing fibers originating from the medial part of the dorsal accessory inferior
olive and dorsomedial group of the principal olive do not only innervate Purkinje
cells in the cerebellar cortex but also give off collaterals to the cerebellar nuclei,
predominantly to the lateral AIN and its dorsolateral hump (DLH) (Pijpers et al.,
2005), which are the nuclear parts of the eyeblink controlling zone. These climbing
fiber collaterals are excitatory and seem to innervate particularly inhibitory glutamatic
acid decarboxylase 67 (GAD67) positive cerebellar nuclei neurons (Uusisaari and
Knopfel, 2011), but also GAD67-negative projection neurons (Fig. 5) (McCrea et al.,
1978; Hoebeek et al., 2010).

As proposed by Marr (1969) and Albus (1971) climbing fibers indeed seem to
transmit US or error information (Marr, 1969; Albus, 1971). Electrical stimulation
of the inferior olive or climbing fibers directly can serve as an effective US during
eyeblink conditioning and has been demonstrated to result in normal eyeblink CR
acquisition (Yeo et al., 1985c; Mauk et al., 1986; Steinmetz et al., 1989; Yeo and
Hardiman, 1992; Jirenhed et al., 2007; Rasmussen et al., 2013). Interestingly, only a
train of several stimulus pulses can cause acquisition; a single climbing fiber pulse
even causes extinction (Rasmussen et al., 2013). This finding is in line with behavioral
work using a peri-ocular US which shows that a stronger US induces faster acquisition
and a very weak US indeed leads to extinction of eyeblink CRs (Passey, 1948; Spence,
1953; Smith, 1968; Freeman et al., 1993; Kehoe and White, 2002; Najafi and Medina,
2013).

Lesions of the inferior olive severely impair CR acquisition (Welsh and Harvey,
1998), although data is less consistent on this point. Intuitively, one would expect
that lesions of inferior olive after CR acquisition cause an extinction-like behavior
during normal paired CS-US training. Since the US cannot be transmitted to the
Purkinje cell, paired CS-US may be seen by the Purkinje cell as ‘‘CS-only’’ trials. Such
extinction-like behavior has indeed been reported (McCormick et al., 1985; Welsh
and Harvey, 1998). On the other hand, removal of climbing fiber input from the
Purkinje cells is also known to increase simple spike firing of Purkinje cells within
several minutes to exceptionally high levels and sustained climbing fiber inactivation
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(30 min to 5 hours) will even lead to simple spike oscillations with high-frequency
bursts (up to 150 Hz) with in between periods of complete spiking silence (Colin et
al., 1980; Montarolo et al., 1982; Cerminara and Rawson, 2004). More in line with
these robust changes in Purkinje cell physiology, other groups report an immediate
abolishment of CR after removal of climbing fiber inputs (Yeo et al., 1986; Zbarska
et al., 2007; Zbarska et al., 2008). Thus specific parts in the inferior olive receive
peri-orbital sensory information and these olivary parts innervate with their climbing
fibers Purkinje cells in specific eyeblink controlling zones in the cerebellar cortex and
by means of collaterals neurons in the eyeblink controlling zones in the cerebellar
nuclei. These climbing fibers transmit error information, or in classical conditioning
terminology: the US, which elicits a short-latency complex spike in the Purkinje cells.

Conditional stimulus pathway

Mossy fibers transmit sensory information from many modalities, including auditory
and visual, to the cerebellar cortex (Buchtel et al., 1972; Altman et al., 1976; Steinmetz
et al., 1987; Freeman et al., 2007; Leergaard and Bjaalie, 2007; Freeman and Duffel,
2008; Halverson et al., 2008; Halverson and Freeman, 2009, 2010). These mossy fibers
originate from various brainstem nuclei, including the basilar pontine nuclei. The
basilar pontine nuclei receive a massive amount of sensory information from cortical
and subcortical areas (Glickstein et al., 1972; Glickstein et al., 1980; Mower et al., 1980;
Mihailoff et al., 1985; Kosinski et al., 1988; Legg et al., 1989; Mihailoff et al., 1989; Wells
et al., 1989). Mossy fibers innervate granule cells, which in turn, with their massive
parallel fiber projection, supply input to the Purkinje cells, including those in the
eyeblink controlling microzone. In unconditioned animals, mossy fibers originating
from the basilar pontine nuclei sparsely give off collaterals to the lateral cerebellar
nuclei but do not project to the eyeblink controlling regions of the cerebellar nuclei,
which would be the lateral AIN and the DLH (Dietrichs et al., 1983; Brodal et al.,
1986; Parenti et al., 2002; Cicirata et al., 2005; Boele et al., 2013). For other mossy
fiber sources, like the nucleus reticularis tegmentis pontis, the innervation of the AIN
and DLH is probably slightly more pronounced. The sparse mossy fiber collaterals,
which are just like climbing fiber collaterals excitatory, innervate mainly the large
GAD67-negative projection neurons (Fig. 5; Uusisaari and Knopfel, 2011).

Electrical stimulation of mossy fiber origins like basilar pontine nuclei (Steinmetz
et al., 1986; Tracy and Steinmetz, 1998; Freeman et al., 2005a), but also of mossy fibers
directly in the middle cerebellar peduncle (Steinmetz et al., 1986; Svensson et al., 1997;
Hesslow et al., 1999) can serve as CS and can result in robust conditioning. In addition,
lesioning of the middle cerebellar peduncle prevents both CR acquisition and CR
expression (Lewis et al., 1987). Thus, mossy fibers seem to transmit conditional or
contextual information, in classical conditioning terminology the CS, out of many
modalities via the granule cell - parallel fiber system to the Purkinje cells, including
Purkinje cells in the eyeblink-controlling microzone.

Conditioned response pathway

Purkinje cells in cortical eyeblink controlling microzones form the ultimate point of
convergence of climbing fibers transmitting the US and mossy fibers the CS informa-
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tion. Temporal silencing of these Purkinje cells'simple spike firing by optogenetic
stimulation of molecular layer interneurons can produce eyeblink responses (Heiney
et al., 2014). In addition, electrical micro-stimulation of these areas during the CS-US
interval in conditioned animals can completely abolish eyeblink CRs (Hesslow, 1994).
Purkinje cells in eyeblink controlling microzones project to the lateral part of the
AIN, including its DLH (Rosenfield and Moore, 1995). The cerebellar nuclei should
not be treated as a simple relay nucleus with little neuronal diversity (Uusisaari and
Knopfel, 2011). Evidence is accumulating that these nuclei act as the final, integrative
processing unit in the cerebellar circuitry. In the cerebellar nuclei one can categorize at
least four neuronal types based on electrophysiological properties and activity of the
GAD67 and glycine transporter (GlyT2) promotors, which are often used as markers
for GABAergic and glycinergic neurons, respectively. The cerebellar nuclei contain at
least two excitatory neuron types, namely large GAD67-negative projection neurons
and small GAD67-negative interneurons, and four inhibitory neuron types, namely
GAD67-positive projection neurons and interneurons, and GlyT2 positive projection
neurons and interneurons (Fig. 5) (for monkey: Chan-Palay, 1977; for cat: Palkovits
et al., 1977; for rat: Aizenman et al., 2003; Knopfel and Uusisaari, 2008; Bagnall et al.,
2009; Uusisaari and Knopfel, 2011). Purkinje cells have a strong inhibitory effect on
both types of excitatory cerebellar nuclei neurons (large and small GAD67-negative
neurons) and at least one type of inhibitory cerebellar nuclei neuron (GAD67-positive
neurons) (Uusisaari and Knopfel, 2011). As mentioned, the AIN also receives excita-
tory inputs from climbing fiber collaterals transmitting the same US information, but
in untrained animals, mossy fiber collaterals are, depending on their source and thus
the CS modality, extremely sparse (Dietrichs et al., 1983; Brodal et al., 1986; Parenti et
al., 2002; Cicirata et al., 2005; Boele et al., 2013).

Retrograde trans-synaptic tracing experiments using (pseudo-)rabies virus showed
that the orbicularis oculi muscle is mainly innervated by the ipsilateral AIN, including
its dorsolateral hump, and lobule HVI (Morcuende et al., 2002; Gonzalez-Joekes and
Schreurs, 2012). Indeed, electrical stimulation of this AIN region can produce an eyelid
closure (McCormick and Thompson, 1984; Freeman and Nicholson, 2000; Halverson
et al., 2010). In addition, stimulation of the ‘‘downstream’’ magnocellular division of
the red nucleus can induce eyeblink responses (Nowak et al., 1997), whereas lesions
of the red nucleus completely abolish eyeblink CRs (Rosenfield and Moore, 1983,
1985; Ohyama et al., 2006). Thus, the CR pathway contains AIN projections to the
magnocellular division of the red nucleus, which projects to the motor nuclei that
innervate the eyelid muscles, including the facial nucleus (N. VII) to activate the
orbicularis oculi muscle, the oculomotor nucleus (N. III) to de-activate the levator
palpebrae muscle, and the oculomotor and abducens nuclei (N. VI), together ensuring
retraction of the eyeball (van Ham and Yeo, 1996b; Trigo et al., 1999; Delgado-Garcia
et al., 2002; Delgado-Garcia et al., 2003). It is important to note at this point that the
reflexive eyeblink (UR) and the conditioned eyeblink (CR) differ from each other in
kinematics because of differences in their neural control. For URs the eyeblink motor
neurons (III, VI, VII) receive their main input from the trigeminal nucleus (N. V),
whereas for CRs they receive their main input from the red nucleus. As a result, the
temporal profile of the UR is determined by the US: a stronger stimulation leads to a
bigger and faster eyeblink. The temporal profile of the CR instead is governed by the
CS-US interval: the CR peaks just before the onset of the US.
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Figure 5 The cerebellar nuclei contain different cell types and form the final integrative processing unit in the
cerebellum. In the cerebellar nuclei one can categorize at least six neuronal types based on electrophysio-
logical properties and activity of the glutamatic acid decarboxylase (GAD67) and glycine transporter (GlyT2)
promotors. The cerebellar nuclei contain at least two glutamatergic neuron types, namely large GAD67 neg-
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(Gly+) and GlyT2 neurons (Gly+I, I stands for Inactive), which project back to the Golgi cells and Purkinje cells
in the cerebellar cortex. In contrast to other cerebellar nuclei neurons, Gly+I neurons are not spontaneously
active. Dashed lines denote connections of uncertain strength. Gray projections are GABAergic, purple are
glutamatergic, and orange are glycinergic or mixed glycinergic/ GABAergic. (Figure based on Uusisaari and
Knopfel, 2011, and Ankri et al., 2015). Since the focus of this figure is on the cerebellar nuclei neurons we
did not depict all cortical neurons and projections. Abbreviations: BN brainstem nuclei, GC Golgi cell, GrC
granule cells, IO inferior olive, MCN medial cerebellar nucleus.

28



General Introduction

Apart from the excitatory projection to the premotor neurons in the red nucleus
provided by large glutamatergic projection neurons (large GAD67-negative), the
cerebellar nuclei have an inhibitory projection back to the inferior olive, provided by
small GAD67-positive neurons (de Zeeuw et al., 1988; de Zeeuw et al., 1989; Ruigrok
and Voogd, 1990; Fredette and Mugnaini, 1991). In this GABAergic feedback loop,
the cerebellar zonal arrangement is again preserved (Dietrichs and Walberg, 1981;
Courville et al., 1983; Dietrichs and Walberg, 1986; de Zeeuw et al., 1989; Ruigrok,
2011) and thus the lateral AIN and DLH regions project back to the medial part of the
dorsal accessory inferior olive and dorsomedial group of the principal olive. Since
Purkinje cells innervate both excitatory and inhibitory neurons in the cerebellar nuclei,
the excitatory cerebellar output system and the inhibitory feedback to the inferior
olive are most probably controlled simultaneously (De Zeeuw and Berrebi, 1995;
Teune et al., 1998; Uusisaari and Knopfel, 2011). Indeed, cerebellar nuclear recordings
show that during acquisition inputs from the inferior olive are being suppressed,
suggesting that the inferior olive becomes functionally inhibited by the cerebellum
during the generation of an eyeblink CR (Andersson et al., 1988; Hesslow and Ivarsson,
1996; Kim et al., 1998; Medina et al., 2002), resulting in a decreased complex spike
frequency within the CS-US interval (Rasmussen et al., 2008; Rasmussen and Hesslow,
2014; Rasmussen et al., 2014). Interestingly, early recordings from Purkinje cells
during eyeblink conditioning seem to suggest the opposite: some cells would show an
increase of complex spikes within the CS-US interval in conditioned animals (Berthier
and Moore, 1986). These intuitively conflicting results might partly be explained by
differences in experimental design and differences in data analysis. First, Rasmussen
et al. conditioned the animals for several hours and looked particularly at the changes
in complex spike frequency in the last 100 ms of the CS (CS and US co-terminate),
whereas Berthier and Moore performed a longer training for several days and report
increased complex spike frequencies for some Purkinje cells in the first 100 ms of
the CS. Second, Rasmussen et al. recorded specifically from Purkinje cells in the
eyeblink controlling microzone, whereas Berthier and Moore had a more global
approach. Instead, manipulation of the nucleo-olivary pathway has provided more
consistent results. Whereas blockade of nucleo-olivary feedback after acquisition
prevents extinction of conditioned eyelid responses, blocking excitatory inputs to
the inferior olive or stimulation of the nucleo-olivary feedback loop just before US
presentation in a trained animal leads to extinction of eyeblink CRs (Medina et al.,
2002; Bengtsson et al., 2007).

Contribution of extracerebellar structures

Numerous studies have focused on the contribution of extracerebellar structures
like (medial) prefrontal cortex, hippocampus, thalamus, and amygdala to memory
formation relating to delay eyeblink conditioning (mPFC: Leal-Campanario et al.,
2007; Plakke et al., 2009; Wu et al., 2012; Hippocampus: Berger and Thompson, 1978;
Hoehler and Thompson, 1980; Lee and Kim, 2004; Blankenship et al., 2005; Wu et
al., 2013; Thalamus: Halverson et al., 2008; Halverson and Freeman, 2009; Halverson
et al., 2009; Halverson and Freeman, 2010; Halverson et al., 2010; Ng and Freeman,
2012; Steinmetz et al., 2013; Amygdala: Neufeld and Mintz, 2001; Lee and Kim,
2004; Blankenship et al., 2005; Boele et al., 2010; Ng and Freeman, 2013). Especially
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amygdala inactivation seems to have major effects on the acquisition of eyeblink CR,
and we have suggested that in mice the particularly the amygdala contributes to
the potentiation of startle or short-latency fear responses in the eyeblink trace (Boele
et al., 2010). Since this book chapter focuses on cerebellar coding and the role of
extracerebellar structures seems to be mainly limited to either a modulation of CS
inputs to the cerebellum or the potentiation of fear components in the eyeblink trace,
they will not be further discussed in here.

Neural plasticity in cerebellar cortex and cerebellar nuclei
Learning versus performance

As mentioned above, inactivation of the AIN can abolish eyeblink CRs. From the
very beginning this finding was challenged by the argument that lesions of the AIN
would produce a performance deficit rather than an impairment of learning. The first
argument against the cerebellar learning hypothesis came from studies suggesting
that AIN lesions simply block the expression but not the learning of eyeblink CRs
(Welsh and Harvey, 1989, 1991; Welsh, 1992; Llinás and Welsh, 1993; Bracha et al.,
1994). This issue has to a large extent been tackled in several temporal (or reversible)
inactivation studies using the local anesthetic lidocaine or the GABA (γ-aminobutryc
acid) agonist muscimol, with the rationale that inactivation of a brain region where
memory formation takes place should result in no CRs during training and no CRs
once the inactivation has been removed. In contrast, inactivation of a brain area that is
not involved in memory storage but only in the expression of learning should result
in no CRs during the inactivation but CRs should be expressed once the inactivation
has been removed. Lidocaine or muscimol infusions in the eyeblink controlling
parts of the cerebellar cortex and AIN prevent learning, reflected by the absence of
CRs both during inactivation and after the removal of the inactivation (Krupa et al.,
1993; Nordholm et al., 1993; Bracha et al., 1994; Hardiman et al., 1996; Attwell et al.,
2001; Bracha et al., 2001; Aksenov et al., 2004). In contrast, inactivation of cerebellar
premotor efferents, like the red nucleus, by the same drugs prevents the expression of
CRs during the inactivation, but does not prevent learning in that after the washout
of the drug CRs are present (Krupa and Thompson, 1995; Krupa et al., 1996; Ohyama
et al., 2006). Thus, learning takes place upstream from the red nucleus in the CR
pathway, which is the cerebellum.

A second argument against the cerebellar learning hypothesis came from studies
reporting that neurons in the interposed nucleus start firing about 20 ms after the onset
of the eyeblink CR, suggesting that the interposed nuclei cannot initiate/generate
the eyeblink CR (Gruart and Delgado-Garcia, 1994; Gruart et al., 1995; Gruart et
al., 2000; Delgado-Garcia and Gruart, 2002, 2005, 2006; Sanchez-Campusano et al.,
2011). According to this work also, the cerebellum is not involved in memory storage
but rather in the timing of eyeblink CRs and dampening oscillations in the eyeblink.
However, most of these recordings were made in the PIN, which is an area of the
cerebellar nuclei that does not seem to be directly involved in the control of eyelid
muscles as there are no major projections to the red nucleus (Ruigrok, 2004). In
contrast, electrophysiological recordings from neurons in the AIN do exhibit a firing
profile, which precedes the onset of the eyeblink CRs and is only observed in trials
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wherein a CR is present and their activity models the timing and amplitude of these
CRs (McCormick et al., 1982; McCormick and Thompson, 1984; Berthier and Moore,
1990; Gould and Steinmetz, 1996; Freeman and Nicholson, 2000; Nicholson and
Freeman, 2002; Choi and Moore, 2003; Green and Arenos, 2007; Halverson et al., 2010).
Together, these recordings suggest that the AIN is causally related to eyeblink CR
by driving the premotor neurons that innervate the eyelid muscles and that the PIN
might contribute to the motion trajectory of CRs once they started.

Cerebellar cortex versus cerebellar nuclei

It appeared to be much more challenging to tease apart the relative contributions of
the cerebellar cortex and the cerebellar nuclei. Is the abolishment of CRs after AIN
inactivation a result of disruption of the memory that is formed in the AIN itself or
simply the effect of blocking the output of the memory that is formed ‘‘upstream’’ in
the Purkinje cells? In other words, is the essential memory formed in the cerebellar
nuclei or in the cerebellar cortex? Or maybe in both?

Learning in the cerebellar cortex

According to Marr's and Albus'theoretical work the essential learning would take
place in the cerebellar cortex (Marr, 1969; Albus, 1971). They hypothesize that simul-
taneous activation of a set of parallel fibers with a climber fiber results in a change in
the synaptic strength of this set of parallel fiber – Purkinje cell synapses. According to
Albus this process should be regarded in a sense of classical conditioning: ‘‘It is now
hypothesized that the inactivation response pause [after a complex spike] in Purkinje spike
rate is an unconditioned response (UR) in a classical learning sense caused by the uncondi-
tioned stimulus (US) of a climbing fiber burst. It is further hypothesized that the mossy fiber
activity pattern ongoing at the time of the climbing fiber burst is the conditioned stimulus
(CS). If this is true, the effect of learning should be that eventually the particular mossy fiber
pattern (CS) should elicit a pause (CR) in Purkinje cell activity similar to the inactivation
response (UR) that previously had been elicited only by the climbing fiber burst (US)’’ (Albus,
1971). Thus, cerebellar learning requires context or conditional (CS) information from
mossy fibers and an error or teaching signal (US) from climbing fibers. As a result
of pairing the CS with the US, Purkinje cells in the cerebellar cortex eventually will
pause their simple spike firing. Since Purkinje cells have a tonic inhibitory effect on
the cerebellar nuclei, this simple spike suppression will disinhibit the cerebellar nuclei,
which in turn should ultimately result in an increase of cerebellar output.

Thus, Purkinje cells in a cerebellar microzone receive on the one hand a massive
amount of sensory information from many modalities (CS) and on the other hand
sensory information from a very specific receptive field (US). Therefore, they appear
well suited for associative learning (Harvey and Napper, 1991). The best evidence
that Purkinje cells in the cerebellar cortex indeed can acquire pauses in their simple
spike firing during eyeblink conditioning comes from Hesslow's lab. Their exact
identification of eyeblink controlling microzones in the C1 and C3 regions and their
decerebrated preparation makes it possible to study changes in Purkinje cell activity
as it might occur during eyeblink conditioning. In a training paradigm, using pe-
ripheral forelimb or direct mossy fiber stimulation as CS paired with a peri-ocular or

31



Chapter 1

direct climbing fiber stimulation as US, one could observe a gradual acquisition of
a suppression and even complete silencing of Purkinje cell simple spike firing. This
Purkinje cell pause or Purkinje cell CR is adaptively timed in that the response latency
varies with the used interval between CS and US and the suppression is maximal,
exactly just before the onset of the US (Fig. 6A-C) (Jirenhed et al., 2007; Rasmussen
et al., 2008; Svensson et al., 2010; Jirenhed and Hesslow, 2011b). Moreover, many
other known behavioral phenomena like extinction and rapid reacquisition (Fig. 6
D-I) (Jirenhed et al., 2007), adaptation of the timing of CRs after changing the CS-US
interval (Jirenhed and Hesslow, 2011b), a minimal CS-US interval of about 100 ms
(Wetmore et al., 2014), facilitating effects on the rate of conditioning by increasing the
US intensity (Rasmussen et al., 2013), and a decreased CR onset after increasing the
CS intensity (Svensson et al., 2010), can also be observed in the single Purkinje cell.

Together, these findings strongly suggest that the essential learning takes place in
these Purkinje cells in the eyeblink controlling microzone. However, it is still unclear
whether this Purkinje cell simple spike pause alone is sufficient to generate eyeblink
CRs. First, in Hesslow's approach in the decerebrated ferret training occurs within a
couple of hours and from behavioral experiments we know that, with a few exceptions,
it is impossible to train an animal within this time window, even if the animal is used
to spending long times in the experimental setup (observations by H.J. Boele, data not
shown). Second, because of their preparation they do not record simultaneously from
Purkinje cells and the conditioned external eyelids. However, other studies, which
do perform simultaneous recordings, show that indeed a subpopulation of Purkinje
cells can show a learning related inhibitory response of which the temporal profile
corresponds with that of the eyelid CR (Hesslow and Ivarsson, 1994; Kotani et al.,
2006). In addition, some Purkinje cells would instead increase their firing in the CS-US
interval during conditioning (Berthier and Moore, 1986; Kotani et al., 2003; Green and
Steinmetz, 2005; Kotani et al., 2006). However, these cells do not seem to control the
eyeblink CR directly, since their firing profile does not seem to be correlated with
the temporal profile of the eyeblink CR (Kotani et al., 2006). So far, a conclusive and
quantitative study on the exact role and contributions of Purkinje cells controlling the
overt eyeblink CR at different stages during the learning process is still lacking.

Plasticity mechanisms in the cerebellar cortex

What is the neural mechanism underlying this adaptively timed simple spike suppres-
sion of a Purkinje cell? Albus proposed that the main underlying mechanism would
be a synaptic weakening of the parallel fiber – Purkinje cell synapse (pf-PC synapse)
(Albus, 1971). A few years later Masao Ito provided the first experimental support
for this learning mechanism by showing that Purkinje cells (in the flocculus) indeed
showed a strong suppression (of about ten minutes) in their simple spike firing as
a result of conjunctive mossy fiber and climbing fiber stimulation (Ito et al., 1982).
This initial suppression was followed by a longer lasting (hour) slow suppression.
In addition, this depression seemed to occur specifically at pf-PC synapses that are
involved in the conjunctive stimulation. This long-term depression (LTD) was later
confirmed in many other studies (Ekerot and Kano, 1985; Linden and Connor, 1991;
Linden et al., 1991). Further strengthened by reports that LTD-deficient mouse mu-
tants showed impaired eyeblink conditioning, LTD was increasingly considered as the
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Figure 6 (A-C) Acquisition of Purkinje cell CR. (A) Two sample records from a Purkinje cell exposed to
paired CS-US presentations (bars above graph), from trial 1 (top) and 640 trials later (bottom). The acquired
Purkinje cell response had a latency relative to CS onset of ± 60 ms. (B) Raster plot of the simple spike
activity recorded from the same cell during 640 trials of paired CS-US presentations. The inhibitory response
during the CS period (framed) gradually developed as training progressed. (C) Average raster plot based on
11 Purkinje cell records during acquisition. The plot is built up of squares, the shadings of which indicate
average firing rate across all cells. The light area that gradually appears represents the Purkinje cell CR, i.e.,
an inhibitory response with a firing rate below background level (100%). The darker areas indicate increased
simple spike activity. (D-F) Purkinje cell activity during extinction. (D) Two example records from a Purkinje
cell exposed to unpaired CS-US stimulation (bar above graph indicates the 300 ms CS period), from trial 1
(top) and 440 trials later (bottom). The Purkinje cell CR had a latency relative to CS onset of 60 ms and
a duration of 300 ms. (E) Raster plot of simple spike activity recorded from the same cell as above during
440 trials of unpaired CS-US stimulation. The inhibitory response during the CS period (framed) gradually
extinguished as training progressed. (F) Average raster plot of simple spikes recorded from nine Purkinje cells
during paired CS-US stimulation. (G-I) Purkinje cell activity during reacquisition. (G) Two example records
from a Purkinje cell reexposed to paired CS-US stimulation (bars above graph) after extinction of the CR.
Trial 1 (top) and 40 trials later (bottom) are shown. (H) Raster plot of simple spike activity (recorded from
the same cell as above) during 40 trials of reintroduced pairing of CS-US stimulation. Notice the savings in
the rate of reacquisition compared with acquisition. After only four trials, the CR was reacquired. (I) Average
raster plot based on five Purkinje cell records during paired CS-US stimulation. (J,K) Conditioned Purkinje
cell responses on a CS that extends the CS-US interval. (J) Example raster plot and histogram of responses
from a cell conditioned to a 200 ms CS-US interval (gray shading), using a CS of 600 ms duration (black bar
below graph). (K) Example raster plot and histogram of responses from a cell conditioned to a 500 ms CS-US
interval (gray shading), using a CS of 800 ms duration (black bar below graph). (L) Conditioned Purkinje cell
response on a short CS displayed as raster plot and histogram. Upper panel shows the average response to
CS-alone stimulation after conditioning with a 200 ms CS-US interval (gray shading) using a 400 ms duration
CS (black bar below graph); the CS consisted of 400 ms pulse train (50 Hz) to the mossy fibers. Lower panel
shows CRs from the same cell elicited with a short CS of only two pulses; each CS pulse is indicated by an
arrow (interval between stimuli was 20 ms). For J, K, and L: each graph is based on 40 trials. The duration is
1.5 s. (Figure and legend used with permission from Jirenhed et al., 2007; Jirenhed et al., 2011a, b.)
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main learning mechanism underlying eyeblink conditioning (De Zeeuw et al., 1998;
Mauk et al., 1998; Hansel and Linden, 2000; Hansel et al., 2001; Mauk and Buonomano,
2004; Yeo, 2004; De Zeeuw and Yeo, 2005; Yamazaki and Tanaka, 2009; Freeman and
Steinmetz, 2011). For instance, LTD and eyeblink conditioning are impaired in (i)
Mutants lacking the metabotropic glutamate receptor mGluR1 in Purkinje cells (Aiba
et al., 1994; Ichise et al., 2000; Kishimoto et al., 2002), (ii) Mutants lacking the glutamate
receptor subunit delta2 (GluR∆2) (Kishimoto et al., 2001), (iii) Mutants lacking glial
fibrillary acidic protein (GFAP) (Shibuki et al., 1996), and (iv) Purkinje-cell specific
mutants overexpressing Protein Kinase C inhibitor (PKC-I) (Koekkoek et al., 2003).

However, recent experimental and theoretical work has thrown some doubt on
the essential role that pf-PC LTD would play in motor learning. First, Welsh et
al. (2005) report that application of T-588, which blocks LTD by acutely reducing
calcium release from intracellular stores, does not prevent adaptation of the eyeblink
CR timing to a new CS-US interval (Welsh et al., 2005). Second, Schonewille et
al. (2010) demonstrate that in three different types of mutant mice (PICK1 KO,
GLuR2∆7 KI, and GluRK882A KI) that selectively lack expression of cerebellar LTD
eyeblink conditioning was not affected (Schonewille et al., 2011). In these mutants, the
expression of pf-PC LTD is specifically targeted by modifications downstream of the
molecular cytosolic pathways at the level of either the intermediary PICK1 between
PKC activation and AMPA receptor internalization or even at the level of the cell
membrane (GluR2∆7 KI and GluR2K882A KI). In contrast, in previous mutants not
only pf-PC LTD but also other forms of cerebellar plasticity are affected (Gao et al.,
2012). For example, inhibition of PKC may affect the efficacy of GABAA receptors at
the MLI to Purkinje cell synapse by influencing their surface density and sensitivity to
positive allosteric modulators and/or by modifying chloride conductance (Song and
Messing, 2005). Similarly, Purkinje cells also display intrinsic plasticity (Pedroarena
and Schwarz, 2003), and protein kinases may well be required for persistent use-
dependent modulation of one or more of the ion channels involved. Finally, the
kinases might also play a role in presynaptic plasticity at the Purkinje cell to cerebellar
nuclei neuron synapse (Belmeguenai et al., 2010) and/or postsynaptic plasticity at the
mossy fiber or climbing fiber collateral to cerebellar nuclei neuron synapse (Zhang
and Linden, 2006; Pugh and Raman, 2008). These more global effects might explain
why in previous mutants with enzymatic deficits eyeblink conditioning was impaired
and why in these improved and newer mutants with receptor-linked subtle deficits
eyeblink conditioning is normal.

Third, LTD of the pf-PC synapse seems to be insufficient to explain the millisecond-
precise timing of eyeblink CRs. The LTD hypothesis assumes that a specific CS will
activate different sets of granule cells, which in response will fire with different
latencies and durations. LTD then would occur specifically at those pf-PC synapses,
which burst activity coincides with the climbing fiber input provided by the US. As a
result of LTD simple spike firing will be suppressed in the CS-US interval and thus
the eyelid will close in the CS-US interval. If this hypothesis were true, then one
would expect that a change in duration of activity of specifically those parallel fibers,
which underwent LTD at their synapses with the Purkinje cells, would result in a
change in duration of simple spike suppression and thus a change in duration of the
eyeblink CR. In other words, the CS duration would determine the length of the CR.
However, it has been shown in Purkinje cell CR and eyeblink CRs that a long CS,
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which extends beyond the used CS-US interval, results in normally shaped CRs (Fig.
3, 6J, K) (Jirenhed and Hesslow, 2011b). Thus, even if the CS outlasts the used CS-US
interval by several hundreds of milliseconds, the CR is perfectly timed with its peak
just at the point where the US is about to be delivered. Interestingly, after training
with a CS-US interval of 250 ms, a very brief CS of only tens of milliseconds is also
sufficient to elicit normal Purkinje cell and eyeblink CRs (Fig. 3A, B, 6L) (Svensson et
al., 2010; Jirenhed and Hesslow, 2011a), but when training occurs with a longer CS-US
interval of 500 ms, the brief CS seems to be insufficient to elicit proper CRs (Fig. 3C,
D).

Together, these data together strongly suggest that the CR seems to be rather
uncoupled from the CS duration and that for short CS-US intervals of about 250 ms
especially the first tens of milliseconds contain crucial information for the Purkinje
cell to suppress its firing which, in our view, cannot be merely explained by pf-PC
LTD. At this point it is still unclear whether parallel fibers transmit a natural CS, for
instance an auditory tone, during the full duration of the of the CS to the Purkinje cell,
as in the approach with the mossy fiber stimulation as described above (cf. Jorntell
and Ekerot, 2006; Ruigrok et al., 2011; van Beugen et al., 2013). Fourth, it appeared
that LTD of the parallel fiber – Purkinje cell synapse cannot even be established after
eyeblink conditioning (Jirenhed and Hesslow, 2011a). In an approach where animals
were first being trained with a CS consisting of direct mossy fiber stimulation at 50 Hz
for a duration of 800 ms and a US of direct climbing fiber stimulation at 500 Hz for 20
ms and starting at 200 ms after CS onset, they looked at the simple spike probability
after single mossy fiber pulses in CS alone trials after training at different time points
in the 800 ms CS period. They argue that, if LTD would take place, then one would
expect a lower simple spike probability at each time point in 800 ms CS period, and
thus a coupling of CS length and simple spike suppression. However, in conditioned
Purkinje cells they could only establish a decreased simple spike probability within
the CS-US interval and not in the 600 ms period wherein the CS outlasts the US,
suggesting that LTD of the parallel fiber – Purkinje cell synapse has not taken place
(Jirenhed and Hesslow, 2011a; Hesslow et al., 2013).

For further arguments against LTD as being the sole essential form of plasticity
underlying eyeblink conditioning, we refer to Hesslow et al. (2013) and Gao et al.
(2012) (Gao et al., 2012; Hesslow et al., 2013). Hesslow et al. (2013) argue that the
conditions under which LTD is induced in vitro do not match those of behavioral eye-
blink conditioning experiments. In the slice preparation, LTD can be induced within
minutes and optimal LTD is obtained when the delay between ‘‘CS’’ and ‘‘US’’ would
close to zero milliseconds, whereas during behavioral experiments, the acquisition
of eyeblink CRs takes several hundreds of paired trials and the minimum interval in
order to get proper conditioning is between CS and US is about 100 milliseconds. In
contrast, Hansel and coworkers argue that LTD can also be successfully induced at
longer intervals of hundreds of milliseconds (Piochon et al., 2012; Titley and Hansel,
2015). Further, since Purkinje cells have an intrinsic spike generating mechanism
(Raman and Bean, 1997, 1999), removal of excitatory inputs from the Purkinje cell by
the application of CNQX only has minor effects on simple spike firing rate (Cerminara
and Rawson, 2004; Zhou et al., 2014) and granule cells are mostly silent to begin with
(Isope and Barbour, 2002), LTD of the parallel fiber – Purkinje cell synapse alone
cannot easily explain the complete silencing of Purkinje cell simple spike firing for
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hundreds of milliseconds. In other words, removal of excitation seems unable to
induce a complete pause in simple spike firing.

Which alternative plasticity mechanisms could potentially explain or contribute
to timed simple spike pauses during eyeblink conditioning? First, Johansson et
al., (2014) have demonstrated that Purkinje cells can be successfully conditioned by
direct stimulation of parallel fibers as CS and direct climbing fiber stimulation as
US up to CS-US intervals of at least as long as 300 ms. Moreover, application of
the GABAA-antagonist gabazine seems to have no effect on acquired simple spike
pauses (Johansson et al., 2014). However, as the role of molecular layer interneurons
can probably not be excluded completely because of the strong ephaptic inhibitory
effects they have on Purkinje cells (Blot and Barbour, 2014), these data strongly
suggest the existence of a cellular mechanism within the Purkinje cell which may
suppress its simple spike firing for the duration of the CS-US interval (i.e. several
hundreds of milliseconds). In other words, Purkinje cells seem to ‘‘convert’’ increases
in parallel fiber input (by the CS) to decreased output. The exact nature of these
cellular mechanisms remains to be elucidated, but group II and III metabotropic
glutamate receptors are likely to play a role (Johansson et al., 2014; Dutar et al.,
1999). Second, it should be noted that stellate and basket cells make strong inhibitory
chemical but possibly also electrical synapses with Purkinje cells, as shown in lower
vertebrates (Sotelo and Llinás, 1972). As a result, their activity may induce long simple
spike pauses (Korn and Axelrad, 1980; Mittmann et al., 2005; Heiney et al., 2014) and
thereby contribute to the CRs. However, how these cells contribute to the exact
timing of CRs is unclear. Third, from a Purkinje cell's perspective, it seems unwise to
decrease input strengths of relevant sets of parallel fibers transmitting CS information.
If Purkinje cells indeed have an intrinsic mechanism to convert increases in parallel
fiber input, caused by the CS, to a decreased output, then pf-PC LTP would be an
effective mechanism to enhance the input strength of specific parallel fiber inputs
transmitting CS. This pf-PC might enable the Purkinje cell to ‘‘pick up’’ more easily
the relevant CS information. This optimization of input strength might explain why
after conditioning a minimum of CS information, for instance a very brief CS, can be
sufficient to elicit perfectly timed CRs (Fig. 3A, B, 6L) (Svensson et al., 2010; Jirenhed
and Hesslow, 2011a). The importance of pf-PC LTP is further supported by the
finding that eyeblink conditioning is severely impaired in L7-PP2B mice, which have
a Purkinje cell-specific impairment in pf-PC LTP and cannot increase their intrinsic
excitability (Belmeguenai and Hansel, 2005; Schonewille et al., 2010).

Plasticity in cerebellar nuclei

One of the main arguments for plasticity in the cerebellar nuclei during eyeblink
conditioning, comes from studies showing inactivation of cortical eyeblink controlling
zones could not completely abolish eyeblink CRs: after removal of cortical inputs
from the AIN, animals would still display residual CRs with extremely short latency
to onset and latency to peak, therefore called short-latency responses (SLRs) (Perrett
et al., 1993; Garcia and Mauk, 1998; Medina et al., 2001; Bao et al., 2002; Ohyama et
al., 2003; Ohyama et al., 2006). Since other groups do not find these SLRs, they have
been a matter of big dispute (Yeo et al., 1985b; Attwell et al., 2001; Attwell et al., 2002).
These conflicting results have been addressed extensively by Bracha and co-workers.
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Initially, they report that PTX infusions in the AIN did not have any effect on eyeblink
CRs and should even increase the amplitude of the eyelid responses (Bracha et al.,
2001). However, later they show that the effects of PTX and gabazine injection in the
AIN are at least partly determined by the used dosage: a low dose of gabazine or
PTX results in SLRs whereas higher dosages result in a complete abolishment of CRs
(Aksenov et al., 2004; Parker et al., 2009). In addition, they also report that the effects
of the low dose PTX in similar AIN injections are surprisingly variable: some rabbits
do show SLRs whereas others do not. Importantly, they also perform extracellular
recordings before and after injection from AIN neurons, which are categorized into
three groups based on resting firing frequency before injection of PTX. The main effect
of low dose infusions (0.5 µL per side) of PTX in the AIN is an increased baseline
firing frequency and diminished the modulation during the CS-US interval in all three
categories of AIN neurons (mainly lateral parts of the AIN). A consecutive second
injection (again 0.5 µL per side) further increases the baseline firing frequency and
almost completely abolishes modulation during the CS-US interval. No SLRs could
be observed in the firing profile of AIN neurons (Fig. 7). The behavioral results of
PTX injections comprise increased tonic eyelid closures and increased UR amplitudes.
According to the same group, blocking climbing and mossy fiber collateral input with
DGG (gamma-d-glutamylglycine; glutamate receptor antagonist) does not abolish CR
but has only minor effects on the CR latency (increase) and CR incidence (decrease)
(Aksenov et al., 2005), a finding which is in line with Attwell et al. (Attwell et al., 2001;
Attwell et al., 2002), suggesting that plasticity in the cerebellar nuclei only plays an
accessory role in the expression of CRs.

Since, to our knowledge, SLRs have never been described for the firing profile of
AIN neurons, it raises the question whether these SLRs indeed form the behavioral
correlate of memory that has been formed in the cerebellar nuclei. Inactivation of
the cerebellar cortex results in a tonic disinhibition of the cerebellar nuclei, which
in turn results in an increased excitation of premotor areas innervating the eyelid
motoneuron (N. III, VI, VII). As a result, sensory input from the trigeminal nucleus
to these motoneurons could potentially increase their responsiveness. Indeed, it has
been shown that removal of cortical inputs to the AIN results in stronger and bigger
reflexive eyelid closures (Yeo and Hardiman, 1992; Parker et al., 2009). Similarly, the
effect of other brain structures, which (in)directly innervate the eyelid motoneurons
might become more evident after lesions of the cerebellar cortex. Therefore, we
propose that it cannot be excluded that SLRs in rabbits are also a result of extra-
cerebellar learning.

Plasticity mechanisms in the cerebellar nuclei

Plasticity in the AIN during eyeblink conditioning assumes convergence of CS and
US at this site by mossy fibers and climbing fibers, respectively. But, as mentioned
already, in untrained animals there is hardly any convergence of CS and US in the
AIN. For climbing fibers, it is clear that they give off collaterals to the cerebellar
nuclei (Pijpers et al., 2005), thus US signals are also sent to the AIN. However, in
unconditioned animals mossy fiber projections from the basilar pontine nuclei to the
cerebellar nuclei are sparse and mainly restricted to the lateral cerebellar nuclei. For
other sources of mossy fibers, like the nucleus reticularis tegmentis pontis, projections
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Figure 7 Extracellular recordings from cerebellar nuclei neurons during eyeblink conditioning. Ef-
fects of picrotoxin (PTX) and artificial cerebrospinal fluid (aCSF) injections on recorded populations of cells.
Averaged peri-stimulus histograms are arranged in rows corresponding to cell types and in columns repre-
senting the activity before injection, after the first PTX injection, and after the second PTX injection. (A-C)
Medium-frequency cells (MFC). (D-F) Low-frequency cells (LFC). (G-I) High-frequency cells (HFC). (J-L)
Non-responding cells (NRC). (M-O) Cells recorded during control injections of vehicle aCSF. Note that the
first injection of PTX increased baseline firing frequency and diminished the relative size of firing modulation
in all cell types. The second injection further increased baseline activity and further reduced the depth of
firing modulation. Also note the emerging response to the US in MFC, LFC, and NRC that becomes the most
prominent response following the second PTX injection. Bin width 10 ms. Horizontal lines in each histogram
represent tolerance limits, which were computed based on the statistical assumption that 99% of observa-
tions should not exceed this limit with a probability of 0.95. Abbreviations: aCSF artificial cerebrospinal fluid,
CS conditioned stimulus onset, HFC High-frequency cells, LFC Low-frequency cells, MFC Medium-frequency
cells, NRC Non-responding cells, US unconditioned stimulus onset. (Figure and legend used with permission
from Aksenov et al., 2004.)
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to the cerebellar nuclei seem to be more predominantly present, but are also mainly
restricted to the lateral cerebellar nuclei (Dietrichs et al., 1983, Brodal et al., 1986;
Parenti et al., 2002; Cicirata et al., 2005; Boele et al., 2013). Thus, there seems be an
asymmetry in climbing fiber and mossy fiber projections to the AIN and the main
neuronal pathway that would enable memory formation in the cerebellar nuclei,
i.e. the projection from the basilar pontine nuclei to AIN, appears virtually absent
following standard tracing experiments in naïve animals. Therefore, we tested the
hypothesis that during eyeblink conditioning mossy fiber collaterals can grow to
specific eyeblink controlling parts of the cerebellar nuclei thus enabling the CS to also
terminate in the AIN and that as a consequence memory formation in the cerebellar
nuclei can take place (Boele et al., 2013). Such reorganization of neuronal circuits by
axonal growth and synaptogenesis has been recognized as a plausible mechanism for
learning and memory formation for many decades (Holt, 1931), since it could robustly
increase memory storage capacity of the brain (Wen et al., 2009). Yet, evidence for
this learning mechanism still was missing.

We demonstrated first that in untrained mice mossy fiber collaterals originating
from the lateral parts of the basilar pontine nuclei, which are considered to convey
auditory information to the cerebellum, are sparse and limited to the lateral cerebellar
nucleus and caudolateral PIN, which is in perfect agreement with previous findings
obtained in other species (Dietrichs et al., 1983, Brodal et al., 1986; Parenti et al., 2002;
Cicirata et al., 2005). Second, we demonstrated that these mossy fiber collaterals to
the cerebellar nuclei could expand considerably following Pavlovian eyeblink condi-
tioning to a tone, whereas no changes are observed following pseudo-conditioning to
this tone (Fig. 8A-C). Because pseudo-conditioned animals show similar patterns of
labeling as untrained animals, the data strongly suggest that the changed distribution
and increased density of terminal labeling in the conditioned animals are specifically
due to the paired presentation of CS and US rather than to the less specific aspects
of the learning task, like habituation or sensitization to the CS and US. Third, no
changes are observed in conditioned animals after labeling non-auditory mossy fibers
from the medial part of the basilar pontine nuclei. Therefore, we conclude that the
observed conditioning-induced neuronal outgrowth specifically involves basilar pon-
tine nuclei neurons that transmit the tone CS to the cerebellar nuclei. Fourth, and
this last observation maybe gives the most important clue for the role of these mossy
fiber collaterals, we established a positive correlation between the amplitude of the
eyeblink CRs after training and the amount of mossy fibers collaterals in the DLH
region (Fig. 8D), which is the part of the AIN in mice receiving input from Purkinje
cells known to be involved in controlling eyelid movements (Morcuende et al., 2002;
Mostofi et al., 2010; Gonzalez-Joekes and Schreurs, 2012). We could not establish any
correlations between CR timing and the amount of mossy fiber collaterals in this DLH
region.

We propose that this new excitatory input to the DLH and adjacent lateral AIN
interacts with the well-timed Purkinje cell disinhibition of the same DLH neurons
(Medina et al., 2000; Witter et al., 2013) and results in a stronger output to the eyelid
muscles than would happen with changes in the Purkinje cell input alone. In addition,
it has been shown that excitatory mossy fiber input followed by inhibitory Purkinje
cell input could induce LTP at the mossy fiber – cerebellar nuclei neuron synapse
(Zhang and Linden, 2006, Pugh and Raman 2008). On the other hand, the AIN itself
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Figure 8 Labeled mossy fiber collaterals and varicosities in the dorsolateral hump (DLH) for each
group. (A) Light microscopic image of a BDA labeled mossy fiber collateral with varicosities in the DLH region
of a conditioned animal. Bar represents 10 µm, arrows indicate labeled varicosities. (B) Darkfield microscopic
image of BDA labeled mossy fiber collaterals with varicosities in the DLH region of a conditioned animal. Bar
represents 50 µm. (C) Total number of synapses in the DLH per labeled fiber in the middle cerebellar
peduncle (MCP) for all four groups. Conditioned animals with BDA injection in lateral right basilar pontine
nuclei (BPN) show a significant increase in their number of varicosities per MCP fiber. (D) Mean number of
labeled varicosities in the DLH per labeled MCP mossy fiber plotted against the mean CR amplitude (mm) at
the last training session for conditioned animals with BDA injected in the lateral BPN. In conditioned animals,
the number of labeled varicosities in the DLH per MCP fiber correlates positively with the amplitude of the
eyelid CRs in the last training sessions. Abbreviations: Cl = Conditoned with BDA injection in lateral right
BPN, Cm = Conditioned with BDA injection in medial right BPN, MCP middle cerebellar peduncle, Ps =
Pseudo-conditioned with BDA injected in lateral right BPN, Un = Untrained with BDA injected in lateral right
BPN. (Figure and legend used with permission from Boele et al., 2013.)

does not seem to be the major driver of the eyeblink CRs, since blockade mossy fiber
and climbing fiber inputs to the AIN with CNQX or DGG does only have very minor
effects on CRs in trained animals (Attwell et al., 2001; Attwell et al., 2002; Aksenov et
al., 2004).
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Conclusions
Starting from the elegant models and work by Marr, Albus and Ito psychologists
and cerebellar scientists have come a long way in understanding classical Pavlovian
eyeblink conditioning. Even though the original concept of an interaction between the
two main afferent pathways, i.e. the mossy fiber and climbing fiber system, still stand,
it has become increasingly clear that there is not a single essential form of plasticity in
any part of the cerebellum that is doing the job by itself under normal physiological
circumstances. Instead the picture is emerging that the cerebellar cortex directly
and constantly interacts with the cerebellar nuclei and inferior olive to facilitate the
learning process and that the cellular processes within all of these areas entail not
only synaptic depression or potentiation but also hard-wired plasticity. Indeed, one
could state that the olivocerebellar system has evolved as a wonderful and diverse
learning machine that can resist most mutations affecting single processes taking part
in its computations required for memory formation.
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3 Scope and aims
The research comprising this thesis spans the olivocerebellar system, and is divided
across three parts. Overall, emphasis lies on the electrophysiological investigation
of spike responses in individual neurons in the context of cerebellar motor learning.
Additionally, transgenic mouse mutants are used to assess the relevance of particular
components of the olivocerebellar network for proper neuronal and behavioral func-
tioning.

In Part I, we are interested in the activity and function of neurons in the cerebellar
cortex, Purkinje cells and molecular layer interneurons, in behaving mice. Particularly,
want to address the following questions:

Chapter 2: How do Purkinje cells and molecular layer interneurons modulate
their spike activity during associative learning?

Chapter 3: How may molecular layer interneuron to Purkinje cell inhibition in
combination with long term depression (LTD) at the parallel fiber to Purkinje
cell synapse, influence associative learning?

Chapter 4: How may potentiation of Purkinje cell activity mediate adaptation
of whisking behavior?

Chapter 5: How does autism-related Shank2-mutation affect Purkinje cell activ-
ity, and to what extent may these effects contribute to autism-like behavior?

In Part II, our focus lies at the receiving end of the inhibitory output of the cerebellar
cortex, the cerebellar nuclei. With a particular focus on the interpositus nucleus, we
want to know:

Chapter 6: How do cerebellar nuclear neurons integrate the conditioning-
related input from their afferents during associative learning?

Chapter 7: To what extent may recurrent input from the cerebellar nuclei to the
cerebellar cortex carry a functional role in associative learning?

In Part III, we expand our scope to consider the olivocerebellar network in its entirety,
and evaluate it in broader terms. Specifically, we ask:

Chapter 8: How does olivary coupling influence the synchrony of their inputs
to the cerebellar cortex?

Chapter 9: What could be the origins and functions of conditioned climbing
fiber responses in cerebellar cortex and nuclei?

Chapter 10: How may different olivocerebellar modules use different encoding
schemes to form and express their respective memories?
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Evolving models of Pavlovian conditioning:
cerebellar cortical dynamics

in awake behaving mice

Three decades of electrophysiological research on cerebellar cortical 
activity underlying Pavlovian conditioning have expanded our under-
standing of motor learning in the brain. Purkinje cell simple spike 
suppression is considered to be crucial in the expression of conditioned 
eyelid responses (CRs). However, trial-by-trial quantification of this link 
in awake behaving animals is lacking, and current hypotheses regard-
ing the underlying plasticity mechanisms have diverged from the 
classical parallel-fiber to Purkinje cell synapse LTD-hypothesis. Here, 
we establish that acquired simple spike suppression, acquired condi-
tioned stimulus (CS)-related complex spike responses, and molecular 
layer interneuron (MLI) activity predict the expression of CRs on a 
trial-by-trial basis, using awake behaving mice. Additionally, we show 
that two independent transgenic mouse mutants with impaired MLI 
function exhibit motor learning deficits. Our findings suggest multiple 
cerebellar cortical plasticity mechanisms underlying simple spike 
suppression and implicate the broader involvement of the olivocere-
bellar module within the interstimulus interval.

M.M. ten Brinke*, H.J. Boele*, J.K. Spanke*, J.W. Potters, K. Kornysheva, P. Wul�,
A.C.H. Ypelaar, S.K.E. Koekkoek, & C.I. De Zeeuw (2015) Cell Reports



Chapter 2

1 Introduction

The cerebellum offers the perfect neuronal territory within which to achieve an
understanding of simple forms of learning and memory that flows ‘‘continuously
from molecules and cells through synapses and circuits to behavior without any grossly
embarrassing gaps in the middle’’ (Hansel et al., 2001). Pavlovian eyeblink conditioning
illustrates this beautifully for an elementary building block in learning: the capacity to
make associations (Gormezano et al., 1962). Imagine receiving an air puff on your eye
a quarter second after seeing a green LED light turn on, over and over again. The air
puff is an unconditional stimulus (US) in that it yields an unconditional blink response
(UR). From the reflex loop underlying this blink, a signal is transmitted to the inferior
olive and subsequently through climbing fibers to a subset of Purkinje cells in mainly
the simplex lobule (HVI) of the cerebellar cortex (Fig. 1A; Jirenhed et al., 2007; Mostofi
et al., 2010). This climbing fiber signal causes a complex spike in these Purkinje cells,
whose activity moderates cerebellar nuclear cells that ultimately innervate the same
eyelid musculature targeted by the reflex loop. The same Purkinje cells also receive
massive sensory input through the mossy fiber-parallel fiber system, in large part
originating in the pontine nuclei (Fig. 1A). Hidden within this sea of parallel fibers
are signals encoding the green LED light, which by default is a neutral stimulus. Only
on the condition that it is consistently paired with the air puff and only by virtue of
the Purkinje cell's capacity to forge associations between parallel and climbing fiber
signals, you will learn to perform a well-timed, conditioned blink response (CR) upon
exposure to the light, which is thusly called the conditional stimulus (CS).

In tandem with lesion and stimulation research (Clark et al., 1984; Yeo et al., 1984,
1985a,b; McCormick & Thompson, 1984a; Yeo & Hesslow, 1998), electrophysiology
studies of increasing sophistication have extended and solidified our understanding
of eyeblink conditioning across behavioral, circuitry, and cellular levels (McCormick
& Thompson, 1984b; Berthier & Moore, 1986; Hesslow & Ivarsson, 1994; Green &
Steinmetz, 2005; Kotani et al., 2006; Jirenhed et al., 2007; Halverson et al., 2015). It is
now established using peripheral stimuli as well as direct stimulation of nuclei and
fibers that Purkinje cells can acquire various types of simple spike modulation within
classical conditioning paradigms (Jirenhed et al., 2007; Tracy & Steinmetz, 1998; Kotani
et al., 2006). Importantly, Hesslow and colleagues have shown in decerebrate ferrets
that Purkinje cells with reliable short-latency complex spike responses to the ipsilateral
US quite uniformly acquire suppressive simple spike responses with properties that
are very similar to behavioral CRs (Hesslow & Ivarsson, 1994; Jirenhed et al. 2007;
Wetmore et al. 2014). Additionally, recent work in rabbits has begun drawing
confirmative cross-correlations between the kinematic profile of eyelid behavior and
simple spike activity in awake rabbits (Halverson et al., 2015).

The simple spike suppression observed in eyelid-related Purkinje cells seems
in good agreement with the classical hypothesis dominating the synaptic level of
cerebellar learning theory. Long-term depression (LTD) occurs at parallel fiber to
Purkinje cell synapses when their activation is linked to climbing fiber activation
(Ito et al., 1982; Coesmans et al., 2004; Gao et al., 2012). This plasticity mechanism
is posited to constitute learning by suppressing simple spike firing in Purkinje cells,
which in turn disinhibits the cerebellar nuclei, increasing cerebellar output (Marr,
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Figure 1 Purkinje cell characterization. (A) Purkinje cells in lobule HVI (zones C1/C3/D0) receive input
from mossy fibers and climbing fibers, which carry CS and US signals, respectively. Simple spike suppression
disinhibits the anterior interposed nuclei (AIN) which then drive CRs. Paired trials consisted of a 260 ms LED
light CS, co-terminating with a 10 ms corneal air puff. (B) Coronal cerebellar section at -5.8 mm from bregma,
blue arrow indicating staining of a typical extracellular recording site. The scale bar denotes 500 µm. (C)
Example eyelid and Purkinje cell traces for eyelid-related cells in trained animals (left column, n = 28) and
in naive animals (right column, n = 17). (D) Spike density functions of complex spikes for individual cells
(strength of modulation relates to color brightness) and the mean for each set (thick black line). (E) Same, for
simple spike density functions. BN: brainstem nuclei; DAO: dorsal accessory olive; HVI: hemispheric lobule
VI; MLI: molecular layer interneurons.
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1969; Albus 1971; Ito, 2001). However, LTD seems neither necessary nor sufficient for
eyeblink conditioning, as selective genetic or pharmacological blockage of parallel
fiber to Purkinje cell LTD expression does not significantly impair eyeblink condi-
tioning (Welsh et al., 2005; Schonewille et al., 2011) and short interstimulus intervals
(ISIs) increase rather than decrease simple spike firing, while presumably preserving
LTD induction (Wetmore et al., 2008; Wetmore et al., 2014). In addition to Purkinje
cells, parallel fiber activity encoding the CS reaches molecular layer interneurons
(MLIs) through excitatory synapses, which can probably be strengthened through
concomitant climbing fiber activity and thereby in principle contribute to eyeblink
conditioning (Gao et al., 2012). However, having shown that conditioned Purkinje
cell simple spike suppression seems to persist after blocking cerebellar cortical feed
forward synaptic inhibition provided by MLIs, Hesslow and colleagues are now
homing in on potential mechanisms intrinsic to Purkinje cells (Johansson et al., 2014).

In the pursuit of a seamless understanding of Pavlovian conditioning across
levels of analysis, we wish to address three considerable gaps that exist in current
understanding. First, it remains to be seen how eyelid-related Purkinje cells in awake
mice behave within a functional, undamaged brain, as existing work has heavily
relied on the decerebrate preparation. Especially complex spike activity may depend
to a large degree on circuitry level factors, which are likely different between awake
and decerebrated preparations. Second, the potential disqualification of MLIs as a
main mechanism underlying Purkinje cell simple spike suppression (Johansson et
al., 2014) raises the questions what role they do carry, if and how they modulate
in an eyeblink conditioning paradigm, and to what extent their activity correlates
with eyelid behavior. Finally, trial-by-trial quantification of simultaneously recorded
conditioned eyelid behavior and cerebellar cortical activity in awake behaving animals
is lacking so far. To bridge these gaps, we here present simultaneously recorded
cerebellar cortical electrophysiology and eyelid behavior from awake behaving mice
that were either naive or trained in an eyeblink conditioning paradigm. Additionally,
we present behavioral data obtained from two independent transgenic mouse mutants
in which MLI inhibition is impaired through different mechanisms (Wulff et al., 2009;
Seja et al., 2012).

2 Results

Purkinje cell characterization
Our dataset comprises 57 Purkinje cells, 40 of which were recorded in trained mice,
and 17 in mice that were not previously trained. Guided by former studies (Heiney
et al., 2014; Mostofi et al., 2010), we centered our recording area on the floor of the
primary fissure (Fig. 1B). We considered Purkinje cells to be eyelid-related when they
exhibited a complex spike response within 60 ms after the periocular air puff US in
at least 20% of paired trials, correcting for chance occurrence. In the trained dataset,
this criterion adequately separated 28 cells showing this US-complex spike response
(henceforth, Trained cells; Fig. 1C-E; Table 1) from 12 cells that did not (Supp. Fig.
1). The untrained dataset consists of only eyelid-related Purkinje cells (Naïve cells;
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Fig. 1C, D) by virtue of meeting the US-complex spike criterion. Note that the latency
of the consistent US-complex spike averaged 24.2 ms, but could range as far as 58
ms, which is why we used a 60 ms time range for the criterion. Although we refer to
all conforming cells as eyelid-related, the lack of a clear distinction of those showing
short-latency US-complex spikes and those exhibiting longer ones, presumably due to
our use of an air puff US instead of electrical stimulation, means our dataset could
possibly also contain cells from zone C2, deemed non-essential for eyeblink behavior
(Mostofi et al., 2010; Hesslow, 1994; Heiney et al., 2014).

Acquired simple spike suppression and CS-related complex spikes
In line with existing work (e.g. Kotani et al., 2006; Jirenhed, 2007), we found a uniquely
strong prevalence of simple spike suppression in the Trained cells (Fig. 1E). In 14
Trained cells, we found a clear prevalence of CS-related complex spike responses at a
mean latency of 88.1 ms that occurred in at least 20% of trials (corrected for chance
occurrence). One cell showed more than 20% complex spikes in the ISI, but at a much
longer latency (189.7 ms; Table 1) and without the characteristically thin distribution
found in the other cells (Fig. 1D), and was hence not considered a cell with a CS-
complex spike response. In contrast, across the 17 Naive cells, only one cell showed a
CS-complex spike response, and this was in a mouse that actually started showing
small CRs already during a second experiment. The uniquely high prevalence of
simple spike suppression and CS-complex spikes in the Trained group confirms that
both phenomena developed over the course of conditioning.

Simple spike suppression correlates with conditioned eyelid behavior
Average significant simple spike suppression ranged from 7 to 42% across 20 Trained
cells (mean = 20.5%). Between cells, the average magnitude of suppression did not
relate to the average CR amplitude, onset, or prevalence (each p > 0.25) observed
during the recordings. However, on a trial-by-trial basis, the percentage simple
spike suppression showed clear correlations with conditioned behavior. First, simple
spike suppression was on average 22% higher in trials with a CR compared to those
without, in a linear mixed-effects regression (p < 0.0001; Supp. Table 1A; see Exp.
Procedures). Moreover, simple spike suppression correlated to CR amplitude on
a trial-by-trial basis, as apparent from eight individually significant Trained cells
(Fig. 2B; Table 1), as well as a similar mixed-effects model with random intercepts
and slopes for each cell (p < 0.0001; Fig. 2A; Supp. Table 1B; see Exp. Procedures),
which estimated an increase in CR amplitude of 0.33 percentage points per unit
increase of percentage simple spike suppression. This coefficient was 0.72 when just
including the eight individually significant Trained cells. Post-hoc power analyses
confirmed high statistical power for these and subsequent mixed models (Supp. Table
1). The incorporation of individual slopes per cell in the mixed model was based on
likelihood ratio tests and implies that certain cells showed suppression across a large
range but predicted rather small differences in CR amplitude, whereas others only
mildly suppressed but predicted a large range of CR amplitudes. Even considering
the possible inclusion of non-essential (C2) Purkinje cells in the dataset, this variation
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was as apparent among just the most clearly correlating cells (Fig. 2B). Together with
the lack of correlation between the averages, this observation juxtaposes the clear
correlation between simple spike suppression and CR amplitude with a probable
dissociation between their average magnitudes.

Having determined significant correlation between simple spike firing and CR
expression, we next explored its temporal distribution across the ISI with the fol-
lowing descriptive methodology. Trial-by-trial correlations of concomitant mean
instantaneous simple spike firing frequency and eyelid position in 20 ms windows
were made with 5 ms steps, resulting in the diagonal elements denoting r-values in
Fig. 2D. Next, we correlated simple spike activity with eyelid position at both earlier
and later time-points, resulting in the lower and upper triangular parts of a correlation
matrix (Fig. 2D, Supp. Fig. 2). This matrix shows for each temporal configuration
the average negative correlation of 11 Trained cells that showed clear focal areas
in the upper triangular part of the ISI range, i.e. negative correlations within the
ISI between simple spike firing frequency and subsequent eyelid position (see Exp.
Procedures; Supp. Fig. 2). Two observations stand out in this analysis. First, taking
the net negative correlation within the ISI at each offset between spikes and behavior
revealed that simple spike activity correlates most optimally to eyelid behavior 50 ms
afterward. Second, there seem to be two focal areas of negative correlation shared
between the 11 cells. While the diagonal area at the end of the ISI is completely in
line with expectations, the distinct focal area at the 100 ms mark is more surprising.
It is positioned right around the time the CS-complex spike happens to occur, and
its vertical orientation suggests a relatively short ( 40 ms) window of reduced simple
spike activity predicting the majority of the CR trajectory. The mean simple spike and
eyelid traces for seven cells that showed these early focal areas (red) and four cells
that did not (green) show latencies are in compelling agreement with this distinction
(Fig. 2C,E). Although not significant cell-wise (n = 11, p = 0.35), the prevalence of
CS-complex spikes was higher in the cells that showed early focal areas (median =
45.2%) than in those that did not (median = 22.4%).

CS-Complex spikes correlate with simple spike suppression and condi-
tioned eyelid behavior
The occurrence of CS-complex spikes correlated to that of US-complex spikes between
cells (n = 28, r = 0.57, p = 0.0015) and marginally to US-complex spike latency (r =
-0.384, p = 0.0437). Among Trained cells, mean percentage simple spike suppression
was intimately connected to the prevalence of CS-complex spikes (n = 28, r = 0.804,
p < 0.0001; Fig. 3A). Additionally, a between-trial mixed-effects linear regression
shows that suppression is on average 19.2% higher in trials with a CS-complex spike
compared to those without (p < .0001; Supp. Table 1C). This translates to 9.2 ms of
silence, a boost that could be sufficiently explained by the climbing fiber pause (mean:
16.5 ms).

As was the case with simple spike suppression, neither average CS-complex spike
occurrence nor its average latency showed between-cell correlations to average CR
properties (each p > 0.25), except for a small correlation between mean CS-complex
spike latency and mean CR onset (n = 14, r = 0.567, p = 0.0346). However, on a
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Figure 2 Simple spike suppression relates to CR expression. (A) Fit lines based on a linear mixed-effects
regression, with random slopes and intercepts for each individual Trained cell and the red line showing the
full model fit. Each circle denotes a trial. (B) Separated plots for eight Trained cells that individually showed
significant correlation between simple spike suppression and CR peak amplitude. (C) Mean eyelid traces,
rotated 90ř to fit the y-axis of the correlation matrix in D. Red corresponds to seven Trained cells showing
correlation at the early focal area bound with a red box in D, green corresponds to four Trained cells that
correlated most in the later focal area. (D) Averaged correlation matrix of 11 Trained cells, detailing the
temporal distribution of the negative correlation between simple spike activity and conditioned behavior. The
two focal areas within the ISI indicated by the red and green boxes show the early and late spiking periods
that correlate most prominently to subsequent eyelid behavior. (E) Simple spike density functions for the
same seven and four cells relating to the focal areas in the red and green boxes in D, respectively.

trial-by-trial basis, mixed-effects regression on the 14 cells with a clear CS-complex
spike did show that CRs in trials with a CS-complex spike were on average 13.7%
higher in amplitude than those without (p = 0.0194; Fig. 3B; Supp. Table 1D). Also, in
a similar mixed model, CR amplitude related inversely to CS-complex spike latency,
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with an average decrease in percentage eyelid closure of 0.26 percentage-points per
ms increase of CS-complex spike latency (p = 0.0034; Supp. Table 1E). Conversely, CS-
complex spike latency was 4.9 ms earlier in trials with a CR compared to those without
(p < 0.0001; Fig. 3C; Supp. Table 1F). Together, these mild effects imply a modest
contribution of CS-complex spikes to conditioned behavior on a trial-by-trial basis.
The significance of the link between CS-complex spike occurrence and CR amplitude
disappears when including simple spike suppression in the regression model (p = 0.16;
Supp. Table 1G). This raises the possibility that CS-complex spikes affect conditioned
behavior in part through their effect on simple spike suppression. Still, CS-complex
spike latency retains some significance as a predictor of CR amplitude, even when
including simple spikes in the model (p = 0.0083; Supp. Table 1H). This raises the
possibility that climbing fiber signals and/or that of their collaterals in the nuclei
directly contribute to the conditioned motor response.
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Figure 3 CS- and US-related complex spikes relate to CR expression. (A) Between Trained cells, the
prevalence of CS-complex spikes correlated strongly to average percentage simple spike suppression (n =
28, r = 0.803, p < 0.0001). (B) Trials with CS-complex spikes tend to exhibit higher CR amplitudes compared
to those without. The black squares indicate the overall estimate from the mixed model (p = 0.0194). (C)
Conversely, latencies of CS-complex spikes for individual cells show that they tend to appear earlier in trials
with a CR compared to those without (p < 0.0001).

Molecular layer interneuron activity correlates with conditioned eyelid
behavior
Recent findings showed conditioned simple spike suppression in the absence of MLI
feed forward inhibition by GABAergic neurotransmission (Johansson et al., 2014). Yet,
the existence of conditioned CS-related complex spike responses reported here raises
the possibility of conditioned CS-related MLI activation, either through glutamate-
spillover (Jorntell & Ekerot, 2003; Szapiro & Barbour, 2007) or ephaptic inhibition (Blot
& Barbour, 2014). During the current experiments we recorded a set of 13 interneurons
in the molecular layer (see Exp. Procedures; Ruigrok et al. 2011; Badura et al., 2013),
all of which showed significant increases in their firing frequency in the ISI (Fig. 4A,
B, Supp. Table 2). Cell-wise, mean onset of modulation correlated with the mean CR
onset (n = 13, r = 0.582, p = 0.03675). Within the dataset, six MLIs individually showed
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significant positive trial-by-trial correlations between firing frequency in the ISI and
CR amplitude; two cells showed significant negative correlations to CR amplitude
(despite an overall increase in firing frequency in the ISI; Supp. Table 2). In one
case, we were able to record a block of paired trials during the recording of an MLI
immediately adjacent to a Purkinje cell from which we also recorded a block of paired
trials. The latencies of the modulation of these cells were complementary (Fig. 4C),
as were their correlations to behavior (Fig. 4D). Using the same correlation matrix
approach explained above, the six positively correlating MLIs showed focal areas
that complement those found in the Purkinje cell simple spike correlation matrix (Fig.
2D), with a diagonal area focused near the end of the ISI and centered at an offset
of approximately 50 ms between spikes and subsequent eyelid position, and again
an early vertically oriented focal area. Here too, mean spike and eyelid traces for
cells split on whether they showed this early focal area or not were in line with this
distinction (Fig. 4E). The two negatively correlating MLIs showed only a focal area
near the end of the ISI (Fig. 4F).

To investigate whether impairments in MLI function actually leads to any be-
havioral deficits, we subjected two independent cell-specific mouse lines, in which
MLI function is impaired via a completely different strategy, to behavioral eyeblink
conditioning; these included the L7-∆γ2 mouse mutant, which lacks the ∆γ2-subunit
of the GABAA receptor in Purkinje cells (Wulff et al., 2009), and the L7-KCC2 mouse
mutant, which lacks the potassium-chloride co-transporter KCC2 in Purkinje cells
(Seja et al., 2012). In line with our expectations, and despite potential developmental
compensation, deficits in conditioned eyelid responses were found in both the L7-∆γ2
(p = 0.0039, Fig. 4G) and L7-KCC2 (p = 0.0029, Fig. 4H) mutants. Together with
the fact that MLIs modulate in the ISI and even strongly correlate to behavior, these
behavioral findings in two different knock out lines assert partial involvement of
MLIs in the establishment of conditioned eyeblink behavior.

Figure 4 MLIs modulate in the ISI and correlate to CRs. (A) Example eyelid and electrophysiology trace
during a paired trial while recording a molecular layer interneuron (MLI). (B) Spike density functions (SDFs),
standardized to baseline, for 13 MLIs (thick black line denotes mean trace). (C) Overlay of the SDFs of a
Purkinje cell recording (green) and an MLI recording (blue) adjacent to it, encountered immediately afterward.
(D) The activity of the MLI and Purkinje cell in panel C show opposite significant correlations to CR peak
amplitude (n = 17, r = 0.734, p = 0.0007; n = 28, r = -0.498, p = 0.0071, respectively). (E) Correlation
matrix derived from combined standardized data of six MLIs showing significant positive correlations within
the ISI, distributed across two focal areas similar to the matrix for simple spikes (Fig. 2D), with mean eyelid
traces (left panel) and spike traces (bottom panel) corresponding to four cells that showed the early focal area
(green box) and two that did not (purple box). (F) Correlation matrix that shows the temporal distribution of
the negative correlations found in two interneurons, similarly accompanied by mean eyelid spike trace. (G)
Learning curves for L7-KCC2 mutants (red, n = 9) and wild-type littermates (blue, n = 13) were computed
by taking the average percentage eyelid closure right at US onset time for all trials (100 per session). Error
bars denote standard error of the mean. (H) Learning curves, similarly computed, for L7-∆γ2 mutants (red,
n = 14) and wild-type littermates (blue, n = 11). Percentages of eyelid closures in G and H were normalized
for comparison across the mutant groups, which were derived from different backgrounds (Wulff et al., 2009;
Seja et al., 2012).
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3 Discussion
This work brings together electrophysiological data of Purkinje cells selected strictly
based on the presence of consistent US-complex spike responses with precise behav-
ioral recordings in an eyeblink conditioning paradigm employing awake behaving
mice. In addition to strengthening the notion that the modulation observed in eyelid-
related Purkinje cells is acquired and overwhelmingly suppressive, the current data
expands on this finding by providing trial-by-trial quantification of the correlations be-
tween cellular spiking activity and eyelid behavior (Fig. 5A, B). Across trials, Purkinje
cell simple spike suppression correlates the strongest to conditioned eyelid behavior
occurring 50 ms afterward. Importantly, we show the existence of a consistent CS-
related complex spike response within the ISI, at an average of 88 ms after CS onset,
that appears to be acquired and can be related to simple spike suppression and the
behavioral CR. Finally, we provide evidence that there are MLIs in lobule simplex that
increase their firing in the ISI and show mainly positive correlations to the amplitude
of conditioned eyelid behavior, and that genetically impairing their inhibitory effect
on Purkinje cells causes behavioral deficits in conditioning.

Conditioned modulations of Purkinje cell activity and eyelid behavior
The current within-trial correlational data provide direct evidence for the intimate
link between conditioned Purkinje cell simple spike suppression and behavioral CR
expression. Taken together with the compelling similarities observed between the
ways these neuronal and behavioral CRs are generally acquired, expressed, extin-
guished, and reacquired (Jirenhed et al., 2007; Wetmore et al., 2014; De Zeeuw and
Ten Brinke, 2015) as well as the fact that suppression of Purkinje cell simple spikes
through optogenetic stimulation of MLIs in lobule simplex can effectively elicit blink
responses (Heiney et al., 2014), the inference of causality between Purkinje cell CRs
and behavioral CRs is becoming increasingly unavoidable. We propose to expand
this relationship to include the CS-related complex spike, a phenomenon mentioned
as early as in Berthier and Moore (1986; Edgley et al., 2010). Its virtual absence in
naive animals suggests that it is acquired, its latency relative to the other cerebellar
cortical components and conditioned eyelid behavior fits a potentially facilitating role,
and its significant correlations to both eyelid behavior and simple spike suppression
further support this possibility (Fig. 5). This finding is important, because acquired
climbing fiber activity within the ISI emphasizes the need to consider interplay within
the broader network of olivocerebellar modules in the creation of conditioned motor
responses. Indeed, the relatively mild, yet significant and positive, correlations found
for Trained cells on a trial-by-trial basis between CS-complex spike responses and con-
ditioned behavior presumably present an underestimation of the actual contribution
of CS-complex spikes to conditioned behavior, because the encoding of CS responses
of ensembles of Purkinje cells within functional microzones usually surpasses that
of individual Purkinje cells within such zones by far (Hoogland et al., 2015). The
observed level of integration within the established model of cerebellar Pavlovian
conditioning is also why we consider these CS-complex spike responses to be qualita-
tively different from the type reported in Rasmussen et al. (2014), who mention its
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presence in their training paradigm in decerebrate ferrets from the naive state on out,
at predominantly 10-20 ms latencies, rather than the 70-100 ms latencies we observe
in awake behaving mice.

CS US

Eyelid CR 

CR

Time (s)

US-CoSpCS-CoSp

SSp Supp.

timing amplitude occurrence

MLI

Simple
spikes

Complex
spikes

MLI spikes

A

B

-0.25 0.250 0.5

Figure 5 Cerebellar cortical activity and conditioned eyelid behavior: modulation and correlation. (A)
Mean eyelid, simple spike and complex spike traces of all cells in the Trained dataset, and mean MLI spike
trace of all cells in the MLI dataset, showing how the modulatory components in the cerebellar cortex relate
after training. (B) Diagram depicting for each of the components in A the significant correlations existing
between their different properties (timing, amplitude, and occurrence). White lines denote positive correla-
tions, black lines denote negative ones. Note that the lack of connections between MLI and PC-related nodes
reflects the fact that we did not record simultaneously from these types of neurons, rather than a lack of
correlation between their properties. The white line connecting simple spike timing to CR timing is dashed
because we could not reliably quantify onset of simple spike suppression on a per trial basis to enable robust
statistical testing. We would have been remiss not to make some connection, since the correlation matrix
does show a clear temporal link between the two components.

Long US-complex spike latencies did not relate to less modulation or
correlation
Purkinje cells with long latency US-complex spikes should be regarded with caution,
in light of the findings by Mostofi et al. (2010), who showed in rabbits that these cells
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mainly originate in zone C2, which responds to more than just periocular stimulation
and is unlikely to play an essential role in eyeblink conditioning (e.g. Yeo & Hesslow,
1998). In our recordings we were not able to find relevant differences based on US-
complex spike latency with respect to the extent of simple spike suppression and
its correlation to behavior, or the occurrence of CS-complex spikes. Our air puff US
may well be responsible for an exaggerated length and spread of latencies compared
to electrical periocular stimulation, obfuscating a clear distinction between the two
latency groups. The resultant possibility of the inclusion of C2 cells in our dataset
warrants caution with inferences regarding effect size and spread. This is also true for
cells that could respond to any non-eyelid-related parts of the US, improbable as it
may be. However, given the compelling correlations found, it seems unlikely we here
misattribute the reported positive links with eyeblink conditioning to actual eyeblink
cells from zones C1/C3/D0 while they actually correspond to non-essential C2 cells,
let alone to cells that are not at all eyelid-related.

Temporal dynamics argue against a single mechanism underlying
cerebellar conditioning
The temporal dynamics observed between spike activity of cerebellar cortical neurons
and eyelid behavior do not suggest a single focal area around which the cells'optimal
correlations are dispersed. It is clear that the acquired simple spike suppression does
not only gradually deepen to maximize around US onset time. In fact, the current
results hint at the possibility that there is also a particular process whose crucial
window of action in the ISI is earlier on, centered around 80-100 ms after CS onset.
The clear separation of these two focal areas in both the simple spike and MLI activity
correlation matrix could imply differential contribution of plasticity mechanisms in
cerebellar conditioning. This is certainly a plausible concept considering the variability
observed in conditioned eyelid behavior in mice. Interestingly, the occurrence of
CS-complex spikes strikingly overlaps with the early, but not the later, focal area in
the correlation matrix, imparting this time window with remarkable significance. It is
difficult to accommodate for this with a purely LTD-focused hypothesis or the notion
of intrinsic plasticity at the level of single Purkinje cells. Why would an isolated
time window early in the ISI show both a consistent complex spike response and
particularly strong correlations between conditioned eyelid behavior and both simple
spike and MLI activity?

The presence of the CS-complex spike means the CS-encoding signal has acquired
the means to reach the olivary nucleus. Insofar as the eyeblink paradigm used here
contains an operant component in that the CR response can reduce the aversive
impact of the air puff US (Longley & Yeo, 2014), cerebral cortical involvement might
possibly be involved. In any case, the strong Purkinje cell-wise link between the
occurrence of CS-complex spikes and the magnitude of simple spike suppression
suggests interdependent plasticity mechanisms underlying both phenomena. An
interesting possibility is that loops within the olivocerebellar network could play a
role. The origin of the CS-complex spike could lie in the mossy fiber collaterals to
the cerebellar nuclei that are newly formed over the course of conditioning (Boele et
al., 2013), which could establish a straightforward bridge to cross for CS-encoding
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signals to directly hook up to the nucleo-olivary pathway (De Zeeuw et al., 1988). The
resulting CS-activated olivary inhibition could then bear rebound spikes (Bazzigaluppi
et al., 2012; De Gruijl et al., 2012) that return to the cerebellum to affect cortical activity
in a number of ways. It could influence simple spike suppression through the climbing
fiber pause (De Zeeuw et al., 2011), through non-synaptic activation of MLIs (Jorntell
& Ekerot, 2003; Szapiro & Barbour, 2007; Mathews et al., 2012) as well as through
several climbing fiber dependent forms of cerebellar cortical plasticity (Gao et al.,
2012). Besides influencing simple spike suppression, they could play a role in higher-
order conditioning, allowing the CS to be associated to novel input stimuli, preserving
efficiently the same output pathway to the proper motor domain.

Molecular layer interneurons partially contribute to conditioned behav-
ior
Our MLI data may seem at odds with the Johansson et al. (2014) study, because while
the latter chemically dissociates MLI inhibition from the presence of simple spike
suppression, we find strong modulation of interneuron spiking as well as correlations
with behavioral CRs (Fig. 4,5). However, these findings are not mutually exclusive.
The possibility of a partial contribution of MLI activity to simple spike suppression and
conditioned behavior seems probable from these different findings. Our behavioral
data from two independent mouse mutants with impaired MLI inhibition shows
partial deficits, which is much in line with this possibility, as is the feasibility of
MLI-activated blinks generated by optogenetic stimulation (Heiney et al., 2014).

Conclusion
The current study evinces the feasibility of simultaneous behavioral and neuronal
recordings in awake behaving mice and strengthens the main tenet of cerebellar
learning regarding suppressive modulation as a central process underlying learning
(De Zeeuw et al., 2011; De Zeeuw and Ten Brinke, 2015). Although there is both
theoretical and empirical support for interaction between the modulatory components
of cerebellar cortical activity, they do not seem to share any strict interdependency
from the perspective of individual Purkinje cells. After all, absence of CS-complex
spikes alone does not necessarily prevent simple spike suppression altogether, nor
does absence of feed forward inhibition through the MLIs (Johansson et al., 2014).
Yet, the current findings in awake behaving mice suggest the involvement of CS-
complex spikes and MLI activity in the conditioning paradigm is robust, further
lending credence to the notion of distributed synergistic plasticity (Gao et al., 2012).
More so, the CS-complex spike extends this notion beyond the cerebellar cortex to
include recurrent activity within the whole olivocerebellar module at the level of
the ISI. Of course, plasticity mechanisms intrinsic to Purkinje cells, such as those
mediated by various mGluRs, phosphatases and kinases may well be a decisive
factor in eyeblink conditioning (Gao et al., 2012; Johansson et al., 2014). However,
the current results would at least stress caution regarding the inference of unitary
localization of a plasticity process underlying conditioned simple spike suppression
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within only Purkinje cells. In the same vain, we should also point out that while
LTD does not seem to be essential for eyeblink conditioning (Welsh et al., 2005;
Schonewille et al., 2011; Wetmore et al., 2014), we cannot exclude the possibility
that it still does contribute to the observed simple spike suppression, especially
since the direction of its presumptive effect appears to be in line. However, the
fact that impairments in potentiation mechanisms at the level of Purkinje cells cause
behavioral deficits in eyeblink conditioning (Schonewille et al., 2010) underlines
how the role of plasticity mechanisms may not play out as straightforwardly as
one would expect. The current results underline the importance of investigating
network involvement in the acquisition and expression of Purkinje cell simple spike
suppression. Specifically, unearthing the origin and function of CS-related complex
spikes could further sophisticate cerebellar models of Pavlovian conditioning, and
advance our understanding of the strategies implemented by the brain to achieve
learning.

4 Methods

Surgery
We used 12-20 week old male wild-type C57Bl/6 mice (n = 34), L7-∆γ2 (mutants,
n = 14; wild-type littermates, n = 11; see Wulff et al., 2009), and L7-KCC2 (mutants,
n = 9; wild-type littermates, n = 11; see Seja et al., 2012), housed individually with
food and water ad libitum in a normal 12:12 light/dark cycle. The experiments were
approved by the institutional animal welfare committee (Erasmus MC, Rotterdam,
The Netherlands). Mice were anesthetized with 2% isoflurane and body temperature
was kept constant at 37řC. After fixation in a standard mouse stereotaxic alignment
system (Stoelting Co., Wood Dale IL, USA), the scalp was opened to expose the
skull. Membranous tissue was cleared, and the bone was surgically prepared with
Optibond prime and adhesive (Kerr, Bioggio, Switzerland). A small brass pedestal
was attached to the skull with Charisma (Heraeus Kulzer, Armonk NY, USA), using
an xyz-manipulator, allowing for fixation to a head-bar at right angles during training
and electrophysiology. For the craniotomy performed after eyeblink acquisition
training, skin and muscle tissue was cleared from the left half of the interparietal bone,
where, after applying a local analgesic (bupivacaine hydrochloride 2.5 mg ml-1), a
roughly 1.5 mm wide craniotomy centered at -5.7 mm from bregma and 2 mm from
midline was performed, exposing the left cerebellar lobule simplex. A small rim of
Charisma was made around the craniotomy and anti-inflammatory (Dexamethasone
4 mg ml-1) solution was applied inside, after which the chamber was closed with a
very low viscosity silicone elastomer sealant (Kwik-cast, World Precision Instruments,
Sarasota FL, USA).

Training
Two days after surgery, mice were head-fixed to a brass bar suspended over a cylin-
drical treadmill (Chettih et al., 2011) and were placed in a sound- and light-isolating
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chamber for their first habituation session, which consisted of 30 minutes during
which no stimuli were presented. During a second and third habituation session on
consecutive days, 10 CS-only trials were presented to acquire a baseline measurement.
The next 10 days, mice received 100 paired trials daily, with an inter-trial interval of
10 ± 2 s, amounting to sessions that lasted approximately half an hour each.

The CS was a 260 ms green LED light, placed 7 cm in front of the mouse. The
US was a 10 ms corneal air-puff at 40 psi delivered through a 27.5-gauge needle tip
positioned 5-10 mm from the left eye, co-terminating with the CS, which amounts to
an interstimulus interval (ISI) of 250 ms. TDT System 3 (Tucker Davis Technologies,
Alachua FL, USA) and National Instruments NI-PXI (National Instruments, Austin
TX, USA) processors were used to trigger and keep track of stimuli whilst capturing
data. Eyelid movements were recorded with either the magnetic distance measure-
ment technique (MDMT) at 1017.26 Hz or a 250-fps camera (scA640-120gc, Basler,
Ahrensburg, Germany). Both methods are explained and shown to reflect eyelid
movements with high accuracy (Koekkoek et al., 2002).

Electrophysiology
Before proceeding with the neuronal recordings, mice were allowed several days to
get used to the electrophysiology setup, which was located in a dedicated room and
contained a similar eyeblink apparatus within a light-isolated Faraday cage. During
this period, trained mice received daily training sessions consisting of 100 trials for a
maximum of four days to ensure at least 75% CRs. Neurons were recorded with glass
capillaries (ø = 2 mm, Harvard Apparatus, Holliston MA, USA) that were heated and
pulled to obtain a 2-5 µm tip, and filled with a 2M NaCl solution. The electrode was
lowered into lobule simplex (Heiney et al., 2014; Van Der Giessen et al., 2008) using a
one-axis hydraulic manipulator (MMO-220A, Narishige, Tokyo, Japan). The obtained
electrical signal was pre-amplified and digitized at a sampling frequency of 25 kHz
using a TDT System 3 electrophysiology workstation. When a recording was stable,
the animal was subjected to blocks of paired trials. Purkinje cells were identified by
the presence of complex spikes. When we encountered cells that were located no
further than 100 µm from Purkinje cells, had relatively low firing rates, and did not
show complex spikes, we would record them if they seemed to modulate within the
ISI. Offline analysis was used to verify these putative MLIs (see below).

Eyeblink data analysis
For each recording, eyelid traces were normalized to the full blink range, which
consisted of the minimal resting baseline value reflecting the open eye position as
established visually during the experiment, and the mean of the unconditioned
response peak values reflecting the closed eye position. The traces were smoothed
using a 2nd degree Savitzky-Golay method. An iterative Grubbs'outlier detection
test (α = 0.05) on trial baseline standard deviations was used to remove trials that
had an unstable baseline. Next, trials were considered to contain a CR when eyelid
closure exceeded 10 standard deviations from the baseline mean within the ISI. CR
amplitude was quantified as the maximum eyelid position within the ISI relative to
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the trial baseline position, expressed as percentage of full blink range. CR onset was
determined as the first time point of a continuous positive eyelid velocity leading to
up to the fifth percentile of the amplitude from baseline to CR peak.

Spike analysis
Electrophysiological recordings were analyzed in Matlab (The Mathworks, Natick
MA, USA) using custom-written code and SpikeTrain (Neurasmus, Rotterdam, The
Netherlands). Extracellular waveforms were band-pass filtered at 150-6000 Hz. The
spike threshold was set at three SDs below mean signal by default, and for Purkinje
cells an additional threshold at three SDs above mean signal ensured that no complex
spikes were missed. After thresholding, spike shapes were analyzed, with particular
attention paid to the negative spike amplitude, spike width, amplitude of the pos-
itive inflection immediately after the spike, frequency components after the spike,
and possible spikelet occurrence at specific time points. Complex and simple spike
clusters were identifiable for all Purkinje cells by plotting combinations of these spike
properties against each other. Manual selections of 75 simple spikes and as many
complex spikes served as training sets for multilinear discriminant analysis (MLDA),
which was used to label all thresholded spikes as either simple or complex spike on
the basis of their spike properties. This approach provides an adequate sort while
keeping the clustering procedure tied to real and intuitive variables. Clear 8-15 ms
climbing fiber pauses confirmed that the sorted simple and complex spikes belonged
to a single Purkinje cell. Spike density functions (SDFs) were computed for all trials
by convolving simple and complex spike occurrences across 1 ms bins with a 41 ms
Gaussian kernel (Supp. Fig. 2). After ascertaining whether a cell showed a clear
CS-complex spike response (>20% of trials), we considered individual complex spikes
to be CS-related if they occurred within the time-range in which the average complex
spike SDF was more than 2.5 SDs over baseline activity. For correlational analyses
involving simple spikes, the SDFs were normalized so the mean of the 500 ms baseline
was 1. The first 50 ms of the ISI were excluded, as neuronal modulation was not
expected to occur there (e.g. Jirenhed et al., 2007). For the last 200 ms, simple spike
modulation was quantified in individual trials as the total downward or upward
deviation from mean baseline, divided by the expected (mean baseline) activity in
the same time range. Specifically, the 200 millisecond data points were split into the
values under mean baseline (SDFunder) and those that were over (SDFover), with
the following calculation resulting in the percentage of suppression and facilitation,
respectively: 0.5

∑
1− SDF under(i) and 0.5(

∑
SDF over(i) − 1) where i indexes the 200

ISI data points of one trial. Whether a cell modulated significantly was determined by
comparing its suppression/facilitation percentages in the ISI to the deviation from
baseline that occurred within the baseline itself, which was similarly computed. The
non-Purkinje neurons recorded during experiments were identified as MLIs using
the same process as described in Badura et al. (2013); we only appraised cells as
MLIs if they passed a decision tree that incorporates various firing properties (e.g.
Hz, CV, CV2, interspike interval) and is outlined in Ruigrok et al. (2011). For MLIs,
the difference between ISI firing rate and baseline firing rate was used to reflect
modulation.
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Statistics
Significance tests were performed using MATLAB. Pearson correlations were used
in all single-cell analyses involving two continuous variables, after both variables
were subjected to Grubbs'test for outliers (α = 0.05). Single-cell analyses involving one
dichotomous and one continuous variable (also tested for outliers) were Wilcoxon
rank-sum tests in all correlations except for the ones quantifying modulation in the
ISI relative to baseline and the difference in CR amplitude between MLI mutants and
wild-types across sessions, which was tested with a Wilcoxon matched-pair signed
rank test. For combined analysis of multiple cells, mixed-effects linear regression
was performed, with cells and animals as random effects. Visual inspection revealed
no obvious deviations from normality and homoscedasticity, and helped identify
extreme outliers (never more than four). Likelihood ratio tests were used to determine
the appropriate random effects structure, which ended up never to include animal as
a random effect. Statistical power of the mixed models was calculated using Post-hoc
Monte Carlo simulations. This method takes into account the distribution of the
random effects and that of the residuals present in the model, and generates simulated
output data based on random sampling from these distributions, using the same
sample sizes as in the original model. By reiterating this process 500 times, recording
for each instance the p-values of the fixed effects (that were significant in the original
model). The ratio of significant p-values indicates the probability of detecting the
effect upon replication using a similar model design and similar sample sizes, and
averaged 91.9% across the mixed models here presented (Supp. Table 1).
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Supplementary Material
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Figure S1 Purkinje cells without US-related complex spikes. Example behavioral and spike trace in the
top panel, complex spike density functions for twelve Purkinje cells in the middle panel, simple spike density
functions in the bottom panel. These cells did not show US-complex spike responses and were recorded in
trained mice. Seven cells showed no significant simple spike modulation, one showed suppressive modula-
tion, and three showed facilitation in the ISI. This facilitation was not observed in cells with a clear complex
spike response to the US.
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Figure S2 Construction of the simple spike-eyelid position correlation matrix. (A) The y-axis of the
eventual correlation matrix, E, denotes the time at which eyelid position data is taken. Here, eyelid traces
for one recording are shown, rotated 90ř counterclockwise. In the example at 113 ms after CS onset, the
magnified window shows for each trial 10 datapoints, of which the means (black dots, red dashed circle
indicates an outlier) are used for a correlation with spike activity. The same approach is taken to get eyelid
position data at 249 ms. (Ba) To create a spike density function for each trial, Purkinje cell simple spike
timestamps are convolved with a 41 ms wide gaussian kernel, shown overlaid in black. The summated green
trace provides a continuous measure of simple spike density. (Bb) The x-axis of the eventual correlation
matrix, E, denotes the time at which simple spike activity is taken. Here, spike density traces for all trials
of the same recording as in A are shown. Using the same approach outlined in A, 10-datapoint means are
extracted for each trial at two example locations, here 66 and 212 ms after CS onset. (C) Between-trial
correlations of eyelid position and simple spike activity data extracted at the example timepoints. Simple
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matrix shows the temporal dynamics of the correlation between simple spike activity and eyelid position. The
current cell shows negative correlation throughout the ISI, with a minor early focal point, and a major late
focal point.
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Supplementary Table 1. Summary of linear mixed-effects models, Related to Experimental 
Procedures. 
 
A. For outcome variable % Simple spike suppression with random intercepts for Purkinje cell ID: 
Fixed effect Coefficient F-test P Power* 
Intercept 22.39 ± 2.53 F1,972 = 78.03 <0.0001 - 
CR (yes/no) 4.4 ± 1.14 F1,972 = 14.87 0.00012 96.4% 
 
B. For outcome variable CR amplitude (% eyelid closure) with random intercepts and slopes for 
Purkinje cell ID: 
Fixed effect Coefficient F-test P Power 
Intercept 32.69 ± 2.47 F1,699 = 174.51 <0.0001 - 
% Simple spike 
suppression 

0.334 ± 0.084 F1,699 = 15.82 <0.0001 99% 

 
C. For outcome variable % Simple spike suppression with random intercepts for Purkinje cell ID: 
Fixed effect Coefficient F-test P Power 
Intercept 23.78 ± 2.3 F1,972 = 107.3 <0.0001 - 
CS-Complex spike 
(yes/no) 

4.57 ± 1.14 F1,972 = 16.2 <0.0001 86.2% 

 
D. For outcome variable CR amplitude (% eyelid closure) with random intercepts for Purkinje cell ID: 
Fixed effect Coefficient F-test P Power 
Intercept 37.98 ± 3.33 F1,352 = 130.04 <0.0001 - 
CS-Complex spike 
(yes/no) 

5.20 ± 2.22 F1,352 = 5.52 0.0194 83.8% 

 
E. For outcome variable CR amplitude (% eyelid closure) with random intercepts for Purkinje cell ID: 
Fixed effect Coefficient F-test P Power 
Intercept 65.28 ± 8.82 F1,245 = 61.09 <0.0001 - 
CS-Complex spike 
latency (ms) 

-0.26 ± 0.10 F1,245 = 8.74 0.0034 93.8% 

 
F. For outcome variable CS-Complex spike latency (ms) with random intercepts for Purkinje cell ID: 
Fixed effect Coefficient F-test P Power 
Intercept 91.47 ± 3.31 F1,345 = 764.35 <0.0001 - 
CR (yes/no) -5.16 ± 1.29 F1,345 = 15.99 <0.0001 98.2% 
 
G. For outcome variable CR amplitude (% eyelid closure) with random intercepts for Purkinje cell ID: 
Fixed effect Coefficient F-test P Power 
Intercept 29.24 ± 3.79 F1,351 = 59.69 <0.0001 - 
% Simple spike 
suppression 

0.29 ± 0.06 F1,351 = 24.48 <0.0001 99.8% 

CS-Complex spike 
(yes/no) 

3.08 ± 2.19 F1,351 = 1.98 0.1604 - 

 
H. For outcome variable CR amplitude (% eyelid closure) with random intercepts for Purkinje cell ID: 
Fixed effect Coefficient F-test P Power 
Intercept 55.02 ± 8.8 F1,246 = 38.83 <0.0001 - 
% Simple spike 
suppression 

0.24 ± 0.07 F1,246 = 12.94 0.0004 94.6% 

CS-Complex spike 
latency (ms) 

-0.24 ± 0.09 F1,246 = 7.65 0.0061 79.4% 
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Supplementary Table 2. Summary of MLI Recordings, Related to Figure 4. 

Cell # Hz CV CV2 # Valid Trials 
Mean CR 

amplitude (%) 
Mean CR 

onset (ms) % CRs % Spike 
facilitation in ISI 

ISI Spikes x CR 
amplitude r-value 

1 6.6 0.69 0.66 25 68.1 105.6 88 673** 0.29 
2 23.2 0.84 0.31 34 46.1 82.8 97.1 104** -0.59*** 
3 17.8 0.84 0.58 8 53.5 91.3 100 78** -0.24 
4 8.4 0.74 0.62 10 30.7 104 100 233** 0.19 
5 7.9 1.52 0.91 85 58.6 127.5 95.3 175** 0.34** 
6 36.8 1.53 1.00 17 61.9 83.7 94.1 279** 0.73** 
7 11.4 1.26 0.65 28 58.3 99.5 96.4 894** -0.55** 
8 26.3 0.82 0.53 15 65.6 98.2 100 192** 0.47 
9 8.5 1.45 0.99 15 74.8 96.6 100 1048** 0.12 

10 24.5 0.89 0.41 29 53.2 57.1 93.1 174** 0.73** 
11 20.9 0.69 0.61 73 33.6 149.4 34.2 98** 0.41* 
12 22.0 0.70 0.58 40 32.5 85.2 87.5 79** 0.63* 
13 41.8 1.37 0.76 47 25.3 94.2 78.7 150** 0.40*** 

Mean 19.7 1.03 0.66 33 50.3 98.1 89.6 321.3 0.23 
* p  < 0.05  ** p < 0.005; *** p < 0.001 
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More than the sum of its parts: concurrent disruption

and molecular layer interneuron to Purkinje cell 
inhibition severely impairs cerebellar learning

Learning is associated with changes in neural activity. The neural 
correlate of Pavlovian eyeblink conditioning, which models cerebellar 
learning, involves a temporary suppression of Purkinje cell simple 

-
anisms underlying this simple spike suppression include long-term 

feed-forward inhibition provided by the molecular layer interneurons 
to the Purkinje cell (MLI-PC inhibition). Here we show that only a 
concurrent disruption of PF-PC LTD and MLI-PC inhibition severely 
impairs eyeblink conditioning, whereas elimination of these suppres-
sion mechanisms individually results in no learning impairments.

M.M. ten Brinke*, H.J. Boele*, S. Peter*, L. Verdonschot, A.H.C. Ypelaar,
Z. Gao, S.K.E. Koekkoek, & C.I. De Zeeuw (Submitted)



Chapter 3

Introduction

Motor learning involves the practice-dependent acquisition, adaptation, or extinction
of movements. Learning a new motor skill usually requires extensive training, but
once acquired, we perform and adapt the motor task quite smoothly ‘‘without think-
ing’’. In our daily life, we simply ignore the dizzying motor complexity of dressing
ourselves and tying our shoelaces. In neuroscience, motor learning is often studied
using Pavlovian eyeblink conditioning. During this learning task, subjects typically
will hear a short beep or see an LED light (conditional stimulus, CS) followed several
hundred milliseconds later by an eye puff (unconditional stimulus, US). As a result of
repeated CS-US pairings, subjects will eventually learn to close their eye in response
to the CS. This newly acquired movement is called the conditioned response (CR)
(Fig. 1A). Importantly, the eyelid CR is not simply a reflex blink in response to the
CS, but instead a precisely timed eyelid movement. This timing of the eyelid CR
is determined by the time interval between CS and US, whereby maximal eyelid
closure occurs exactly around the onset of the expected US eye puff. Besides this
timing aspect, other fundamental features of more complex motor responses, such as
strength and velocity, can be distinguished in the simple blink of an eye (Boele et al.,
2015; Freeman & Steinmetz, 2011).

For many species, including humans and mice, it has been well established that
during Pavlovian eyeblink conditioning, the memory formation takes place in Purkinje
cells (PCs) in precisely defined areas of the cerebellar cortex (Heiney et al. 2014;
Hesslow, 2011; Kotani et al., 2006; Mostofi et al., 2010; Steinmetz & Freeman, 2014; Ten
Brinke et al., 2015; Thurling et al., 2015) (Fig. 1B). These PCs receive massive sensory
inputs from the mossy fiber – parallel fiber system, which transmits signals that can
serve as CS, and input from only one climbing fiber (CF), which transmits US signals
that serve as a teaching or instructive signal. During the conditioning process, PCs
learn to suppress or even completely pause their simple spike firing in response to
the CS (Halverson et al., 2015; Jirenhed et al., 2007; Ten Brinke et al., 2015), thereby
disinhibiting the cerebellar nuclei, leading to the eyeblink CR.

One of the major challenges for cerebellar scientists now is: How can PCs time
their simple spike suppression with such millisecond precision? Most models on
eyeblink conditioning assume a critical role for long-term depression of the parallel
fiber to Purkinje cell synapse (PF-PC LTD) (Hansel et al., 2016; Hauge et al., 1998;
Koekkoek et al. 2003; Mauk & Buonomano, 2004; Medina et al., 2000). However,
more recent findings have thrown some doubt upon this hypothesis (Johansson et al.,
2015; Hesslow et al., 2013; Schonewille et al., 2011; Welsch et al., 2005) , for instance
by showing that mice mutants lacking PF-PC LTD have completely normal eyeblink
conditioning (Schonewille et al., 2011). A second contribution to PC simple spike
suppression could be provided by the inhibitory molecular layer interneurons (MLIs)
(Heiney et al., 2014; Hesslow et al., 2013; Korn & Axelrad, 1980). However, removal
of the MLI-PC inhibition only mildly impairs eyeblink conditioning (Johansson et
al., 2014; Ten Brinke et al., 2015). Here, we ask the question whether a concurrent
disruption of PF-PC LTD and MLI-PC inhibition will lead to more severe cerebellar
learning deficits. To test this hypothesis, we developed a novel mouse line in which
presumably both PF-PC LTD and MLI-PC inhibition are blocked (Fig. 1C). To this end
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we crossed GluR2∆7 knock-in mice with L7-∆γ2 mice. GluR2∆7 knock-in mice have
impaired PF-PC LTD, since they lack the last seven amino acids at the intracellular
C-terminus tail, thereby disrupting the interaction of GluR2 with PICK1 and GRIP1/2,
in turn disturbing the internalization of AMPA receptors (Steinberg et al., 2006; Xia
et al., 2000). L7-∆γ2 mice have impaired MLI-PC feed forward inhibition, since they
have a PC specific (L7) ablation of the γ2 subunit of the GABAa receptors (Wulff et
al., 2009; Ten Brinke et al. 2015). Subsequently, we tested the neurophysiological
characteristics of this novel mouse line GluR2∆7 L7-∆γ2, both in vivo and in vitro, and
subjected them to a Pavlovian eyeblink conditioning task.

Results

Eyeblink conditioning

Although there were obviously learning differences between the groups, all four
showed a significant increase over the 10 acquisition session in both eyeblink CR
percentage and eyeblink amplitude (Fig. 1D, E, S Table 1, all p < 0.0001 except
for GluR2∆7 L7-∆γ2 mice amplitude which was 0.018, all one-way ANOVA). In
line with previous findings (Schonewille et al., 2011), GluR2∆7 mice, lacking pf-
PC LTD, showed normal acquisition of eyelid CRs over the course of 10 days of
training. Neither the percentage, nor amplitude, nor timing of eyeblink CRs showed
any abnormalities compared to wildtype control litters (Fig. 1 D-F, S Table 1; CR
percentage, p = 0.977; Eye closure amplitude, p = 0.989 (RM ANOVA, Tukey HSD
post hoc); amplitude at expected US, t (82.3) = -0.335, p = 0.738; latency to CR onset,
t (73.3) = 0.97, p = 0.33; latency to CR peak time, t (53.2) = -0.05, p = 0.963; all linear
mixed effect model (LMM)). In terms of CR percentage, L7-∆γ2 mice show virtually
normal acquisition (CR percentage p = 0.704 RM ANOVA, Tukey HSD post hoc),
however their CRs do not reach the amplitude values of wildtype control mice at the
end of training (Fig. 1 D-F, S Table 1, amplitude at expected US, t (80.0) = -2.44, p =
0.017, LMM). Although CR timing visually seems to be more variable, this was not
significantly different from wildtype control mice (Fig. 1 D-F, S Table 1, latency to
CR onset t (67.8) = -1.72, p = 0.89; latency to CR peak t (49.1) = 1.64, p = 0.107, LMM).
In contrast, GluR2∆7 L7-∆γ2 mice, where both PF-PC LTD and MLI-PC inhibition
are impaired, showed a severe learning deficit in terms of both CR percentage and
CR amplitude (Fig. 1 D-F, S Table 1, CR percentage p = 0.002, RM ANOVA, HSD
Tukey post hoc; eyelid amplitude at expected US t (80.1) = -3.928, p = 0.0002, LMM).
Interestingly, latency to CR onset was also significantly later compared to wildtype
controls (t (69.7) = 2.31, p = 0.024, LMM), whereas latency to CR peak time was not
(t (52.14) = 0.89, p = 0.377). For none of the groups we could establish a significant
difference between the latency to onset and peak time of the unconditioned response
to the US, showing that the performance of the blink response is intact and thus the
observed learning deficits are not a result of impairments in the eyelid closure.
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in vitro electrophysiology
To confirm that GluR2∆7 L7-∆γ2 mice indeed lack both PF-PC LTD and MLI-PC
inhibition, we first evoked PC EPSCs using PF stimulations of varying intensities (3
to 15 µA) to determine whether normal excitatory transmission was present. The
evoked EPSCs resulted in comparable amplitudes between GluR2∆7 L7-∆γ2 mice
and wildtype controls (Fig. 2B, S Table 2, F (1,10) = 0.059, p = 0.8, RM ANOVA) and
applying inter-stimulus intervals varying from 50 to 200 ms evoked similar levels of
paired-pulse facilitation (Fig. 2C, S Table 2, F (1,16) = 0.81, p = 0.38, RM ANOVA)
indicating that baseline PF–PC synaptic transmission is unaltered in GluR2∆7 L7-∆γ2
mice. We evaluated the inhibitory MLI-PC input by measuring sIPSCs and found
that these were practically absent in GluR2∆7 L7-∆γ2 mice (Fig. 2D, S Table 2, F (2,
32) = 11.39, p=0.0001, ANOVA, Bonferroni post hoc), similar to what previously has
been reported for L7-∆γ2 mice (Wulff et al., 2000). For PF-PC LTD induction, we used
a high frequency stimulation of PF in conjunction with CF stimulation, a modified
protocol of (Piochon et al., 2014), see method section. Indeed, wildtype control mice
showed normal PF-PC LTD (Fig. 2E, S Table 2, t (5) = -4.28, p = 0.008, Paired t-test),
whereas in GluR2∆7 L7-∆γ2 mice PF-PC was not inducible (Fig. 2E, S Table 2, t (5) =
0.052, p=0.96, Paired t-test).

Figure 1 Eyeblink conditioning is severely impaired in GluR2∆7 L7-∆γ2 whereas the mutants that
carry the mutations individually show virtually normal conditioning. (A) Experimental setup and con-
cept of eyeblink conditioning. Mice are placed in a light and sound- and light isolating chamber with their
head fixed on a freely moving foam treadmill. Unconditional stimulus (US) consisted of a weak air puff and
conditional stimulus (CS) was a green LED light. Eyelid movements were recorded with magnetic distance
measurement technique (MDMT). During eyeblink conditioning an association is learned between an US that
elicits a reflexive eyeblink and the CS that predicts the onset of this US. Repeated pairings of CS and US
with fixed time-intervals (250 ms) will lead to the acquisition of conditioned responses (CRs), i.e. mice learn
to close their eye in response to the CS (see MDMT set-in). in vivo PC recording were performed on the
same treadmill system. (B) The memory for eyeblink conditioning is formed in the cerebellum. Climbing
fibers (red), originating in the inferior olive (IO), transmit the instructive US signal to Purkinje cells (PCs) in
specific micro-zones in the cerebellar cortex and the anterior interposed cerebellar nuclei (AIN) neurons. The
mossy fiber - parallel fibers system (green), originating in the various brainstem nuclei including the pontine
nuclei (PN), transmits the CS signals to the same PCs and to some extent the AIN. These PCs innervate the
AIN, which in turn (in)directly innervates the motoneurons (MNs) that control the eyelid musculature (purple).
(C) Schematic representation of the different mutations: GluR2∆7 lack PF-PC LTD, L7-∆γ2 lack MLI-PC
inhibition, GluR2∆7 L7-∆γ2 have both disrupted PF-PC LTD and MLI-PC inhibition. (D) GluR2∆7 L7-∆γ2
mice have a significantly lower CR percentage compared to control mice. CR percentage is plotted for all four
groups over the course of ten acquisition sessions. CR threshold was set at 10% of a full eyelid closure in the
CS-US interval.
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(E) GluR2∆7 L7-∆γ2 mice also have significantly smaller eyeblink CRs. Also, L7-∆γ2 mice show a partial
learning deficit, with smaller eyeblink CR amplitudes in the final sessions. Eyeblink amplitude value is based
on all 100 paired trials per session and represents the closure at the onset of the US puff (i.e. 250 ms after
CS onset, see red dashed line in panel 2A (MDMT set-in) and in panel 2F). (F) GluR2∆7 L7-∆γ2 mice have
significantly smaller eyeblink CRs and the latency to CR onset is significantly increased. Each colored trace
represents the average of all 30 CS only trials per mouse in the probe session; thick black line represents the
average of these averages. Mouse eye video captures show eyelid closure at 0, 25, 50, 75, and 100% values
of a full blink. Note that, although eyeblink conditioning is severely disrupted, in GluR2∆7 L7-∆γ2 mice they
still do show properly timed eyeblink CRs, i.e. CRs peak at expected US onset.
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In vivo PC recordings
Finally, to investigate spontaneous PC firing characteristics, we performed in vivo
recordings in cerebellar vermis and hemispheres, differentiating between anterior
(lobule I-V) and posterior (lobule IX-X) regions, which differ in terms of zebrin identity
and accordingly in terms of spontaneous firing frequencies (Zhou et al., 2014). Indeed,
all experimental groups showed higher simple spike firing rates in anterior lobules,
which are mainly zebrin-negative, than in the predominantly zebrin-positive posterior
lobules (Fig. 2F, G, H, K, S Table 2; all p < 0.05, LMM). First, since the removal of PF-
PC LTD and MLI-PC inhibition should both constitute an increase in PC excitability,
simple spike firing rates should be higher than those in the wildtype group, unless
compensatory forces maintain normal firing. Our data supports the latter notion for
both anterior and posterior lobules, with none of the mutant groups showing different
simple spike firing rates than the wildtype control group (Fig. 2F, G, H, K, S Table 3;
all p >= 0.14, LMM). Next, given that MLI-PC inhibition is linked to more irregular
simple spike firing, we expected lower CV2 values in the L7-∆γ2 and the GluR2∆7
L7-∆γ2 mutants. In both the anterior and to a lesser degree the posterior regions, this
was indeed the case for the L7-∆γ2 mutant (Fig. 2H, L, S Table 3; anterior: CV2, t
(7.87) = -4.4, p = 0.002; posterior: CV2, t (15.40) = -2.2, p = 0.04; LMM). Interestingly,
GluR2∆7 L7-∆γ2 mice partially follow this pattern, having indeed a lower anterior
CV2 value, but no significantly different posterior CV2 (Fig. 2H, L, S Table 3; anterior
CV2 t (9.96) = -2.50, p = 0.031; posterior CV2 t (15.92) = -0.95, p = 0.36; all LMM).
Additionally, whereas in wildtypes CV2 were markedly different between anterior
and posterior regions (Fig. 2H, L, S Table 3; CV2 t (38) = 2.82, p = 0.007; LMM), there
were no significant differences in the mutant groups (Fig. 2H, L, S Table 3; all p > 0.09;
LMM). Finally, complex spike firing rates were not different between mutant groups
and wildtype mice, with wildtypes showing substantially higher rates in anterior than
in posterior zones (t (38) = 4.68, p < 0.0001, LMM), and each mutant group showing
at least a trend to that effect (Fig. 2I, M, S Table 3; all p < 0.08; linear mixed effects
model). Thus, spontaneous in vivo PC simple spike and complex spike frequencies in
GluR2∆7 L7-∆γ2 mice do not seem affected, and their simple spike firing regularity
lies closer to that of wildtype mice than that of the L7-∆γ2 mutant.

Figure 2 GluR2∆7 L7-∆γ2 mice lack both pf-PC LTD and MLI-PC inhibition but have no gross abnor-
malities in spontaneous firing behavior in vivo. (A) Schematic overview of MLI-PC inhibition and PF-PC
LTD induction experiments. (B) PC EPSCs were evoked using PF stimulations of varying intensities (3 to 15
µA) showing that GluR2∆7 L7-∆γ2 mice do have excitatory transmission. (C) Applying inter-stimulus inter-
vals varying from 50 to 200 ms evoked similar levels of paired-pulse facilitation indicating that baseline PF–PC
synaptic transmission is unaltered in GluR2∆7 L7-∆γ2 mice. (D) GluR2∆7 L7-∆γ2 mice show significantly
less spontaneous IPSPs than wildtype controls and GluR2∆7, indicating that they have indeed lack MLI-PC
inhibition. For PC EPCS, PPF, and sIPSC in L7-∆γ2 and GluR2∆7 mutants, we refer to (Schonewille et
al., 2011) (E) GluR2∆7 L7-∆γ2 show no PF-PC LTD using an induction protocol which consisted of a 100
Hz PF stimulation in 8 pulses followed by a 125 ms delay of single CF activation at 1 Hz for 5 minutes. For
comparison, data of GluR2∆7 and L7-∆γ2 mice is used with permission from Schonewille et al., (2011) and
Wulff et al. (2009), respectively. (F, J) Raw in vivo PC recordings showing that for both SSp (G, K) and CSp
(I, M) firing frequencies, no differences were found between wildtype controls and any of the mutant groups.
SSp firing frequency is significantly higher in the anterior lobules for all groups. Control wildtype mice and
L7-∆γ2 mutants show complex spike (CSp) firing frequencies that are higher in the anterior lobules, whereas
for groups carrying the GluR2∆7 mutation this is not the case.
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(H, L) Wildtype control mice show higher simple spike CV2 values for the anterior cerebellar lobules. None
of the mutants show this pattern. GluR2∆7 mutants have relatively high CV2 values in both anterior and
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Discussion

Here we show that a concurrent disruption of PF-PC LTD and MLI-PC inhibition
results in severe cerebellar learning deficits, whereas elimination of these suppression
mechanisms individually results in no or only partial learning impairments. GluR2∆7
L7-∆γ2 mice instead, which have proven to lack indeed both PF-PC LTD and MLI-PC
inhibition (Fig. 2 A, B), acquire over the course of ten training sessions only few
and small eyeblink CRs with a slightly delay in CR onset (Fig. 1D-F). Interestingly,
eyeblink CR peak is properly timed around the onset of the expected US (Fig. 1F). In
addition, GluR2∆7 L7-∆γ2 mice show normal spontaneous simple spike and complex
spike firing frequencies and only a slightly reduced CV2 value compared to wildtypes,
whereas L7-∆γ2 mice show substantially more regular simple spike firing (Fig. 2C).
Since L7-∆γ2 mice have a much subtler learning deficit, it is unlikely that this lower
CV2 is related to the severe learning deficit in GluR2∆7 L7-∆γ2 mice. In addition, in
all mutants, the differential CV2 values between anterior and posterior lobes were
eliminated. Since this elimination caused no learning deficits in GluR2∆7 and L7-∆γ2
mice, it is unlike that this is the source of the learning impairment in GluR2∆7 L7-∆γ2
mice.

Our finding challenges the field of cerebellar learning in several aspects. One
could simply argue that PF-PC LTD and MLI-PC inhibition are both PC suppression
mechanisms and that a disruption in one of them can normally be compensated
for by the other one. However, could PF-PC LTD alone indeed pause a PCs simple
spike firing? The answer is probably no, since PC have an intrinsic spike generating
mechanism (Raman & Bean,1997; Raman & Bean, 1999) and removal of excitatory
inputs from the PC by the application of CNQX only has minor effects on simple
spike firing rate (Cerminara & Rawson, 2004; Zhou et al., 2014). Thus, removal of
PF excitation, as in PF-PC LTD, seems unable to suppress PC simple spike firing
frequencies below pacemaker activity. In addition, PF-PC LTD could even not be
established after eyeblink conditioning (Jirehed & Hesslow, 2011). On the other hand,
MLI-PC inhibition is a potent mechanism to pause PC simple spike firing for longer
periods of time (Heiney et al., 2014; Korn & Axelrad, 1980; Mittmann et al., 2005).
In addition, MLIs clearly show facilitation in their firing profile, which precedes CR
onset and positively correlates with CR amplitude (Ten Brinke et al., 2015). However,
as shown in present study, MLI-PC inhibition alone is not essential for eyeblink
conditioning. Interestingly, it has been shown in vivo that PF burst stimulation (=
CS) followed 150 ms later by CF stimulation (= US) leads to concurrent long-term
potentiation (LTP) of the PF-MLI synapse and PF-PC LTD (Jirehed et al., 2013). Based
on our findings, we speculate that this concurrent PF-MLI LTP and PF-PC LTD are
dependent on each other and could not take place in GluR2∆7 L7-∆γ2 mice, leading
to cerebellar learning deficits.

Recently, is has been shown that in GluR2∆7 mice, PF-PC LTD can still be induced
when the stimulations conditions are intensified by increasing the number of PF
stimulation [PFs stimulated or PF stimulations] from 1 to 2-5 and substituting the
CF stimulation with a strong PC somatic depolarization of 50 ms (Yamaguchi &
Itohara; 2016), using an interval between PF and PC stimulation onset of only 0-50
ms. In current study, PF-PC LTD is induced using stimulation conditions that better
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match those under which eyeblink conditioning normally occurs (Hesslow et al., 2013;
Piochon et al., 2012; Titley & Hansen, 2015), i.e. 100 Hz PF stimulation (8 pulses)
followed by a single CF activation after a 110 ms delay, repeated at 1 s intervals for 5
minutes.

Although eyeblink conditioning in GluR2∆7 L7-∆γ2 mice is severely affected,
they do undeniably show eyeblink CRs at the end of training (Fig. 1F). Importantly,
these eyeblink CRs are properly timed, that is, they peak around the onset of the
expected US. This finding suggests additional neural mechanisms that contribute to
PC simple spike suppression. In fact, it is unclear at this point whether PF-PC LTD and
MLI-PC inhibition are indeed driving the PC simple spike pause or only facilitating it
by optimizing the PC's inputs that transmit the CS information. In line with recent
findings supporting a more neurocentric instead of exclusively synaptocentric view
on learning, such a mechanism might well involve a temporal memory that is formed
in the Purkinje cell itself and which is driven by metabotropic glutamate receptors
(Johansson et al., 2014; Johansson et al., 2015; Titley et al., 2017). Such a cell intrinsic
learning mechanism, however, is dependent upon optimized synaptic inputs provided
by PFs and MLIs. Our finding that only a concurrent disruption of PF-PC LTD and
MLI-PC inhibition could severely impair eyeblink conditioning, but not completely
block learning, rejects the idea that a single form of neural plasticity is essential and
sufficient and supports the notion that synaptic and intrinsic plasticity synergistically
contribute to form a temporal memory in the cerebellum.

Methods

Subjects and generation of mice
For all experiments, we used male and female mice with a C57Bl/6 background,
individually housed, food ab libitum, 12:12 light/dark cycles. For in vitro electro-
physiology experiments we used mice aged 5-20 weeks old mice; for in vivo electro-
physiology and eyeblink conditioning, mice were 15-25 weeks old. We made use
of three different transgenic mouse lines. First, GluR2∆7 knock-in mice lack the
last seven amino acids at the intracellular C-terminus tail, thereby disrupting the
interaction of GluR2 with PICK1 and GRIP1/2, in turn disrupting the internalization
of AMPA receptors, which impairs PF-PC LTD (n = 26 mice) (Steinberg et al., 2006;
Xia et al., 2000). Second, L7-∆γ2 mice have a Purkinje cell specific (L7) ablation of
the γ2 subunit of the GABAa receptors resulting in impaired feed-forward inhibition
provided by MLIs (Ten Brinke et al., 2015; Wulff et al., 2009) (n = 13 mice). For the
L7-∆γ2 mice we first generated γ2I77lox mice by flanking exon 4 of the Gabrg2 gene
with loxP sites and changing the codon encoding F77 in exon 4 to I, which resulted
in a neutral amino acid substitution. Next, homozygous γ2I77lox were crossed with
mice hemizygous for the PC specific L7-cre transgene and heterozygous for γ2I77lox
(Overdick et al., 1990; Xia et al., 2000). For experiments L7-cre γ2I77lox/ γ2I77lox mice
(L7-∆γ2) and γ2I77lox/ γ2I77lox mice (controls) were used. Third, GluR2∆7 L7-∆γ2
mice (n = 17 mice), which both lack both pf-PC LTD and MLI feed-forward inhibition
were generated by crossbreeding female mice hemizygous for L7-cre and homozygous
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for γ2I77lox/ γ2I77lox with male homozygous GluR2∆7 knock-in mice (= F0). Next, F1
female mice hemizygous for L7-cre and heterozygous for both γ2I77lox/ γ2I77lox and
GluR2∆7 were crossed with F1 male mice heterozygous for both γ2I77lox/ γ2I77lox
and GluR2∆7. This F1 breeding generated F2 mice, which were hemizygous for L7-cre
and homozygous for both γ2I77lox/ γ2I77lox and GluR2∆7 and F2 mice homozygous
for both γ2I77lox/ γ2I77lox and GluR2∆7. F2 mice were used in experiments. F2 mice
homozygous for both γ2I77lox/ γ2I77lox and GluR2∆7 were pooled with GluR2∆7
knock-in mice. As controls (n = 41) we used pooled data from littermate GluR2∆7
wildtypes and γ2I77lox/ γ2I77lox mice. All mice were genotyped by performing PCR
analyses of genomic DNA at 2-3 weeks postnatal and once again post mortem. All
experiments were approved by the Dutch Ethical Committee for animal experiments
and were in accordance with the Institutional (Erasmus MC) Animal Care and Use
Committee guidelines.

Eyeblink conditioning
Surgery Mice were anesthetized with an isoflurane/oxygen mixture (5% for induc-
tion, 1.5-2% for maintenance) and body temperature was kept constant at 37◦ Celsius.
Eyes were protected against drying using an eye lubricant (Duratears). After a local
scalp injection of bupivacaine hydrochloride (2.5mg/ml, Bupivacaine Actavis) we
made a sagittal scalp incision of 2-3 cm length. Next, we carefully removed the ex-
posed periosteum and roughened the surface of the skull using an etchant gel (Kerr,
Bioggio, Switzerland). After this, a small messing block (1.0 x 0.4 x 0.3 mm) with
1 screw thread and 2 additional pinholes was placed on the skull using Optibond
primer and adhesive (Kerr, Bioggio, Switzerland) and Charisma (Heraeus Kulzer,
Armonk, NY, USA). The surgical placement of this so-called pedestal and allowed for
head-fixation during the eyeblink conditioning experiments.

Behavioral training All behavioral experiments were conducted using head-fixed
mice that were placed on top of a cylindrical treadmill on which they were allowed
to walk freely (Fig. 1A) The treadmill consisted of a foam roller (diameter ±15cm,
width ±12cm; Exervo, TeraNova EVA) with a horizontal metal rod through the axis
that was connected with a ball bearing construction to two solid vertical metal poles.
A horizontal messing bar was fixated to the same vertical poles at 3-5 cm above the
treadmill. Mice were head-fixed to this bar using 1 screw and 2 pins, thereby ensuring
perfect head-fixation (further details Chettih et al., 2011). National Instruments (NI-
PXI) equipment was used to control experimental parameters and to acquire the
eyelid position signal. Eyelid movements were recorded with the magnetic distance
measurement technique (MDMT), which makes use of an NVE GMR magnetometer,
positioned above the left upper eyelid, that measures movements of a minuscule
magnet (1.5x0.7x0.5mm) that is placed on the left lower eyelid of the animal with
superglue (cyanoacrylate). This way, MDMT allows high spatio-temporal detection
of eyelid kinematics (further details Koekkoek et al., 2002). The conditional stimulus
(CS) was a green LED light (CS duration 280 ms, LED diameter 5 mm) placed 10
cm in front of the mouse's head. Because we performed our experiments in almost
complete darkness, this small LED light was a salient stimulus, which could be easily
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detected by both eyes. The unconditional stimulus (US) consisted of a weak air-puff
applied to the eye (30 psi, 30 ms duration), which was controlled by an API MPPI-3
pressure injector, and delivered via a 27.5-gauge needle that was perpendicularly
positioned at 0.5 - 1 cm from the center of the left cornea. The training consisted of 3
daily habituation sessions, 1 baseline measurement, 5 or 10 daily acquisition sessions,
and 1 probe session immediately after the last training session. During the habituation
sessions, mice were placed in the setup for 30-45 minutes, during which the air puff
needle (for US delivery) and green LED (for CS delivery) were positioned properly
but no stimuli were presented. On the day of acquisition session 1, each animal first
received 20 CS-only trials as a baseline measure, to establish that the CS did not elicit
any reflexive eyelid closure. During each daily acquisition session, animals received
either 100 or 200 paired CS-US trials, separated over 10 or 5 daily acquisition sessions,
respectively. The interval between the onset of CS and that of US was set at 250 ms.
Because of an inherent 14 ms delay in the delivery of the air puff, we triggered the
air puff at 236 ms after CS onset so that it would hit the cornea exactly at 250 ms
after CS onset. The inter-trial interval was set according to the following constraints:
at least 10 seconds had to elapse, the eyelid had to be open below a predetermined
threshold of 50% of a full eyelid closure, and eyelid position had to be stable for at
least 2 seconds for a trial to begin. Immediately after acquisition session 10, we started
a probe session during which we presented another 100 paired CS-US trials, but now
intermingled with 30 CS-only trials. During all training sessions, the experimenter
carefully inspected threshold and stability parameters and adjusted them if necessary.
All experiments were performed at approximately the same time of day by the same
experimenter.

Data analysis Individual eyeblink traces were analyzed automatically with custom
computer software (LabVIEW or MATLAB) in a five-step process. First, trials with
significant activity in the 500 ms pre-CS period (> 6 SD) were regarded as invalid
for further analysis. Second, trials were normalized by aligning the 500 ms pre-CS
baselines and calculating the averaged UR amplitude in Volts per session. The voltage
corresponding with a full closure was further used in the analysis of the eyeblink
traces as the 100% value reflecting full eyelid closure (± 1 mm movement), and other
values like CR amplitude were expressed relative to this 100% value. Third, in the
valid normalized trials, all eyelid movements larger than 10% of a full eyelid closure
and with a latency to CR onset between 50-250 ms and a latency to CR peak of 100-250
ms (both relative to CS onset) were considered as conditioned responses (CRs). For CS
only trials in the probe session we used the exact same criteria except that the latency
to CR peak time was set at 100-500 ms after CS onset. Additionally, we determined for
each individual trial the following parameters: (1) maximum/average eyelid closure
(= amplitude) in the full CS-US interval; (2) eyelid closure specifically at US onset
(i.e. 250 ms after CS onset); (3) latency to CR onset; (4) latency to CR peak. For 1
and 2 we used all valid trials, for 3 and 4 we only used the trials in which a CR was
present. Fourth, based on this trial-by-trial analysis we calculated for each session
per mouse the percentage of eyeblink CRs. Statistical effects of session and genotype
on CR percentage were established in SPSS 24 using a repeated measures ANOVA
and LSD post hoc testing. Fifth, linear mixed effect models were used in SPSS 24 to
determine statistically significant effects of genotype and session on parameters 1-4.
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Data was considered statistically significant if p < 0.05.

in vitro electrophysiology
Decapitation and preparation Following isoflurane anaesthesia, mouse were de-
capitated, and the cerebellum was obtained and put in an ice-cold slicing medium,
containing (in mM) 3 NMDG, 93 HCl, 2.5 KCl, 1.2 NaHPO4, 30 NaHCO3, 25 Glu-
cose, 20 HEPES, 5 Na-ascorbate, 3 Na-pyruvate, 2 Thiourea, 10 MgSO4, 0.5 CaCl2,
5 N-acetyl-L-Cysteine that was carbogenated continuously (95% O2 and 5% CO2).
Sagittal slices, 250 mm thick, of the cerebellar vermis were cut using a vibrotome
(VT1200S, Leica) and put in carbogenated artificial cerebrospinal fluid (ACSF) con-
taining (in mM): 124 NaCl, 5 KCL, 1.25 Na2HPO4, 2 MgSO4, 2 CaCl2, 26 NaHCO3
and 20 D-Glucose, for at least 1 h at 34±1 ◦C before the start of the experiment. All
slice physiology was done at 34±1 ◦C in the presence of 100 mM picrotoxin except for
the sIPSCs recordings. Whole-cell patch clamp recording were performed with an
EPC9 amplifier (HEKA Electronics, Lambrecht, Germany). Recordings were excluded
if the series (Rs) or input resistances (Ri) changed by 20% during the experiment,
which was determined using a hyperpolarizing voltage step relative to the -65 mV
holding potential. For whole-cell recordings PCs were visualized using an upright
microscope (Axioskop 2 FS, Carl Zeiss) equipped with a 40x objective. Recording
electrodes (3–5 MO, 1.65 mm outside diameter (OD) and 1.11 mm interior diameter
(ID), World Precision Instruments, Sarasota, FL, USA) were filled with an intracellular
solution containing (mM): 120 K-Gluconate, 9 KCL, 10 KOH, 4 NaCL, 10 HEPES, 28.5
Sucrose, 4 Na2ATP, 0.4 Na3GTP (pH 7.25–7.35 with an osmolarity of 295±5).

PF-PC transmission For PF–PC transmission, we used various inter-stimulus inter-
vals (50–200 ms). For recordings of spontaneously occurring IPSCs (sIPSCs), we used
the previously mentioned K-based internal and recorded their occurrence during 120
s. For CF stimulation, similar electrodes (filled with ACSF) were positioned near the
patched PC soma in the surrounding granule layer.

sIPSC For the recording of spontaneous inhibitory post synaptic currents (sIPSCs),
we used an intracellular solution containing (mM): 150 CsCl, 1.5 MgCl2, 0.5 EGTA,
4 Na2ATP, 0.4 Na3GTP, 10 HEPES, 5 QX314 (pH 7.25–7.35 with an osmolarity of
295±5). For extracellular stimulation of PFs, similar patch electrodes were filled with
ACSF and positioned in the upper third of the molecular layer lateral to the patched
PC. The stimulation intensity was set to evoke an excitatory post synaptic current
(EPSC) of 200±50 pA (typically 3–5 µA stimulation intensity).

PF-PC induction For PF-PC LTD induction we recorded from lobules 5/6. Record-
ings were done in voltage-clamp, except for the tetanus, which consisted of 100 Hz
PF stimulation in 8 pulses followed by a 110 ms delay of single CF activation at 1 Hz
for 5 minutes. We evaluated the synaptic plasticity by the change in PF-EPSC (base-
line at 0.05 Hz) relative to the mean value calculated during the 5min long baseline
pre-tetanus (Piochon et al., 2014).
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Data analysis Data analysis was performed using Clampfit software (Molecular
Devices).

in vivo PC recordings
Surgery Mice were surgically prepared following the same procedure as described
for eyeblink conditioning. Additionally, a craniotomy (ø 2-3 mm) was performed
on the occipital bone in order to perform extracellular PC recordings from both the
anterior and posterior cerebellum. A small rim of Charisma was made around the
craniotomy and anti-inflammatory (Dexamethasone 4 mg/ml) solution was applied
inside, after which the chamber was closed with a very low viscosity silicone elastomer
sealant (Kwik-cast, World Precision Instruments). After surgery mice had 5 days to
recover.

Recordings Extracellular PC recordings were conducted using head-fixed mice that
were placed on top of a cylindrical treadmill system as described above. Mice were
first habituated for 3 days to the treadmill. PCs were recorded from vermal lobules
I–V and lobules VI-X using glass micropipettes (2.0 mm OD, 1.16 mm ID, Harvard
Apparatus, MA, USA, tip 2-5 µm, impedance 2-5 MΩ. Single unit Purkinje cells were
recorded for 2–5 minutes. Single-unit recording was identified online by the presence
of a short SS pause (20-50 ms) after each complex spike. To verify recording locations,
we made small alcian blue injections after recording sessions.

Analysis in vivo recordings were analyzed offline using custom scripts in MatLab
(Mathworks, Natick, MA, USA) and SPSS 24. Average simple spike and complex
spike firing were calculated. Simple spike firing regularity was investigated using the
CV2 value, which was calculated as 2 * | ISIn+1 – ISI n | / (ISIn+1 – ISI n).
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PC EPSCs (pf stim
ulation) 

W
ildtype (n = 5 cells, 3 m

ice) 
GluR2Δ7 L7-Δγ2 (n = 7 cells, 3 m

ice) 
Statistical test 

S Table 2 
Stim

ulation Strength 3 µA
 

34.77 (± 17.92 sd) 
83.38 (± 67.27 sd) 

F(1,10)=0.059, p=0.81 
  

Stim
ulation Strength 6 µA

 
119.05 (± 37.23 sd) 

166.15 (± 92.59 sd) 
AN

O
VA, Repeated 

m
easures 

  

Stim
ulation Strength 9 µA

 
205.26 (± 49.12 sd) 

203.15 (± 116.25 sd) 
 

  

Stim
ulation Strength 12 µA

 
224.84 (± 46.64 sd) 

221.79 (± 156.00 sd) 
 

  

Stim
ulation Strength 15 µA

 
257.12 (± 35.05 sd) 

228.32 (± 160.55 sd) 
 

  

  
  

  
  

  

Paired Pulse facilitation (PPF) 
W

ildtype (n = 8 cells, 3 m
ice) 

GluR2Δ7 L7-Δγ2 (n = 10 cells, 3 
m

ice) 
Statistical test 

  

Inter stim
ulus interval 50m

s 
1.49 (± 0.19 sd) 

1.57 (± 0.35 sd) 
F(1,16)=0.81, p=0.38 

  

Inter stim
ulus interval 100m

s 
1.20 (± 0.06 sd) 

1.28 (± 0.23 sd) 
AN

O
VA, Repeated 

m
easures 

  

Inter stim
ulus interval 150m

s 
1.12 (± 0.13 sd) 

1.15 (± 0.12 sd) 
 

  

Inter stim
ulus interval 200m

s 
1.04 (± 0.10 sd) 

1.08 (± 0.07 sd) 
 

  

  
  

  
  

  

sIPSCs analysis 
W

ildtype (n = 6 cells, 2 m
ice) 

GluR2Δ7 (n = 18 cells, 3 m
ice) 

GluR2Δ7 L7-Δγ2 (n = 11 
cells, 2 m

ice) 
Statistical test 

sIPSCs (Hz) 
25.38 (± 10.71 sd) 

29.44 (± 20.27 sd) 
1.87 (± 1.42 sd) 

F(2, 32)=11.39, p=0.0001 

  
 

 
 

AN
O

VA, post-hoc Bonferroni: 

  
 

 
 

W
ildtype vs GluR2Δ7, p=1.00 

  
 

 
 

W
ildtype vs GluR2Δ7 L7-Δγ2, p=0.015 

  
  

  
  

GluR2Δ7 vs GluR2Δ7 L7-Δγ2 , p=0.005 

  
 

 
 

  
LTD analysis 

W
ildtype (n = 6 cells, 4 m

ice) 
GluR2Δ7 L7-Δγ2 (n = 6 cells, 4 m

ice) 
W

T baseline vs post 
induction 

GluR2Δ7 L7-Δγ2 baseline vs post 
induction 

Baseline (pA) 
192.77 ( ± 57.05 sd) 

180.81 (± 46.08 sd) 
t(5)=-4.28, p=0.008 

t(5)=0.052, p=0.96 

Post induction (last 5 m
ins, pA) 

146.60 (± 41.93 sd) 
181.70 (± 52.99 sd) 

Paired t-test 
Paired t-test 
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Adaptation of whisker movements 
requires cerebellar potentiation

The ability to rapidly adapt movement patterns while exploring the 
world is critical for survival, yet how it comes about is unclear. Here, we 
developed a sensory-driven whisker movement adaptation protocol 
and show with trial-by-trial analyses that enhancements and accelera-
tions of whisker behavior require increased and accelerated simple 
spike activity of cerebellar Purkinje cells. Blocking potentiation specifi-
cally in Purkinje cells prevents both adaptation of whisker movements 
and concomitant changes in simple spike patterns. The ability to 
express sensory-induced simple spike plasticity is set by the temporal 
windows in which complex spike activity is low. Our data indicate that 
enhancement of simple spike activity guides long-term storage of novel 
whisker motor patterns during learning by presenting instruction 
signals, whereas synchronized complex spike activity orchestrates 
acute stereotypic behavior, during which the simple spikes merely 
relay e�erence copy signals consistent with those needed for a fully 
trained internal model.

V. Romano, L. De Propris, L.W.J. Bosman, P. Warnaar, M.M. ten Brinke, S. Lindeman, C. Ju, 
A. Velauthapillai, J.K. Spanke, M. Negrello, E. D’Angelo, & C.I. De Zeeuw (Submitted)



Chapter 4

Introduction

Active touch is important for exploring our environment, allowing us to assess the
shape, substance and movements of objects and organisms around us (Prescott et al.,
2011; Wolpert et al., 1998). Throughout the animal kingdom, various systems have
evolved for this purpose, like the antennae of insects, the fingertips of primates and
the well-developed whisker systems of rodents and sea mammals with which they
actively interpret their environment (Ahl, 1986; Anjum and Brecht, 2012; Dehnhardt
et al., 2001; Dere et al., 2007; Staudacher et al., 2005). Controlling and adapting
movements of such systems are thus critical both in daily life and in life-threatening
situations. Whereas the role of the cerebral cortex in the planning and initiation of
active touch is relatively well established (Bosman et al., 2011; Brecht, 2007; Deschênes
et al., 2016; Diamond and Arabzadeh, 2013; Feldmeyer et al., 2013; Guo et al., 2014;
Petersen, 2014; Petreanu et al., 2012), that of the cerebellum in learning how to adapt
these movements is less clear (Chen et al., 2016; Popa et al., 2012). Conceptually, the
cerebellum may generate internal models to predict the sensory consequences of active
control (Brooks et al., 2015; Medina and Lisberger, 2007; Wolpert et al., 1998), but with
which cellular and network mechanisms it may adjust such models remains to be
elucidated. Historically, long-term depression (LTD) at the parallel fiber-to-Purkinje
cell (PC) synapse has been considered to be the main cellular mechanism underlying
cerebellar motor learning (Albus, 1971; Ito, 2003; Konnerth et al., 1992). More recent
findings though suggest that different mechanisms may prevail, dependent on the
chemical identity of the cerebellar modules involved (De Zeeuw and Ten Brinke, 2015;
Zhou et al., 2014). Whereas the so-called zebrin-negative modules may be dominated
by plasticity mechanisms that suppress the simple spike (SS) activity of PCs, the PCs
in the zebrin-positive modules may increase their SS activity during sensorimotor
learning (De Zeeuw and Ten Brinke, 2015; Ten Brinke et al., 2015).

Here we set out to investigate the cellular encoding mechanisms underlying
adaptation of whisker movements. Given that the cerebellar modules involved in
coordination of whisker movements are largely zebrin-positive (Bosman et al., 2010;
Shambes et al., 1978; Sugihara and Quy, 2007), we hypothesized that adaptation
of whisker movements requires potentiation of PCs to increase their SS frequency.
Moreover, given that potentiation at the parallel fiber-to-PC synapse can be most
readily induced in the absence of climbing fiber activity (Coesmans et al., 2004),
we predict that adaptation of whisker movements is governed by PCs in which the
complex spike (CS) responses are low (De Zeeuw et al., 2011; Gao et al., 2012). As
cerebellar training protocols for whisker movements had not been developed, we
designed a novel paradigm. We based this on the known dynamics at the cerebellar
input stage, the granular layer, which indicate that sensory stimulation at theta band
frequencies may be most efficient in inducing plasticity (D'Angelo et al., 2001; Lev-
Ram et al., 2002; Ramakrishnan et al., 2016). First, we established the impact of
sensory stimulation on the baseline whisker movements as well as concomitant CS
and SS responses of PCs in the cerebellar whisker regions crus 1 and 2 (Bosman et
al., 2011; Bosman et al., 2010; Shambes et al., 1978). Next, we leveraged in our tetanic
stimulation paradigm on the ability of mice to sweep their whiskers rhythmically
while exploring their environment (Ahl, 1986; Voigts et al., 2015) and to adapt their
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whisker movements on a cycle-by-cycle basis (Voigts et al., 2015). We show that in the
naïve animal, modulatory activity of the climbing fibers precedes whisker movements,
whereas that of the SSs occurs around the same time as the whisker movements. After
induction of the training protocol, however, potentiated SS modulation anticipates
the movements so as to instruct motor learning, highlighting a temporary accelerating
shift in the internal model.

Results

Whisker responses to sensory stimulation
The large facial whiskers are a prime source of sensory information for mice. An
event, such as mechanical stimulation of the whiskers, can trigger active whisking
(Ferezou et al., 2007). We characterized the whisker movements around the time
of air puff stimulation of the whisker pad in awake, head-restrained mice (Fig. 1A-
C). It turned out that such stimulation triggers stereotypic whisker movements: a
passive retraction due to the air flow followed by a large, single sweep forward.
This single sweep forward could be followed by more variable whisker movement
patterns. Active whisking during inter-trial intervals was relatively rare under these
experimental conditions: only in 13% of all trials whisker movements of more than
10◦ happened during the 200 ms prior to an air puff to the whisker pad. The air
puff initiated a stereotypic forward sweep, exceeding 10◦ in 87% of the trials. After
this stereotypic stimulus-triggered forward sweep, prolonged whisker movements
(>200 ms) were observed in 57% of the trials (p < 0.0001 compared to pre-stimulus
interval; Fisher's exact test; Fig. 1D-H; Table S1). Thus, during most trials, there is
little spontaneous whisker movement before the air puff, followed by a stereotypic
forward sweep lasting until approximately 150 ms after the stimulus onset and more
variable behavior afterwards.

Whisker representation in crus 1 and 2
Cerebellar Purkinje cells (PCs) receive sensory input from the whiskers via direct and
indirect pathways (Bosman et al., 2011) (Fig. 2A), leading to a large heterogeneity in
PC responses to whisker stimulation (Bosman et al., 2010; Chu et al., 2011). Therefore,
we first made an overview of the firing properties of PCs in the ipsilateral lobules
crus 1 and crus 2 in response to whisker pad air puff stimulation. Of the 53 single-
unit PCs from which we recorded, 44 (83%) showed significant complex spike (CS)
responses, but with large variations in latency and amplitude (Figs. 2B-D; S1A-B).
Using electrolytic lesions and neural tracing, we found that the PCs with CS responses
occurring within 80 ms following whisker stimulation were predominantly located
around the border between crus 1 and crus 2, with the strongest responses in the
lateral hemisphere, covering parts of cerebellar zones C2, C3, D1 and D2 (Figs. 2G-H;
S1K-M). Cluster analysis confirmed that the lateral part of the border area between
crus 1 and crus 2 was indeed the hotspot for strong CS responses to whisker pad
stimulation (Fig. S1D-F, I).
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Figure 1 Whisker pad stimulation triggers stereotypic whisker behavior. (A) Mouse head with unclipped
large facial whiskers and direction of the air puff (coming out of the pipette). Whisker movements were tracked
(see panel b), revealing stereotypic responses to air puff stimulation: first a passive backwards movement
followed by active protraction (c). The colors indicate individual whiskers. (D) The mean whisker angle during
0.5 Hz air puff stimulation of the whisker pad from a representative mouse. During approximately half the trials,
the active protraction was only a single sweep, in the other traces multiple sweeps were observed. Prolonged
periods of active whisking were rare. A trial with (E) and without (F) prolonged movements are enlarged
below. (G) To indicate the variability in whisker behavior, 100 trials of the experiment illustrated above were
superimposed. The thick line indicates the median. (H) Box plots showing the amplitudes (difference between
maximal retraction and maximal protraction in the indicated 200 ms intervals) of individual trials of 13 mice
(with approximately 100 trials per mouse). Obviously, most whisker movement was observed in the period
between 0 and 200 ms after whisker pad air puff stimulation, as compared to the 200 ms intervals before and
after this period. Top: Fractions of trials with movements exceeding 10◦. *** p < 0.001. For detailed statistics,
see Table S1.
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The responses of the simple spikes (SSs) were even more variable than those of
the CSs, with often biphasic patterns entailing wide variations in the latencies to both
troughs and peaks (Figs. 2E-F; S1C). Fifty PCs (94%) displayed a significant SS re-
sponse to whisker pad stimulation. These PCs were found to be dispersed throughout
crus 1 and crus 2 (Figs. 2I; S1J). The trough of the SS responses typically correlated in
a reciprocal fashion with the peak of the CS responses (Figs. 2B-F; S1A-C) (Badura et
al., 2013; De Zeeuw et al., 2011; Zhou et al., 2014), but the correlations between the
latency and/or strength of the peak of the SS response and the strength of the CS peak
response peak were poor (Fig. S1G-H). Thus, based on the CS response properties,
we could define a ‘‘whisker hotspot’’ around the lateral border between crus 1 and
crus 2, but also in the adjacent areas whisker-responsive PCs were abundant.

PC activity during motor performance
Next, we investigated to what extent the occurrence of CSs can have an impact
on the whisker movement following an air puff. The active protraction following
passive retraction was significantly stronger in trials in which a CS occurred than
in trials without (on average an increase of 47 ± 5%; p = 0.0001; Fig. 3A-D; Table
S1). Remarkably, the position of the whiskers was already slightly, but significantly,
more retracted before the air puff was given in trials with a CS following the air puff
(a difference of -0.18 ± 0.05◦; p = 0.0013; Fig. 3B,D; Table S1), indicating that the
state of the mouse at a given trial could affect its behavior. The latency between the
peak in the CS response and the moment of maximal difference between trials with
and without CSs was 58 ± 41 ms (median ± IQR), with the change in the whisker
movement following after the CS firing (Fig. 3C-E; Table S1). Thus, indeed, CS firing
was found to enhance protraction.

In view of the strong convergence between PCs and cerebellar nucleus neurons,
however, we expect that CS synchrony would be required to exert motor commands
(e.g., see (Hoogland et al., 2015; Mukamel et al., 2009). To study whether simultaneous
CS firing by nearby PCs is indeed enhanced following whisker pad stimulation, we
performed two-photon Ca2+ imaging in crus 1 and crus 2 (Fig. 3F). In line with earlier
studies (De Gruijl et al., 2014; Mukamel et al., 2009; Ozden et al., 2009; Schultz et al.,
2009), we found occasionally simultaneous Ca2+ events in multiple nearby PCs in the
absence as well as in the presence of sensory stimulation (Fig. 3G-H). Widespread
simultaneous activation was, however, much more present shortly after sensory
stimulation (p = 0.002; Kolmogorov-Smirnov test; Fig. 3I). Thus, we conclude that
coherent CS firing is substantially enhanced after whisker pad stimulation, so that
indeed synchronous CS firing was present during the period in which we observed a
behavioral impact of CS firing.

During spontaneous whisking, SS firing of PCs can correlate with whisker po-
sition. The large majority of PCs showed SS activity correlated to protraction and
a minority with retraction (Chen et al., 2016). We studied the correlation between
SS firing and whisker trajectory on a trial-by-trial basis. Of the 53 PCs of which we
had simultaneous SS recordings and whisker videos, 21 (40%) showed a significant
correlation during a trial-by-trial analysis (Figs. 4; S2). In all of the latter PCs, there
was a positive correlation between instantaneous SS firing and whisker protraction.

93



Chapter 4

IntA
DLH
Lat

Crus 1

SL

Med

1 mm

I

H

C
om

pl
ex

 s
pi

ke
s

S
im

pl
e 

sp
ik

es

200 ms
10%

Crus 2

Crus 1

200 ms
250%

Crus 2

Crus 1

Air puff

Complex spikes

Tr
ia

l n
o.

100

50

0

N
o.

 o
f C

S
s 60

30

0

0

5

10

n = 44

n = 50

P
ea

k 
(%

)

B

C

D

E

F

Simple spikes

Tr
ia

l n
o.

100

50

0

R
at

e 
(H

z) 160

80

0

-100
-100 0 100 200 300

0
100

∆
S

S
 (%

)

Time (ms)

A

Air puff

C e r e b e llum

S1 M1

Thalamus

CN

CF
PF

MLI

GrC

PC

Trigeminal nuclei Facial nucleus

Pontine nuclei

Inferior olive

MDJ

Reticular formation

/

MF

G

Figure 2 Heterogeneous Purkinje cell
responses to whisker pad stimulation.
(A) Simplified scheme of the somatosen-
sory pathways from the whisker pad to
the cerebellar Purkinje cells (PCs) and
of the motor pathways directing whisker
movement. The information flows from
the whisker pad via the trigeminal nu-
clei and the thalamus to the primary so-
matosensory (S1) and motor cortex (M1).
S1 and M1 project to the inferior olive
via the nuclei of the meso-diencephalic
junction (MDJ) and to the pontine nuclei.
Both the inferior olive and the pontine nu-
clei also receive direct inputs from the
trigeminal nuclei. The mossy fibers (MF)
from the pontine nuclei converge with di-
rect trigeminal MF on the cerebellar gran-
ule cells (GrC) that send parallel fibers
(PF) to the PCs. The inferior olive pro-
vides climbing fibers (CF) that form ex-
traordinarily strong synaptic connections
with the PCs. Both the PFs and the
CFs provide also feedforward inhibition
to PCs via molecular layer interneurons
(MLI). The GABAergic PCs provide the
sole output of the cerebellar cortex that
is directed to the cerebellar nuclei (CN).
The CN sends the cerebellar output both
upstream via the thalamus back to the
neocortex and downstream to motor ar-
eas in the brainstem and spinal cord. The
whisker pad muscles are under control of
the facial nucleus which is mainly inner-
vated via the reticular formation. Several
feedback loops complement these con-
nections. For references, see Bosman et
al. (2011) and Deschênes et al. (2016).
(B) Representative extracellular record-
ing of a Purkinje cell in an awake mouse.
A complex spike is indicated by a colored
dot above the trace. (C) Complex spike
responses of the same Purkinje cell to air
puff stimulation of the whisker pad. (D)
The latencies vs. the peak of the complex
spike responses (see Methods) of all 44
Purkinje cells with a significant complex
spike response. The grey symbols indi-
cate Purkinje cells with long-latency (>80
ms) complex spike responses.

(E) Simple spike responses of the same Purkinje cell as in panels B and C. Note that the simple spike
firing frequency is about 60-70 Hz. (F) Peak amplitudes (see Methods) and peak latency times of simple
spike responses (bottom) of all 50 Purkinje cells showing a significant simple spike response to whisker
pad stimulation. Simple spike responses were often found to be bi-phasic. The closed circles reflect the
first and the open symbols the second phase of the simple spike response. Non-significant responses are
omitted. (G) Purkinje cell locations could be retrieved by neural tracer injection (BDA 3000) after completion
of the recording. In this example, tracer was found in the anterior interposed nucleus (IntA) (see arrow, area
enlarged in Fig. S1M). SL = simple lobule, Med = medial nucleus, Lat = lateral nucleus; DLH = dorsolateral
hump. (H) Approximate locations of the recorded Purkinje cells projected on the surface of crus 1 and crus 2.
The colored bands refer to the cerebellar zones (see Fig. S1I). The kinetics of the complex spike response of
each Purkinje cell is indicated as the convolved PSTH (starting from the onset of the stimulus; see Methods).
(I) The same for the simple spike responses.
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Figure 3 Complex spikes promote the initial whisker protraction after an air puff. (A) Whisker traces of
a representative mouse separated according to the presence (violet) or the absence (magenta) of a complex
spike produced by a simultaneously recorded Purkinje cell in the first 100 ms after stimulus onset. The trials
with a complex spike tended to have a stronger protraction, which was also observed in the population (n
= 28) (B). (C) Averaged convolved peri-stimulus time histograms of complex spikes (blue) and the averaged
difference in whisker position (purple) between trials with and without complex spikes. Complex spikes pre-
cede the observed differences in movement. Shaded areas indicate SEM. (D) Changes in average whisker
angle before stimulation (period a; see time bar in panel B), in maximal retraction (period b) and in maximal
protraction (period c) between trials with and without a complex spike in the 100 ms after an air puff. (E) Time
intervals between the peak of the complex spike response and the maximal difference between the trials with
and without complex spikes. (F) Field of view of a piece of crus 1 recorded using two-photon Ca2+ imaging in
an awake mouse. The colored areas indicate 16 regions of interest, corresponding to Purkinje cell dendrites.
The accompanying fluorescent traces show Ca2+ transients which are most likely complex spikes (G; see also
the enlargement of the part marked in red below the traces (cf. Schultz et al. (2009)). In the absence of sen-
sory stimulation, large-scale coherence is rare. (H) Following air puff stimulation of the whisker pad (brown
vertical lines), complex spike coherence is largely increased. (I) Composite peri-stimulus time histogram of
all Purkinje cells in the field of view shown in panel F. The colors represent the fraction of Purkinje cells active
during each frame of 40 ms (see Methods). Complex spike synchrony is relative rare during inter-trial inter-
vals, but strongly enhanced following air puff stimulation - i.e. during the period in which complex spike firing
promoted protraction. Thus, the complex spikes measured in individual neurons (A-E) are probably largely in
sync with network activity of complex spikes corresponding to the onset of the movement.** p < 0.01; *** p
< 0.001. For detailed statistics, see Table S1.
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Negative correlations, thus increased SS firing corresponding to more retraction, were
also found, but never reached statistical significance (Fig. S2C). Strikingly, the cor-
relations between SS firing and whisker protraction were most prominent around a
zero lag, implying that the SS modulations occurred at the same time as the whisker
movements, reminiscent of encodings required for an internal model (Brooks et al.,
2015; Wolpert et al., 1998), or with a short (10-20 ms) delay respective to the whisker
movement (Fig. 4D). Furthermore, the strongest correlations were found relatively
late during the movement, in particular between 80 and 200 ms after the start of the
air puff (Figs. 4C-D; S2D).

PC activity during motor learning
So far, we established that whisker pad stimulation induced a stereotypic motor
pattern of the facial whiskers (Fig. 1). The initial protraction is preceded and promoted
by synchronous CS firing (Fig. 3) and its amplitude correlates without a clear time
lag with SS firing (Fig. 4). We next wondered whether the whisker movements
could be enhanced following intense sensory stimulation, which would allow us to
investigate correlates of PC activity with whisker movements during motor learning.
We hypothesized that whisker movements might be enhanced following tetanic
stimulation at 4 Hz as this frequency has been shown to be effective in recruiting SS
potentiation (D'Angelo et al., 2001; Lev-Ram et al., 2002; Ramakrishnan et al., 2016).
Indeed, application of this novel induction paradigm to the whiskers for only 20
seconds was sufficient to induce an increase in the level of protraction following a
baseline air puff stimulation at 0.5 Hz (average increase 18.5 ± 4.1%; p < 0.001; Fig. 5A-
B; Table S1). Mice responded already during the air flow-induced retraction, leading
to a reduction of the backwards movement after theta sensory stimulation (p = 0.0211;
Table S1). Concomitantly, SS activity was significantly increased (p < 0.001), whereas
CS activity was not significantly altered compared to baseline (p = 0.181; Fig. 5C-D;
Table S1). Moreover, the SS response was not only increased, but also accelerated,
leading to a faster and stronger SS response after induction (Fig. 5D-E). Accordingly,
the correlation between instantaneous SS frequency and whisker angle, which was
originally centered around a zero lag or even had a small delay relative to the whisker
movement and had a relatively long latency, now occurred during a significantly
earlier phase of the movement (p = 0.0061; Fig. 5F; Table S1). Indeed, SS modulation
now preceded the whisker movement, as indicated by the large orange/red spot
above the diagonal in the second correlation matrix plot of Fig. 5F. Thus, due to a
relatively short period of strong sensory tetanic stimulation, SS modulation evolved
from a representation of the movement to a potentially instructive signal that might
contribute to the amplitude and timing of the movement.

In contrast to the effects of theta sensory stimulation on the whisker position
(stronger protraction upon air puffs after theta sensory stimulation; p < 0.0001; Mann-
Withney test), the occurrence of free whisking in between trials was not affected by
theta sensory stimulation (Fig. S3A-F). Also over a longer time period, increased
protraction was significant (p = 0.024; n = 7 mice; Friedman test). At first sight,
it seemed that the increased protraction returned to baseline after approximately
25 min (Fig. S3G, L, H), but on closer inspection it turned out that over time, the
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Figure 4 Increased simple spike firing correlates with whisker protraction. (A) Changes in the instanta-
neous SS firing rate (convolved with a 6 ms Gaussian kernel; blue) correlate roughly with whisker movement
(purple). This is illustrated with a representative recording of a Purkinje cell. Vertical brown lines indicate the
moments of air puff stimulation to the (ipsilateral) whisker pad. The horizontal black line designates the inter-
val expanded in (B) Blue dots mark complex spikes. (C) Correlation matrix showing a clear positive correlation
of simple spike firing (blue trace at the bottom shows convolved peri-stimulus time histogram triggered on air
puff stimulation) and whisker protraction (red trace at the left; indicated is the mean ± SEM of the whisker
position) based on a trial-by-trial analysis. The correlation coefficient (R) over the dashed 45◦ line is shown
in the bottom, together with the 99% confidence interval (grey area). These data come from the example
Purkinje cell shown in A-B. Averaged data from 21 Purkinje cells is shown in (D). (E) Scatter plots with linear
regression lines showing a positive correlation between whisker protraction and instantaneous SS firing (ex-
ample Purkinje cell on the left and aggregated data of all 21 Purkinje cells on the right). The experiments are
normalized based upon their Z-score. Data are taken from the moment with the strongest (positive) correla-
tion (example (left): 150-160 ms (for whiskers and for simple spikes); average (right): 120-130 ms (whiskers)
vs. 140-150 ms (simple spikes)). Thus, increased simple spike firing correlates with whisker protraction. ** p
< 0.01; *** p < 0.001. For detailed statistics, see Table S1.
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Figure 5 Sensory experience leads to anticipation of the simple spike response and stronger protrac-
tion of the whiskers. (A) Induction protocol. Air puff stimulation at 0.5 Hz is used to characterize the impact
of a brief period (20 s) of intense air puff stimulation (theta sensory stimulation at 4 Hz). (B) Stacked line
plots (see Methods) showing the averaged whisker response before (1st column) and after (2nd column) theta
sensory stimulation (n = 13 mice). The plots are sorted on increased protraction induced by theta sensory
stimulation (3rd column). Each color depicts one mouse. Plots are normalized so that the most intense color
represents the average. Theta sensory stimulation leads to a more protracted form of whisker movement (4th

column). Similar plots for complex spikes (C, showing little change) and simple spikes (D, showing a clear
increase in firing, especially during the early phase of the sensory response). For comparison, the averages
are superimposed in E (for y-scaling and variations refer to B-D). Trial-by-trial analysis of 10 Purkinje cells
before and after theta sensory stimulation (cf. Fig. 4C-D) highlighting the anticipation of simple spike firing
(F). The x-axis is based upon instantaneous simple firing and the y-axis upon whisker angle. After induction,
the correlation (R) between simple spikes and whisker angle (along dashed 45◦ line) shifts to earlier after the
air puff (3rd column; shaded areas indicate SEM). In addition, a clear correlation is found with simple spike
firing leading whisker movement (yellow/red area expands above the 45◦ line in 2nd column as compared to
the left column). Scale bar of the correlation matrices (left and middle) is at the right of the 3rd column. ** p
< 0.01; *** p < 0.001. For detailed statistics, see Table S1.
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protraction started earlier, as quantified by the moment during which the whisker
position passed the resting position in going from backwards to forwards (p = 0.0252;
repeated measures ANOVA; Fig. S3G2, I). Thus, theta sensory stimulation had a long
lasting effect on whisker movement that developed gradually, so that the mice reacted
faster to sensory stimulation afterwards.

CS response and post-CS SS activity indicate identity of PCs involved
in learning
Are the adaptation of the whisker movements and that of the SS responses following
theta sensory stimulation directly due to potentiation of PCs or are both processes
the consequence of plasticity elsewhere in the brain? To answer this question, we
first focused on the relation between PC firing patterns and increased SS responses to
sensory stimulation. We reasoned that mechanisms upstream of PCs would be likely
to affect all PCs irrespective of their firing pattern during the induction period.

Long-term plasticity of the parallel fiber-to-PC synapse is known to be under
control of CS firing: presence of CS activity leads to long-term depression and its
absence promotes long-term potentiation (Coesmans et al., 2004). Hence, we predicted
that observed SS enhancement would occur predominantly in PC cells showing a
weak CS response to sensory stimulation (cf. Fig. S1D). Indeed, increased SS responses
following theta sensory stimulation were prominently present in PCs with weak CS
responses, but not in those with a strong CS response (Figs. 6A-B; S4A; Table S1).
Hence, SS potentiation was largely absent in the ‘‘whisker hotspot’’ around the lateral
part of the border between crus 1 and crus 2 (Fig. 6C). In contrast, a correlation with
the SS response properties to whisker pad stimulation and the impact of theta sensory
stimulation was not present (Fig. S4B). The chance in SS responsiveness lasted at least
half an hour. Also over this longer timescale, the differential plasticity under control
of climbing fiber activity remained intact (Fig. 6F).

A further categorization of PC firing properties according to the SS activity fol-
lowing the CSs into pause-only, long-pause, pause-facilitation or pause-facilitation-
suppression patterns (De Zeeuw et al., 2011; Zhou et al., 2014) showed that theta
sensory stimulation was mainly effective in inducing the short-latency SS increases in
the PCs with a facilitation type of SS activity following the climbing fiber pause. This
held true both when only analyzing the SS activity directly following the CSs (Fig.
S5A-D) and when analyzing sensory SS responses (Fig. S5E-G). Thus, the strength of
the CS response to whisker stimulation as well as the SS activity directly following the
CSs predict to what extent the SSs of the PC will adapt to tetanic whisker stimulation
and the corresponding correlations are in line with cellular induction protocols for PC
potentiation (Coesmans et al., 2004). Together this is a clear indication that indeed the
plasticity occurs at the level of the PCs rather than upstream.

Blockage of potentiation specifically in PCs prevents adaptation
If it is indeed plasticity at the PC level that is required for the concomitant changes in
simple spike responsiveness and in increased whisker protraction, then both mod-
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Figure 6 Whisker pad stimulation specifically potentiates PC responses with weak complex spike
responses. (A) 4 Hz sensory stimulation (Fig. 5A) induced an increase in simple spike response to whisker
pad stimulation, but not in all Purkinje cells. There was a clear negative correlation between the strength
of the complex spike response (cf. Fig. 2D) and the potentiation of the simple spike response. Overall,
there was potentiation in the Purkinje cells with weak complex spike responses (cf. Fig. S1D), but not in the
strong CS responders (B). (C) Schematic map of crus 1 and crus 2 indicating the approximate locations of
Purkinje cells showing increased or decreased simple spike firing following theta sensory stimulation. Open
bars indicate Purkinje cells with weak complex spike responses and the filled bars those with strong complex
spike responses. These differences remained relatively stable during longer recordings. Example PSTHs
of the simple spike response to whisker pad air puff stimulation of representative Purkinje cells (D) and how
these changed over time, depicted as heat map (see Methods) (E). The left column displays the data from
a representative Purkinje cell with a weak complex spike response, the right column of one with a strong
complex spike response. The colors of the heat map refer to the relative simple spike firing (see scale bar
in D). (F) The number of simple spikes following an air puff stimulation increased in weakly responding WT
Purkinje cells and this increase remained elevated until the end of the recording (at least 30 min). In contrast,
this increase was not found in Purkinje cells with strong complex spike responses. * p < 0.05; ** p < 0.01;
*** p < 0.001. For detailed statistics, see Table S1.

100



Adaptation of whisker movements requires cerebellar potentiation

ulations should be absent in L7-PP2B mouse mutants. In these PC-specific mutant
mice, the PCs display impaired intrinsic plasticity as well as an absence of LTP at
their parallel fiber inputs (Schonewille et al., 2010) (Fig. 7A). Before using the same
induction protocol on these mice, we first characterized the basic firing properties
of their PCs. We found that PCs of L7-PP2B mice had a similar CS frequency, but a
lower SS frequency than their wild-type littermates. Furthermore, SS firing was more
regular than in PCs of WT littermates (Fig. 7B-C; for detailed statistics see Table S1).
Since in WT mice, we showed that only PCs with weak CS responses show increased
SS sensory responses after theta sensory stimulation (Fig. 6B), we focused on PCs
with weak CS responses in L7-PP2B mice. These PCs had similar response properties
as the WT controls (Fig. 7D-F).

Despite similar CS firing and sensory responses of their PCs, we found increased
whisker protraction upon theta sensory stimulation in only three of the ten mutant
mice, compared to 11 out of 13 WT littermates (p = 0.005; Fig. 8A-C). Moreover,
whereas the wild-type littermates showed significantly increased SS responses during
the early phase of the response period (p = 0.012), the L7-PP2B mutants did not
show significant increases of their SS responses following theta stimulation (p = 0.315;
Fig. 8D), which effects were stable over time (Figs. 8E; S6; Table S1). In contrast,
the CS responses to sensory stimulation and their short-term impact on protraction
were unaffected in the mutants (Figs. 7E, S4C-D). Thus, the PC-specific potentiation-
deficient mutants were neither able to increase their SS responses in the long-term nor
to adapt the protraction of their whiskers (Fig. 8), whereas their CS responses and
whisker reflexes appeared normal.

Discussion
Our results show that whisker movements can be readily adjusted following a short
period of sensory stimulation in the theta frequency band and that adaptive increases
in SS firing of cerebellar PCs are necessary and sufficient to mediate this type of
procedural memory formation. These results were observed as long as our recordings
lasted (>30 min; Fig. 6E). To the best of our knowledge, this is the fastest whisker
learning paradigm applied to rodents, in which a lasting effect on neuronal activity
could be coupled to a change in motor behavior on a trial-by-trial basis. Presumably,
similar adaptations are being used during natural object exploration (Anjum and
Brecht, 2012; Bosman et al., 2011; Brecht, 2007; Voigts et al., 2015) and during go/no-go
tasks involving whisker movements (Rahmati et al., 2014).

In line with the classical view on parallel fiber LTD as the prime mechanism for
cerebellar plasticity (Albus, 1971; Ito, 2003; cf. Schonewille et al., 2011), some studies
have shown that suppression of SS activity can indeed underlie procedural learning.
For example, in eyeblink conditioning as well as in smooth pursuit learning, sup-
pression of SSs has been shown with trial-by-trial analyses to contribute to cerebellar
learning (Jirenhed et al., 2007; Ten Brinke et al., 2015; Yang and Lisberger, 2014). The
current study is one of the first demonstrations in which PC-specific potentiation as
well as SS enhancement, rather than LTD and SS suppression, are found to be critical
for cerebellar motor learning.
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Figure 7 Purkinje cell responses to whisker pad stimulation are largely intact in L7-PP2B mice. (A)
Schematic representation of the principal pathways regulating bidirectional plasticity at the parallel fiber (PF)
to Purkinje cell (PC) synapses. The direction of PF-PC plasticity depends on the intracellular Ca2+ concen-
tration ([Ca2+]i) that is largely determined by climbing fiber (CF) activity. Following CF activity, [Ca2+]i raises
rapidly and activates a phosphorylation cascade involving α-Ca2+/calmodulin-dependent protein kinase II
(CaMKIIA) and several other proteins eventually leading to internalization of AMPA receptors and conse-
quently to long-term depression (LTD). PF volleys in the absence of CF activity, on the other hand, result in
a moderate increase in [Ca2+]i, activating a protein cascade involving protein phosphatase 2B (PP2B) that
promotes the insertion of new AMPA receptors into the postsynaptic density, thereby leading to long-term
potentiation (LTP) of the PF-PC synapse. (B) Example recordings of PC activity in a wild-type (WT) (top) and
a L7-PP2B deficient mouse (bottom). The timing of air puffs to the whisker pad is indicated with light brown
lines. (C) Under our experimental conditions, the CS rates were comparable between PCs from L7-PP2B KO
mice (MT) and their WT littermates. However, SS firing was slower and more regular in L7-PP2B compared
to the control littermates. (D) For further analysis, we selected only weak CS responders in the L7-PP2B
mice (cf. Fig. S1D-F). (E) Comparison of the response properties showed that the peak CS responses were
obviously the strongest in the strong CS responders (green), but similar between the weak CS responders
of both WT (blue) and L7-PP2B (red) mice (p = 1.000). Strong CS responders had also the fastest CS re-
sponses, but the CS response latencies were not significantly different between the weak CS responders of
both genotypes (p = 0.643). SS response latencies were comparable for all three groups of PCs (p = 0.149;
Kruskal-Wallis test). (F) Convolved CS (left) and SS (right) response profiles plotted on the recording sites
within the cerebellar cortex. The moment of the air puff is at the left side of the trace. The y axis indicates
the modulation depth related to the baseline recording (see Methods). * p < 0.05; ** p < 0.01; *** p < 0.001.
For detailed statistics, see Table S1.
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Figure 8 Expression of PP2B in Purkinje cells is required for increased protraction and simple spike
firing following theta sensory stimulation. (A) Example of a representative mouse with the averaged
whisker movements before and after theta sensory stimulation, showing a stronger protraction afterwards,
as evidenced by the differences between post- and pre-induction compared to a bootstrap analysis on the
normal variation in whisker movements (b; dark shade: 95% confidence interval; light shade: 99% confidence
interval). Although also differences were observed in L7-PP2B mutants, these did generally not exceed the
expected variations (right). In 11 out of 13 wild-type mice more protraction than expected was observed,
against in only 3 out of 10 L7-PP2B mutant mice (pie charts). (C) Stacked line plots (see Methods) of whisker
movement differences between post- and pre-induction for all mice. The plots are normalized so that the
brightest line indicates the average per genotype. The impact of theta sensory stimulation was especially
different during the early phase (0-60 ms; purple), whereas similar during the later phase (60-120 ms). Box
plots indicate the average differences over the indicated time intervals. (D) WT Purkinje cells (with weak
complex spike responses) show a clear potentiation of their simple spike response to whisker pad stimulation
after theta sensory stimulation (TSS), whereas Purkinje cells from L7-PP2B mice do not. This effect was
stable, also during longer recordings (E). * p < 0.05; ** p < 0.01; *** p < 0.001. For detailed statistics, see
Table S1.

103



Chapter 4

Mutant mice suffering from a lack of LTP, including knock-outs of not only PP2B
(Schonewille et al., 2010), but also Cav3.1 T-type calcium channels (Ly et al., 2013),
Shank2 (Peter et al., 2016) or GluA3 (Gutierrez-Castellanos et al., 2017), have all been
shown to suffer from impairments in adaptation of the vestibulo-ocular reflex (VOR),
another common form of cerebellar motor learning, but none of these studies was
able to find concomitant alterations in SS firing, let alone to demonstrate changes on a
trial-by-trial basis. Still, given that VOR adaptation is mediated by the flocculus of
the vestibulocerebellum, which is largely zebrin-positive (Sugihara and Quy, 2007),
and that optogenetic stimulation of PCs in the flocculus can enhance both SS firing
and gain increase stimulation (Voges et al., 2017), these VOR studies corroborate the
current findings in that they both support the hypothesis that zebrin-positive regions
may predominantly use potentiation mechanisms for learning (De Zeeuw and Ten
Brinke, 2015).

Interestingly, the PCs that are responsible for the long-term adaptation in whisker
movements can be distinguished from the whisker PCs that appear to mediate short-
term reflexes through enhanced coherence of strong CS responses preceding the
movements (De Gruijl et al., 2014). During such forms of non-adaptive motor per-
formance, the SS modulation precisely follows the ongoing movement, as predicted
by an internal model without time lag (Fig. 3D) (Brooks et al., 2015; Wolpert et al.,
1998). Instead, during a training situation, SS activity accelerates and changes in
SS activity precede the changes in amplitude and timing of the movements. Such a
flexible coupling between SS firing and whisker movements is further emphasized
by our findings that the time course of changes in SS responsiveness and increased
whisker protraction are different (Fig. S3G-I). The learned signals in the whisker
regions probably differentially modify the activity of the cerebellar nucleus neurons.
Thus, our novel behavioral whisker learning paradigm revealed a novel pathway for
fast procedural learning, in which potentiated SS signals can provide an instructive
signal to the cerebellar nuclei.

Methods

Animals
The generation of mice lacking functional PP2B specifically in their Purkinje cells (PCs)
(Tg(Pcp2-cre)2MPin;Ppp3r1tm1stl) has been described previously. Briefly, we used
crossings of mice in which the gene for the regulatory subunit (CNB1) of PP2B was
flanked by loxP sites with transgenic mice expressing Cre-recombinase under control
of the L7 (Pcp2) promoter. L7-Cre+/--cnb1f/f mice (‘‘L7-PP2B mice’’) were compared
with L7-Cre-/--cnb1f/f littermate controls (‘‘WT mice’’). We used 31 WT mice (12 males
and 19 females of 21 ± 10 weeks of age (average ± s.d.)) and 19 L7-PP2B mice (5 males
and 14 females of 17 ± 10 weeks of age (average ± s.d.)). All mice that were used for
electrophysiology received a magnetic pedestal that was attached to the skull above
bregma using Optibond adhesive (Kerr Corporation, Orange, CA) and a craniotomy
was made on top of crus 1 and crus 2. The surgical procedures were performed
under isoflurane anaesthesia (2-4% V/V in O2). Post-surgical pain was treated with 5
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mg/kg carprofen (Rimadyl, Pfizer, New York, NY), 1 µg lidocaine (Braun, Meisingen,
Germany) and 1 µg bupivacaine (Actavis, Parsippany-Troy Hills, NJ, USA). After
three days of recovery, mice were habituated to the recording setup during at least 2
daily sessions of approximately 45 min. In the recording setup, they were head-fixed
using the magnetic pedestal. The photostimulation experiments were performed on 3
female mice (>140 days of age) expressing channelrhodopsin 2 exclusively in their
PCs (Tg(Pcp2-cre)2MPin;Gt(ROSA)26Sortm27.1(CAG-COP4*H134R/tdTomato)Hze) as described
previously. The mice used for two-photon imaging received a head plate with a
sparing on the location of the craniotomy instead of a pedestal. The head plate was
attached to the skull with dental cement (Superbond C&B, Sun Medical Co., Moriyama
City, Japan). To prevent the growth of scar tissue, which could affect image quality,
two-photon recordings were made directly after recovery from surgical anaesthesia.
For the two-photon experiments, 6 male C57Bl/6 mice (Charles Rivers, Leiden, the
Netherlands) of 4-12 weeks of age were used. Mice were socially housed until the
surgery and single-housed afterwards. The mice were kept at a 12/12 h light/dark
cycle and had not been used for any invasive procedure (except genotyping shortly
after birth) before the start of the experiment. All experimental procedures were
approved a priori by an independent animal ethical committee (DEC-Consult, Soest,
The Netherlands) as required by Dutch law.

Electrophysiology

Electrophysiological recordings were performed in awake mice using either glass
pipettes (3-6 MΩ) or quartz-coated platinum/tungsten electrodes (2-5 MΩ), outer
diameter = 80 µm, Thomas Recording, Giessen, Germany). The latter electrodes were
placed in an 8x4 matrix (Thomas Recording), with an inter-electrode distance of 305
µm. Prior to the recordings, the mice were lightly anaesthetised with isoflurane to
remove the dura, bring them in the setup and adjust all manipulators. Recordings
started at least 60 min after termination of anaesthesia and were made in crus 1 and
crus 2 ipsilateral to the side of the whisker pad stimulation at a minimal depth of
500 µm. Air puff stimulation was applied with a frequency of 0.5 Hz s at a distance
of approximately 5 mm roughly perpendicular to the whisker pad. Each puff ( 2
bar) lasted 30 ms. During the induction period, the frequency was increased to 4 Hz
and 80 puffs were given. The electrophysiological signal was digitized at 25 kHz,
using a 1-6,000 Hz band-pass filter, 22x pre-amplified and stored using a RZ2 multi-
channel workstation (Tucker-Davis Technologies, Alachua, FL). Spikes were detected
offline using SpikeTrain (Neurasmus, Rotterdam, The Netherlands). A recording was
considered to originate from a single PC when it contained both CSs (identified by the
presence of stereotypic spikelets) and SSs, when the minimal inter-spike interval of
SSs was 3 ms and when each CS was followed by a pause in SS firing of at least 8 ms.
The regularity of SS firing was expressed as the local variation (CV2) and calculated as
2|ISIn+1-ISIn|/(ISIn+1+ISIn) with ISI = inter-SS interval. Only single-unit recordings
of PCs with a minimum recording duration of 200 s were selected for further analysis.
However, for the neural tracing experiments (see below), on which no quantitative
analysis was performed, we accepted a minimum recording duration of 50 s.
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Neural tracing & electrolytic lesions
For the neural tracing experiments, we used glass electrodes filled with 2 M NaCl
for juxtacellular recordings. After a successful recording of a PC, neural tracer was
pressure injected (3 x 10 ms with a pressure of 0.7 bar) either from the same pipette re-
inserted at the same location or from the second barrel or a double barrel pipette. We
used a gold-lectin conjugate has described previously (n = 3) or biotinylated dextran
amine (BDA) 3000 (10 mg/ml in 0.9% NaCl; ThermoFisher Scientific, Waltham, MA,
USA) (n = 7). Five days after the tracer injection, the mice were anaesthetised with
pentobarbital (80 mg/kg intraperitoneal) and fixated by transcardial perfusion with
4% paraformaldehyde. The brains were removed and sliced (40 µm thick). The
slices were processed by Nissl staining. Experiments were included in the analysis if
the electrophysiology fulfilled the requirements mentioned above with a recording
duration of at least 50 s and if the tracer was clearly visible. For BDA 3000 this implied
that it was taken up by the PCs at the injection spot and transported to the axonal
boutons a single subgroup in the cerebellar nuclei. BDA 3000 was also found in the
inferior olive. For the gold-lectin conjugate the subnucleus of the inferior olive was
considered. Based upon the subnuclei of the cerebellar nuclei and/or the inferior
olive, the sagittal zone of the recording site was identified according to the scheme
published in.

After the recordings made with the quartz/platinum electrodes, electrolytic le-
sions were applied to selected electrodes in order to retrieve the recording locations.
To this end, we applied a DC current of 20 µA for 20 s. This typically resulted in
a lesion that could be visualized after Nissl staining of 40 µm thick slices made of
perfused brains (see above). We accepted a spot as a true lesion if it was visible in at
least 2 consecutive slices at the same location. In total, we could retrieve 16 successful
lesions. Recording locations were approximated using pictures of the entry points of
the electrodes in combination with the locations of the lesions.

Characterization of sensory responses
For each PC recording, we constructed peri-stimulus time histograms (PSTHs) of CSs
and SSs separately using a bin size of 10 ms for display purposes. For further quanti-
tative analyses of the PSTHs, we used a bin size of 1 ms and convolved them with a 21
ms wide Gaussian kernel. CS responses were characterized by their peak amplitude,
defined as the maximum of the convolved PSTH and expressed in percentage of trials
in which a CS occurred within a 1 ms bin. Latencies were taken as the time between
stimulus onset and the time of the response peak, as determined from the convolved
PSTH.

For some analyses, we discriminated between the sensory response period (0-60
ms after stimulus onset) and inter-trial interval (500 to 200 ms before stimulus onset).
We considered a PC responsive for sensory stimulation if the peak or trough in the
PSTH in the 60 ms after the stimulus onset exceeded the threshold of 3 s.d. above
or below the average of the pre-stimulus interval (1 ms bins convolved with a 21 ms
Gaussian kernel, pre-stimulus interval 200 ms before stimulus onset).

Long-term stability of electrophysiological recordings was verified by heat maps
of time-shifted PSTHs (e.g., see Extended Data Fig. 4B). The time-shifted PSTH is
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processed by calculating the SS PSTH for 20 air puffs per row, which are shifted by
5 air puffs between neighbouring rows. The SS rates per row are calculated at 1 ms
resolution and convolved with a 21 ms Gaussian kernel and colour-coded relative to
baseline firing rate (-1000 to -200 ms relative to air puff time).

Cluster analysis
A principal component analysis showed that the heterogeneity among the sensory CS
responses was driven almost exclusively by one parameter, the maximum amplitude
peak of the convolved CS PSTH. We performed a univariate Gaussian mixture model
using only that variable. The Bayesian information criterion (BIC) indicated that the
model with two components with unequal variances yielded the best approximation
of the data. Then we applied the function Mclust(data) in R (R Foundation, Vienna,
Austria) which use the expectation-maximization algorithm in order to assert the
main parameters of the resulting models (probability, mean and variance of each
population).

Two-photon Ca2+ imaging
After the surgery (see above) during which the dura mater was preserved, the surface
of the cerebellar cortex was cleaned with extracellular solution composed of (in mM)
150 NaCl, 2.5 KCl, 2 CaCl2, 1 MgCl2 and 10 HEPES (pH 7.4, adjusted with NaOH).
After the surgery, the mice were allowed to recover from anaesthesia for at least 30
minutes. Subsequently, the mice were head-fixed in the recording setup and they
received a bolus-loading of the cell-permeant fluorescent Ca2+ indicator Cal-520 AM
(0.2 mM; AAT Bioquest, Sunnyvale, CA, USA). The dye was first dissolved with
10% w/V Pluronic F-127 in DMSO (Invitrogen) and diluted 20x in the extracellular
solution. The dye solution was pressure injected into the molecular layer (50-80 µm
below the surface) at 0.35 bar for 5 min. Finally, the brain surface was covered with
2% agarose dissolved in saline (0.9% NaCl) in order to reduce motion artefacts and
prevent dehydration.

Starting at least 30 min after dye injection, in vivo two-photon Ca2+ imaging was
performed of the molecular layer using a setup consisting of a titanium sapphire laser
(Chameleon Ultra, Coherent, Santa Clara, CA), a TriM Scope II system (LaVision-
BioTec, Bielefeld, Germany) mounted on a BX51 microscope with a 20x 1.0 NA water
immersion objective (Olympus, Tokyo, Japan) and GaAsP photomultiplier detectors
(Hamamatsu, Iwata City, Japan). A typical recording sampled 40 x 200 µm with a
frame rate of approximately 25 Hz.

Image analysis was performed offline using custom made software as described
and validated previously. In short, we performed independent component analysis to
define the areas of individual Purkinje cell dendrites (Fig. 2D). The fluorescent values
of all pixels in each region of interest were averaged per frame. These averages were
plotted over time using a high-pass filter. A 8% rolling baseline was subtracted with a
time window of 0.5 ms. Ca2+ transients were detected using template matching (Fig.
4E).
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Whisker tracking and quantification
Videos of the whiskers were made from above using a bright LED panel as backlight
(λ = 640 nm) at a frame rate of 1,000 Hz (480x500 pixels using an A504k camera from
Basler Vision Technologies, Ahrensburg, Germany). The whiskers were not trimmed
or cut. Whisker movements were tracked offline as described previously using a
method based on the BIOTACT Whisker Tracking Tool. We used the average angle of
all trackable large facial whiskers for further quantification of whisker behaviour.

The impact of theta-sensory stimulation on air puff-triggered whisker movement
was quantified using a bootstrap method. First, we took the last 100 trials before in-
duction and divided these randomly in two series of 50. We calculated the differences
in whisker position between these two series, and repeated this 1000 times. From this
distribution, we derived the expected variation after whisker pad air puff stimulation.
We took the 99%-confidence interval as the threshold to which we compared the
difference between 50 randomly chosen trials after and 50 randomly chosen trials
before induction (Fig. 6B).

Spikes-whisker movement correlation matrix
Trial-by-trial correlation between instantaneous simple spike firing rate and whisker
position was performed as described before25. In short: spike density functions were
computed for all trials by convolving spike occurrences across 1 ms bins with an 8 ms
Gaussian kernel. Both spike and whisker data were aligned to the 200 ms baseline.
For cell groups, data was standardized for each cell for each correlation, and then
pooled. The spike-whisker Pearson correlation coefficient R was calculated in bin of
10 ms, resulting in a 40x40 R-value matrix showing correlations for -100 to 300 ms
around the air puff presentation.

Statistical analysis
Group sizes of the blindly acquired data sets were not defined a priori as the effect
size and variation were not known beforehand. A post hoc power calculation based
upon the results of the potentiation of the PC responses to whisker pad stimulation
of the ‘‘weak CS responders’’ indicated a minimum group size of 12 PCs (α = 5%,
β = 20%, ∆ = 9.65%, sd = 10.59%, paired t test). This number was obtained for the
‘‘weak CS responders’’ in WT (n = 24) and L7-PP2B (n = 15) mice, but not for the
relatively rare ‘‘strong CS responders’’ in WT mice (n = 8). The latter group was
far from showing a significant potentiation (p = 0.547), indicating that they are not
potentiated by theta sensory stimulation. This was further substantiated by other
independent analyses, including ANOVA and linear regression, as described in the
Results section. Variations in success rate, especially considering recordings of longer
duration in combination with video tracking, explain why some groups are larger than
others. Data was excluded only in case of a signal to noise ratio that was insufficient
to warrant reliable analysis.

We tested whether the observed increase in coherence after sensory stimulation
(Fig. 2F) was more than expected from the increased firing rate induced by the
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stimulation. The expected coherence based on the firing rate was calculated from
1000 bootstrapped traces from the inhomogeneous Poisson spike trains made for each
neuron. The resultant distribution was compared to the measured distribution using
a two-sample Kolmogorov-Smirnov test.

Stacked line plots were generated by cumulating the values of all subjects per time
point. Thus, the first line (darkest colour) represents the first subject, the second line
the sum of the first two, the third line the first three, etcetera. The data are divided by
the number of subjects, so that the last line (brightest colour) represents, next to the
increase from the one but last value, also the population average.

Unless otherwise specified, data is represented as mean ± SEM. For normally
distributed data (as evaluated using the Kolmogorov-Smirnov test) parametric tests
were used. Comparisons were always made with 2-sided tests when applicable. All
details on statistical tests used and their outcomes are summarized in Extended Data
Fig. 7.
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Figure S1 Anatomy of the whisker region in the cerebellar hemispheres. (A) Single trial of a Purkinje cell
(PC) showing a relatively weak complex spike (CS) response to air puff stimulation of the ipsilateral whisker
pad. The dark blue dot indicates a CS. (B) Raster plot and peri-stimulus time histogram (PSTH) of the CSs
of the same neuron as in a. Note that although the initial CS response is relatively weak, being present
only in about 15% of the trials, this is still much more than could be expected based on the CS frequency
during the inter-trial intervals. The dashed line indicates the average CS rate in between trials with the
grey area representing ± 3 sd. (C) The same for the simple spike (SS) response. This PC has a bimodal SS
response, first a decrease and then an increase in SS response. (D) Based upon the peak of the CS response,
defined as the maximum of the convolved PSTH (see Methods), PCs could be grouped into two clusters. The
majority (73%) of the PCs could be classified as weak CS responders and the minority (27%) as strong CS
responders (see pie diagram). This classification was obtained using a univariate Gaussian mixture model
(see Methods). (E) Comparison of the distribution of the observed CS responses and that expected by our
model. (F) Using the Bayesian information criterion (see Methods) confirmed that two clusters was indeed the
optimal description of our data. (G) There was no good correlation between the strength of the CS response
and the first peak or trough (cf. panel c) in the SS response. Only the PCs with a very strong CS response
tended to have a decrease in SS response. PCs without a modulation of their SSs were set at 0% change. (H)
The same for the second extremum of the SS response. For this later phase even less correlation between the
CS and the SS responses was observed. (I) Map of the approximated locations of the recorded PCs based
upon their CS response (green = strong CS responders; dark blue = weak CS responders). The names of
the cerebellar zones are indicated. (J) The same for the SSs, using the color code of the CS responses. (K)
For most of PC recordings in this study, the anatomical locations were defined by a combination of surface
photographs and electrolytic lesions made after completion of the recordings. An example of such a lesion in
crus 1 is shown here in combination with a Nissl staining. For a subset of experiments (n = 10), neural tracers
were used to define the sagittal zones in which the recorded PCs were located. BDA 3000 was injected via a
double barrel pipette at the recording site. After a survival period of around 1 week, retrograde staining was
observed in the inferior olive (L) and anterograde staining in the cerebellar nuclei (M). The rectangle in the
top micrograph of L indicates the area enlarged in the lower micrograph. DAO = dorsal accessory olive; PO
= principal olive.
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Figure S2 Simple spike firing is predominantly associated with protraction. (A) The average whisker
response to air puff stimulation (for reference, copied from Fig. 4D). (B) Overlaid plots of the correlation
between whisker angle and instantaneous simple spike frequency based on a trial-by-trial analysis of all 53
Purkinje cells (PCs) measured in this way (see Fig. 4). The correlation values are based upon the zero-lag
correlation (thus along the 45◦ line in Fig. 4C,D). (C) Stacked line plot of the 32 PCs that did not show a
significant correlation between whisker angle and simple spike firing. The cells are ordered based upon their
correlation value and scaled so that the darkest line corresponds to the average (see Methods). Overall,
there is a negative correlation between simple spike firing and whisker position, reflecting mainly the change
in whisker position without an accompanying change in simple spike firing. (D) The same, but for the 21
PCs showing a significant correlation between whisker angle and simple spike firing. As in panel C, the
cells are ordered by their maximum correlation and scaled so that the brightest blue line corresponds to
the average. A positive correlation is especially clear from around the moment that the active protraction
starts. (E) Schematic map of crus 1 and crus 2 indicating the approximate locations of PCs that do (closed
symbols) or do not (open symbols) show a significant correlation between whisker angle and simple spike
firing, separated for strong (green) and weak (blue) CS responders (cf. Fig. S1D). Note that overlapping
locations have been displaced minimally to increase visibility.
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Figure S3 Theta sensory stimulation enhances stereotypic whisker protraction. (A) The variability in
whisker movements is illustrated by superimposing the average whisker angle during the 100 trials before
theta sensory stimulation (Fig. 5A). The thick line indicates the median. (B) The first 100 trials after induction
of the same experiment as in panel a, showing a clear increase in whisker protraction after induction. Box
plots showing the amplitudes (difference between maximal retraction and maximal protraction in the indicated
200 ms intervals) of individual trials before (C) and after (D) induction. Obviously, most whisker movement
was observed in the period between 0 and 200 ms after whisker pad air puff stimulation, as compared to the
200 ms intervals before and after this period (n = 13 mice). Fractions of trials with movements exceeding 10◦

before (E) and after (F) induction. Especially the active protraction during the first 200 ms after the stimulus
is clearly enhanced. Note that the panels A, C, and E are the same as in Fig. 1G-H and displayed here only
to illustrate the impact of theta sensory stimulation on whisker movements. (G1) Averaged whisker traces
(ordered per 100 trials) of the seven mice from which we had video data of the whole recording showing less
retraction and more protraction after induction. For clarity, only the average of the last 100 trials pre-induction
is plotted. Color codes as in panel h. (G2) Differential traces show that whiskers remain further protracted, but
over time the increase gets faster. (H) Theta sensory stimulation (TSS) caused increased whisker protraction
during approximately 20 min, after which the maximum protraction returns to pre-induction levels, although
the moments during which the whiskers pass again the baseline position when going from the retraction to
the protraction remain anticipated (I). * p < 0.05; *** p < 0.001. For detailed statistics, see Table S1.
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Figure S4 Complex spike rates are negatively correlated with sensory-induced potentiation. (A) Scat-
ter plots with linear regression lines between CS (left) and SS frequency (right) during the pre-induction (top)
and the induction (bottom) period with the percentage of change in SS response between post- and pre-
induction. The CS firing rate was negatively correlated with the change in SS responses in the weak CS
responders –both during the pre-induction and during the induction interval. However, no such significant
correlation was found in the strong CS responders. The SS rate did not have a significant correlation with
SS responses. (B) In contrast to the absolute firing rate, the difference in CS firing during the pre-induction
versus the induction block did not show a clear correlation with changes in SS responsivity (left). Increased
SS spike firing during the induction block, however, correlated well with increased sensory SS responses dur-
ing the post-induction block, indicating that the process of potentiation already started during the induction
block. (C-D) The same, but for PCs in L7-PP2B deficient mice. In this mutant, a correlation between CS firing
(during induction) and changes in SS sensitivity were still observed. This could imply that LTD is still intact in
these mice. Thick lines indicate significant linear correlations p < 0.002. For detailed statistics, see Table S1.
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Figure S5 Theta sensory stimulation particularly affects Purkinje cells that show simple spike facil-
itation after a complex spike. (A) Purkinje cells (PCs) show different patterns of simple spike (SS) firing
following a complex spike (CS). Some PCs (10/32 = 31%) showed only a single pause in SS firing after a CS.
This is illustrated by superpositioning the first 20 CSs (for this illustration, we excluded the CS doublets firing
within 150 ms after each other) of a representative PC recording. A minority of the PCs (5/32 = 16%) showed
a prolonged pause in SS firing, which could last for more than 100 ms before returning to baseline firing. In
8 PCs (25%) we observed a marked increase in SS firing after the initial pause. In 9 other PCs (28%), this
facilitation was followed by a period of incomplete SS suppression. (B) Convolved CS-triggered SS PSTHs of
each of the four types illustrated as stacked line plots (see Methods). The pie diagrams in the insets illustrate
the relative prevalence of each type. (C) Idem, but for after induction. (D) Averaged differences in the SS
firing following a CS after theta sensory stimulation of the PCs of the four different categories. In the PCs that
do not show SS suppression, the SS facilitation is enhanced. Panel D is based solely upon the Purkinje cells
with weak CS responses (cf. Fig. S1D). (E-G). The same, but for the air puff-induced SS patterns. Shaded
areas indicate SEM.
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Figure S6 4 Hz whisker pad stimulation does not potentiate simple spike responses in L7-PP2B KO
mice. Example PSTHs of the simple spike response to whisker pad air puff stimulation of representative
Purkinje cells (A) and how these changed over time, depicted as heat map (see Methods) (B). Both columns
contain data from Purkinje cells with weak complex spike responses (cf. Fig. S1D): in the left column is data
from a wild type mouse and in the right column from a L7-PP2B KO mouse. The colors of the heat map refer
to the relative simple spike firing (see scale bar in A). The left column is for reference and contains the same
data as shown in Fig. 6E.
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Supplementary Table 1 | Overview of statistical tests.
CS = complex spikes; IQR = inter-quartile range; KW = Kruskal-Wallis; PC = Purkinje cell; SS = simple spike. p values in bold indicate statistical significance.

Table S1 Overview of statistical tests. CS = complex spikes; IQR = inter-quartile range; KW = Kruskal-
Wallis; PC = Purkinje cell; SS = simple spike. p values in bold indicate statistical significance.
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Dysfunctional cerebellar Purkinje cells contribute to
autism-like behaviour in Shank2-de�cient mice

Loss-of-function mutations in the gene encoding the postsynaptic 
sca�olding protein SHANK2 are a highly penetrant cause of autism 
spectrum disorders (ASD) including cerebellum-related motor 
problems. Recent studies have implicated cerebellar pathology in 
etiology of ASD. Here, we evaluate the possibility that cerebellar 
Purkinje cells represent a critical locus of ASD pathophysiology in 
Shank2-related ASD. Absence of Shank2 impairs both Purkinje cell 
intrinsic plasticity and induction of long-term potentiation at the 
parallel fiber to Purkinje cell synapse. Moreover, inhibitory input onto 
Purkinje cells is significantly enhanced, most prominently in the poste-
rior lobe where simple spike regularity is most a�ected. Using Purkinje 
cell-specific Shank2-knockouts, we replicate alterations of simple spike 
regularity in vivo and establish cerebellar-dependence of ASD-like 
behavioural phenotypes in motor learning and social interaction. 
These data highlight the importance of Shank2 for Purkinje cell 
function, and support a model by which cerebellar pathology is promi-
nent in certain forms of ASD.

S. Peter*, M.M. ten Brinke*, J. Stedehouder, C.M. Reinelt, B. Wu, H. Zhou, K. Zhou, 
H.-J. Boele, S.A. Kushner, M. Goo Lee, M.J. Schmeisser, T.M. Boeckers, M. Schonewille, 

F.E. Hoebeek, & C.I. De Zeeuw (2016) Nature Communications



Chapter 5

Introduction

Autism spectrum disorders (ASD) are neurodevelopmental disease entities primarily
defined by deficits in social interaction and repetitive behaviour (Chen et al., 2015). In
addition, individuals with autism often suffer from motor skill deficiencies (Kanner,
1943), many of which manifest early in the disease (Zwaigenbaum et al., 2013). The ae-
tiology of ASD is complex with reported pathophysiological alterations encompassing
multiple brain regions, including the cerebellum (Chen et al., 2015). Cerebellum-
related motor symptoms of ASD patients have been observed by impairments in
eyeblink conditioning (Oristaglio et al., 2013; Sears et al., 1994), eye movement ab-
normalities (Schmit et al., 2014; Takarae et al., 2004), general motor learning deficits
(Marko et al., 2015; Mostofsky et al., 2000) as well as balance and postural difficulties
(Memari et al., 2014; Stins et al., 2015). Patients with cerebellar lesions emerging later
in development are often diagnosed with cerebellar cognitive affective syndrome,
a condition characterized by deficits in language, executive function and impaired
emotions which overlaps considerably with symptoms in ASD (Schmahmann, 2010).
Anatomical evidence for cerebellar involvement in ASD includes a decrease in the
number of Purkinje cells (PCs) by post-mortem brain histopathological examination
(Allen, 2005; Bailey et al., 1998), and functional connectivity between the cerebellum,
and frontoparietal and sensorimotor regions in resting-state fMRI studies of ASD
(Stoodley, 2014). Moreover, the cerebellum is among the most prominent brain re-
gions demonstrating high co-expression of ASD-associated genes (Menashe et al.,
2013). Emerging data indicate that neurodevelopmental disorders including ASD
result from dysfunctional synaptic networks (Grabrucker et al., 2013; Zoghbi & Bear,
2012). The postsynaptic density (PSD) in particular represents a critically important
proteomic hub for a considerable proportion of neurodevelopmental disease-causing
mutations, including ASD (Bourgeron, 2015). A prominent example is the Shank
family of postsynaptic scaffolding proteins, which has gained wide attention because
of their strong link to ASD (Berkel et al. 2010; Durand et al., 2007; Leblond et al., 2012;
Mei et al., 2016; Sato et al., 2012). To date, two studies have independently reported
generating Shank2 knockout (KO) mice with ASD-like behaviour and abnormal hip-
pocampal processing (Schmeiser et al., 2012; Won et al., 2012). However, in addition
to the forebrain, Shank2 is also highly expressed in cerebellar PCs (Boeckers et al.,
1999; Boeckers et al. 2004). Moreover, patients with Shank2-related ASD exhibit motor
impairments consistent with cerebellar dysfunction (Leblond et al., 2014). However,
the causal influence of cerebellar dysfunction on Shank2-related ASD has never been
established. We therefore used both global germ-line Shank2 knock-out (KO; Shank2-/-)
and PC-specific Shank2 KO (L7-Shank2-/-) mouse models to investigate the causal
influence of Shank2 on cerebellar function and ASD-related behaviours. Notably,
Shank2-/- mice have impairments in plasticity at the parallel fiber (PF) to PC synapse,
increased inhibitory input onto PCs, and significant irregularities in PC simple spike
activity. Moreover, L7-Shank2-/-mice show deficits in social interaction and exhibit
task-specific repetitive behaviour. Together, these results provide novel insight into
the pathophysiological mechanisms by which Shank2 mutations cause impairments in
cerebellar function that may contribute to ASD.

120



Dysfunctional Purkinje cells in Shank2-deficient mice

Results

Reduction of functional cerebellar AMPAR in Shank2-/- mice
A divergent role of the Shank2 scaffolding protein has been hypothesized for PSD
function and cellular morphology (Sala et al., 2015). To evaluate the morphology of
Shank2-deficient postsynaptic specializations along PC dendrites, we quantified the
structural characteristics of dendritic spines and PSDs in the distal molecular layer
of global Shank2-/- mice using Golgi-Cox staining of PC dendrites and electron mi-
croscopy (Fig. 1). Neither spine density (WT: 1.93±0.74 spines/µm dendrite; Shank2-/-:
1.82±0.67 spines/µm dendrite; P=0.2, Mann-Whitney U-test (MWU-test, see Supple-
mentary Table 1 for additional statistics), nor the length (WT: 1.34±0.77 µm; Shank2-/-:
1.32±0.50 µm; P=0.4, MWU-test) or width of individual spines (WT: 0.72±0.45 µm;
Shank2-/-: 0.71±0.32 µm; P=0.9, MWU-test) was significantly affected (Fig. 1A). In
addition, the length (WT: 313.3±97.1 nm; Shank2-/-: 305.3±96.2 nm; P=0.3) and thick-
ness of PSDs (WT: 26.2±6.0 nm; Shank2-/-: 26.0±5.3 nm; P=0.9) were similar between
genotypes (Fig. 1B, C). In contrast, biochemical analysis of cerebellar synaptosomes
indicated that global Shank2-/- mice have lowered expression of AMPA receptor sub-
units GluA1 (WT: 1.00±0.37; Shank2-/-: 0.63±0.23; P=0.041) (Fig. 1D, Supplementary
Fig. 1) and GluA2 (WT: 1.00±0.32; Shank2-/-: 0.58±0.11; P=0.014). In addition, we
looked into the ASD pathology related cell adhesion molecule neuroligin 3 (Nlgn3),
which has been shown to interact with Shank proteins (Bourgeron, 2015), but found
no significant difference in its expression (WT: 1.00±0.37; Shank2-/- 0.84±0.33; P=0.4).
Together, these findings indicate that Shank2 is not crucial for the morphological
differentiation of PC dendritic spines and PSDs, but instead may play an important
role in the maintenance of cerebellar GluA1 and GluA2 levels.

Normal baseline excitability in Shank2-/- Purkinje cells
Considering that we found a reduction of cerebellar AMPA receptor expression in
global Shank2-/- mice, we next examined neurotransmission at the PF-PC synapse
using ex vivo whole-cell recordings (at 21±1◦C) (Fig. 2A). PF-PC EPSCs, which were
obtained in WT and Shank2-/- under comparable conditions (holding current: WT:
-389±102 pA; Shank2-/- -388±114 pA, P=1; PC input resistance: WT: 67.2±16.8 MΩ;
Shank2-/-: 69.1±12.4 MΩ; P=0.8; Fig. 2B, C), revealed no significant differences in
rise time (WT: 2.1±0.7 ms; Shank2-/-: 1.7±0.6 ms; P=0.2) or decay time (WT: 9.7±0.8
ms; Shank2-/-: 9.3±0.3 ms; P=0.3) (Fig. 2D, E). Moreover, evoking PF-EPSCs using
stimulation currents varying from 3 to 15 µA resulted in similar event amplitudes
(P=0.9, repeated-measures ANOVA) (Fig. 2F, G) and applying inter-stimulus intervals
varying from 50 to 200 ms evoked comparable levels of paired-pulse facilitation
(P=0.2, repeated-measures ANOVA) (Fig. 2H), indicating that baseline PF-PC synaptic
transmission is unaltered by the lack of Shank2.

Next, we evaluated whether the loss of Shank2 affected neurotransmission at
the climbing fiber (CF) to PC synapse. CF stimulation induced PC complex spikes
in WT and Shank2-/-. These waveforms showed no significant differences in the
amplitude of the initial Na+-spike (WT: 51.8±6.4 mV; Shank2-/-: 48.5±5.9 mV, P=0.3)
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Figure 1 Reduction of AMPA receptor subunits in Shank2-/- cerebellar synaptosomes, but no changes
in spine and PSD morphology in the distal molecular layer (DML). (A) Representative images (Golgi-
Cox staining) of distal Purkinje cell dendrites in the DML, quantification of spine density (WT, n=97/4, den-
drites/mice; Shank2-/-, n=89/4, P=0.2, MWU-test) and cumulative frequency plots of spine length (P=0.4,
MWU-test) and thickness (P=1, MWU-test) in WT (n=748/4 spines/mice) and Shank2-/- mice (n=639/4) as
indicated. Scale bar: 1 µm. (B,C) Representative images (electron microscopy) of spine synapses in the
DML and cumulative frequency plots of PSD length (WT, n=226/4, PSDs/mice; Shank2-/-, n=243/4, P=0.3)
and thickness (WT, n=223/4; Shank2-/-, n=233/4, P=0.9) as indicated. Scale bar: 100 nm. (D) Biochemical
analysis of Shank2 (WT, n=12 synaptosomes; Shank2-/-, n=6), GluA1 (WT, n=12 synaptosomes; Shank2-/-,
n=6, P=0.041) GluA2 (WT, n=11; Shank2-/-, n=5, P=0.014), and Nlgn3 (WT, n=12; Shank2-/-, n=6, P=0.4)
in cerebellar synaptosomes from WT and Shank2-/- mice as indicated. Data in bar graphs are presented as
mean ± SEM; single asterisks indicates p < 0.05. Two-sided t-tests were used, unless stated otherwise.
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and in the number of subsequent Ca2+-spikelets (WT: 1.6±0.5; Shank2-/-: 2.0±0.7;
P=0.2) or the amplitude of Ca2+-spikelets (WT: 31.8±11.9 mV; Shank2-/-: 33.9±6.4 mV,
P=0.7) (Supplementary Fig. 2A-C). Moreover, at P9-10 virtually all PCs of both WT
and Shank2-/- were innervated by multiple CFs, while at P25-35 all converted into
mono-innervation (number of CF responses P9-10: WT: 2.0±0.5; Shank2-/-: 2.3±0.5;
P=0.2; P25-35: WT: 1.0±0.0; Shank2-/-: 1.0±0.0; P=1, MWU-test) (Supplementary
Fig. 2D, E). Finally, the characteristic paired-pulse depression of CF-PC synaptic
transmission showed no differences throughout the tested developmental stages
(P9-10: WT: 0.59±0.14; Shank2-/-: 0.54±0.11; P=0.5; P25-35: WT: 0.75±0.11; Shank2-/-:
0.77±0.1; P=0.6) (Supplementary Fig. 2F, G), together indicating that the CF to PC
input in Shank2-/- mice is not only normal in its baseline characteristics but also with
respect to developmental elimination (Hashimoto & Kano, 2003).

To examine PC kinetics, we evoked action potentials (APs) using depolarizing
current steps at near-physiological temperature (33±1◦C) (Fig. 2I). Evoked APs
showed comparable thresholds (WT: -51.4±3.9 mV; Shank2-/-: -51.0±3.5 mV; P=0.8),
amplitudes (WT: 39.8±5.8 mV; Shank2-/-: 35.9±5.8 mV; P=0.1) and half-widths (WT:
0.29±0.02 ms; Shank2-/-: 0.30±0.03 ms; P=0.7), as well as after-hyperpolarization
amplitudes (WT: 6.5±1.6 mV; Shank2-/-: 7.5±1.7 mV; P=0.2) (Fig. 2J-M). In addition,
PC intrinsic excitability was normal (Schonewille et al., 2010) in that current step
injections of increasing amplitude resulted in a linear current-to-firing frequency
relationship (P=0.1, repeated-measures ANOVA) (Fig. 2N, O) with a similar slope
(WT: 16.2±2.2 Hz; Shank2-/-: 16.1±2.3 Hz; P=1.0) (Fig. 2O). Together, these findings
indicate that both the baseline transmission at PC excitatory synapses and PC intrinsic
excitability remain intact in global Shank2-/- mice.

Increased sIPSCs and spiking irregularity in Shank2-/- PCs

To investigate inhibition of PCs in global Shank2-/- mice, we recorded spontaneous
inhibitory postsynaptic currents (sIPSCs). Since PC activity can be related to the
presence or absence of the glycolytic enzyme aldolase-c (referred to as zebrin) (Zhou
et al., 2014), we recorded from the predominantly zebrin-negative anterior lobules I-V
as well as the predominantly zebrin-positive posterior lobule X of the cerebellar cortex
(Fig. 3A, B). In both regions, we observed an increase in the frequency (lobules I-V:
WT: 8.3±5.9 Hz; Shank2-/-: 12.2±5.4 Hz; P=0.0295; lobule X: WT: 14.2±7.0 Hz; Shank2-/-:
21.5±8.8 Hz; P=0.0079) (Fig. 3C, E), but not in the amplitude (for lobules I-V, WT:
53.2±24.4 pA; Shank2-/-: 65.2±29.5 pA; P=0.1; for lobule X, WT: 58.9±19.0 pA; Shank2-/-:
64.0±24.7 pA; P=0.5), of sIPSCs (Fig. 3D, F). Importantly, Shank2-/- sIPSC frequency
was higher in lobule X than in the anterior lobe (P=0.0002). Given that inhibition
decreases the firing frequency of PCs, but increases their irregularity (Haäusser &
Clark, 1997; Wulff et al., 2009), we hypothesized that the increased frequency of sIPSCs
in Shank2-/- would translate into an overall decrease of in vivo simple spike (SS) activity
but with an increased irregularity (Fig. 3G, H). The global Shank2-/- mice did indeed
exhibit a decrease in firing frequency in lobules I-V (WT: 88.2±18.7 Hz; Shank2-/-:
76.3±11.8 Hz; P=0.0096) (Fig. 3I), but notably not in lobule X (WT: 52.6±12.7 Hz;
Shank2-/-: 50.3±12.9 Hz; P=0.6) (Fig. 3L). Conversely, and consistent with the relative
magnitude of the change in sIPSC frequency, the irregularity of PC SS firing was
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Figure 2 No changes in excited synaptic and intrinsic properties in Shank2-/- Purkinje cells ex vivo. (A)
Recording configuration for voltage clamp recordings of PF-PC synaptic transmission. Inset: an example PF-
EPSC. (B-E) With comparable holding current (at -65mV) (P=1) and input resistance (Ri) (P=0.8), PC EPSC
rise time (P=0.2) and EPSC decay time (P=0.3) are not different between WT (n=9/6, cells/animals) and
Shank2-/- (n=7/6). (F) Example EPSCs in response to 3, 6, 9, 12, and 15 µA stimulation. (G,H) Varying stim-
ulation strength (P=0.9, repeated-measures ANOVA) and inter-stimulus interval (P=0.2, repeated-measures
ANOVA) evoked comparable EPSC amplitude or facilitation (WT, n=11/3; Shank2-/- 15/3). (I) Recording
configuration for whole cell recording. Inset: an example action potential. (J-M) Action potential threshold
(P=0.8), amplitude (P=0.1), half-width (P=0.7), and afterhyperpolarization (P=0.2) were not different (WT,
n=10/6; Shank2-/-, n=11/6). (N) Example traces of intrinsic Purkinje cell excitability as apparent from action
potential firing evoked by 300 pA current injections. (O) No difference in evoked firing frequency relative to
various levels of current injections (WT, n=10/5; Shank2-/-, n=11/5, P=0.1, repeated-measures ANOVA). Inset
barplot shows average slope of firing rate per current step (P=1). Data are represented as mean ± SEM.
Two-sided t-tests were used, unless stated otherwise.
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increased in lobule X (CV: WT, 0.30±0.08; Shank2-/-, 0.38±0.09, P=0.0086; CV2: WT,
0.29±0.07; Shank2-/-, 0.40±0.11, P=0.0003), but not in lobules I-V (CV: WT, 0.48±0.06;
Shank2-/-, 0.49±0.12, P=0.7; CV2: WT, 0.45±0.04; Shank2-/-, 0.48±0.08, P=0.1) (Fig. 3J-N).
The complex spike frequency and the pause in SS firing following each complex spike
was similar between global Shank2-/- mice and their WT littermates in both the anterior
(WT: frequency 1.28±0.29 Hz; pause 9.11±1.98 ms; Shank2-/-: 1.32±0.24 Hz; 10±2.9
ms; P=0.7 and P=0.2, respectively) and posterior lobules (WT: frequency 0.67±0.19
Hz; pause 19.7±5.5 ms; Shank2-/-: frequency 0.84±0.37 Hz; pause 17.61±5.29 ms; P=0.1
and P=0.2, respectively) (Supplementary Fig. 3). Thus, in the absence of Shank2, the
zebrin-positive lobule X selectively exhibits a highly irregular pattern of PC simple
spike firing, which is consistent with a relative increase of inhibitory input onto lobule
X PCs.

Impaired synaptic and intrinsic plasticity in L7-Shank2-/- PCs
Given that Shank2 functions as a PSD scaffolding protein of postsynaptic receptors
(Grabrucker et al., 2011; Sala et al., 2015) for which we observed decreased expression
of both GluA1 and GluA2 in cerebellar synaptosomes of Shank2-/- mice (Fig. 1), we
reasoned that PC synaptic plasticity might also be affected (Schmeisser et al., 2012,
Won et al., 2012). Induction of long-term potentiation (LTP) (33±1◦C; 1 Hz, 5 min
PF-tetanus) (Fig. 4A) reliably increased PF-EPSC amplitudes in WT PCs (121.1±19.8%
at t=40 min; P=0.003, repeated-measures ANOVA), but not in those of global Shank2-/-

mice (91.8±14.2% at t=40; P=0.3, repeated-measures ANOVA) (Fig. 4B). In contrast,
both WT and global Shank2-/- mice exhibited robust long-term depression (LTD) of
PF-EPSCs following co-activation (1 Hz) of PFs and CFs (WT: 71.4±14.9%; P<0.0001;
Shank2-/-: 76.9±14.6%; P=0.0009, repeated-measures ANOVA) (Fig. 4C, D). Since LTP
has been reported to facilitate adaptation of intrinsic properties, driving spike activity
(schonewille et al., 2010), we next examined PC intrinsic plasticity before and after
PF-LTP induction (Fig. 4E). Whereas WT mice readily demonstrated a potentiation of
intrinsic excitability (139.7±21.3% at t=40 min; P=0.005, repeated-measures ANOVA),
intrinsic plasticity was markedly impaired in global Shank2-/- mice (104.6±22.2% at
t=40 min; P=0.5, repeated-measures ANOVA) (Fig. 4F). These results suggest that
Shank2 is a critical modulator of both synaptic and intrinsic plasticity in Purkinje cells.

Expression of Shank2 in L7-Shank2-/- mice
To explore the behavioural impact of the lack of Shank2 in PCs, we generated a
PC-specific knockout of Shank2 (see methods section) using the floxed version of
the Shank2-/- mutants (Schmeisser et al., 2012) and the L7-vector (Schonewille et al.,
2010). Immunocytochemical analysis with the SA5193 rabbit primary Shank2 antibody
(Boeckers et al., 1999; Schmeisser et al., 2012) confirmed that Shank2-/- was specifically
deleted in PCs in the PC-specific L7-Shank2-/- mice, but not in WT littermates, whereas
it was ubiquitously deleted in the global Shank2-/- (Fig. 5). Importantly, PC-specific
deletion of Shank2 had no discernible impact on cellular zebrin identity, or on the
zonal patterns of zebrin staining across cerebellar modules (Supplementary Fig. 4).
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Figure 3 Increased spontaneous inhibitory events and higher simple spike irregularity in Shank2-/-

Purkinje cells. (A, B) Example of spontaneous firing inhibitory post synaptic currents (sIPSCs) in lobules I-V
and X. (C, E) A higher frequency of sIPSCs is found in both anterior (I-V) (P=0.0295) and posterior (X) lobules
(P=0.0079) in Shank2-/- PCs (anterior: WT, n=25/3, cells/animals; Shank2-/-, n=20/3; posterior: WT, n=19/3;
Shank2-/-, n=19/3). (D, F) There were no significant differences in sIPSC amplitudes anteriorly (P=0.1) or
posteriorly (P=0.5). (G, H) Extracellular traces of PCs recorded in anterior (left) and posterior (right) lobules
in the cerebellum, in WT and Shank2-/-. Asterisks denote complex spikes. (I, J, K) Simple spike (SS) firing
frequency was significantly lower (P=0.0096) in Shank2-/- (n=26/3) compared to wildtype (n = 23/3), whereas
the coefficient of variation (CV) (P=0.7) and CV2 (P=0.1) did not differ. (L, M, N) In posterior lobule X, while
SS firing frequency was similar (P=0.6), CV (P=0.0086) and CV2 (P=0.0003) were significantly higher in
Shank2-/- (n=27/3) compared to WT (n = 16/3). Data are represented as mean ± SEM. Single and double
asterisks indicate P<0.05 and P<0.01, respectively. Two-sided t-tests were used, unless stated otherwise.
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Figure 4 Impaired synaptic and intrinsic plasticity in Shank2-/- ex vivo. (A) Recording configuration for
PF-LTP experiments. Inset: example of 5 averaged EPSCs for WT (blue) and Shank2-/- (red) before LTP
induction (at 10 minutes) and after LTP induction (at 40 min). (B) LTP experiment with 5 min PF stimulation
at 1Hz inducing LTP in WTs (n=7/6, cells/animals, P=0.0027) but not in Shank2-/- PCs (n=12/6, P=0.3),
which is reflected in the difference between genotypes (P=0.0066). (C) Recording configuration for PF-LTD
experiments. Inset: example traces as in a. (D) LTD is induced in both WT (n=9/6, P<0.0001) and Shank2-/-

(n=7/6, P=0.0009) PCs, to a similar degree (P=1). (E) Example of traces for intrinsic plasticity with current
injections of 300 pA. (F) LTP induction protocol induced enhanced spike output in WT PCs (n=5/4, P=0.0053),
but not in Shank2-/- PCs (n=5/4, P=0.5), as reflected in their difference (P=0.0201). Data are represented as
mean ± SEM. Single and double asterisks indicate P<0.05 and P<0.01, respectively. All tests were repeated-
measures ANOVAs.

Impaired motor learning in L7-Shank2-/- mice

Given the variety of electrophysiological aberrations in PCs in the global Shank2-/-,
we next examined motor behavior in the PC-specific L7-Shank2-/- mice. Unlike the
hyperactivity exhibited by global Shank2-/- mice in an open field (Schmeisser et al. 2012;
Won et al., 2012), mice with PC-specific deletion of Shank2 exhibited no evidence
of hyperactivity in the open field test compared to their WT littermates (velocity:
WT: 12.28±2.79 cm/s; L7-Shank2-/-: 13.24±2.61 cm/s ; P=0.3; distance moved: WT:
7.37±1.68 m; L7-Shank2-/-: 7.94±1.57 m; P=0.3) (Supplementary Fig. 5A, B). The lack
of hyperactivity was confirmed using the PhenoTyper Box (Noldus), in which free
exploration was quantified over a 30 min-period in a homecage-like environment
(velocity: WT: 6.7±1.1 cm/s; L7-Shank2-/-: 6.3±1.3 cm/s; P=0.5, distance moved:
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Figure 5 Immunohistological staining of the Shank2 protein in Shank2-/- and L7-Shank2-/- hippocam-
pus and cerebellum. (A) Sagittal cryosection of hippocampal Shank2 (red) and nucleus staining (DAPI;
blue) in a WT (left) L7-Shank2-/-. Scale bar: 500 µm. Sagittal cryosection of cerebellar Shank2 staining
(right). Scale bar: 200 µm. (B) Staining for Shank2 in the hippocampus and cerebellum of the global
Shank2-/- shows absence of expression. (C) The L7-Shank2-/- shows expression in the hippocampus , but
not in the molecular layer of the cerebellum.

WT: 384.6±68.8 cm; L7-Shank2-/-: 371.7±79.7 cm; P=0.5, repeated-measures ANOVA)
(Supplementary Fig. 5C, D). Moreover, during the ErasmusLadder test (Veloz et al.,
2014) motor performance was similar between genotypes, including the efficiency and
timing of steps (2nd day efficiency, WT: 33.1±20.0%; L7-Shank2-/-: 47.1±15.4 cm; P=0.3;
2nd day timing: WT: 359.2±84.2 ms; L7-Shank2-/-: 330.7±49.4 ms; P=0.8, repeated-
measures ANOVA) (Supplementary Fig. 5E, F). Finally, the amplitude (gain) and
timing (phase) of baseline optokinetic (OKR) (OKR gain, P=0.6, OKR phase, P=0.9,
repeated-measure ANOVA) and vestibulo-ocular reflexes (VOR) (VOR gain, P=0.4,
VOR phase, P=0.2, repeated-measure ANOVA) were also similar (Supplementary Fig.
5G-J), further highlighting that motor performance is normal in L7-Shank2-/- mutants.

In contrast, motor learning was consistently affected in a variety of cerebellar
motor learning tasks (Fig. 6). Using a conditioning task within the ErasmusLadder, in
which mice were presented with a tone preceding the elevation of an obstructive rung
at a 200 ms interval (Veloz et al., 2014), L7-Shank2-/- mice were unable to successfully
avoid the obstacle (L7-Shank2-/- versus WT: P=0.018, repeated-measures ANOVA) (Fig.
6A, B). Furthermore, L7-Shank2-/- mice failed to acquire the normal increase in VOR
gain (L7-Shank2-/- versus WT: P=0.006, repeated-measures ANOVA) or shift in VOR
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phase (2nd day; P=0.047, 3rd P=0.0013, 4th P<0.0001, 5th P=0.0003, repeated-measures
ANOVA) following visuovestibular mismatch training (De Zeeuw & Ten Brinke,
2015) (Fig. 6C-F). Finally, L7-Shank2-/- mice exhibited a significant impairment of
Pavlovian eyeblink-conditioning (Ten Brinke et al., 2015) using a light pulse as the
conditioning stimulus (CS) and a corneal air puff as the unconditioned stimulus at a
250 ms interval (conditioned response or CR rate: P=0.0013; CR amplitude: P=0.0009;
repeated-measures ANOVA) (Fig. 6G-I). These findings indicate that L7-Shank2-/-

mice have normal baseline motor performance, but prominent impairments in motor
learning.

Irregular /textitin vivo PC simple spikes in L7-Shank2-/- mice
To investigate whether the changes in electrophysiological properties observed in
PCs of the global Shank2-/- mice may contribute to the behavioural phenotypes ob-
served, we tested to what extent the changes in simple spike activity also occurred
in the L7-Shank2-/- mice. We first recorded extracellular single units in vivo from the
largely zebrin-negative lobules I-V (Fig. 7A-D) and the predominantly zebrin-positive
lobules IX-X (Fig. 7E-H). Importantly, the recordings in the L7-Shank2-/- mice fully
reproduced the increases in CV (WT, 0.35±0.07; L7-Shank2-/-, 0.49±0.09; P<0.0001)
and CV2 (WT, 0.36±0.06; L7-Shank2-/-, 0.47±0.06; P<0.0001) (Fig. 7G, H) that were
found in the posterior lobules of the global Shank2-/- (Fig. 3I-N), confirming the higher
SS irregularity. In addition, the L7-Shank2-/- mice also showed signs of SS irregu-
larity in the anterior lobules in that their CV2 was also significantly increased (WT,
0.43±0.04; L7-Shank2-/-, 0.47±0.04; P=0.0092) (Fig. 7C, D). The L7-Shank2-/- SS mice
activity did not show higher firing frequencies in either the anterior (WT: 104.4±25.8
Hz; L7-Shank2-/-: 101.2±19.7 Hz; P=0.6) or posterior (WT: 70.9±19.5 Hz; L7-Shank2-/-:
76.3±23.4 Hz; P=0.4) lobules (Fig. 7B, F). Finally, we also recorded SS activity of
PCs in the flocculus of the vestibulocerebellum, because they are known to directly
control VOR adaptation (Wulff et al., 2009) (Fig. 7I-L). In PCs that were identified to
be related to VOR-adaptation by their response to motion around the vertical axis in
space, we again found a significant increase in SS irregularity (CV: WT, 0.39±0.07; L7-
Shank2-/-, 0.53±0.08; P<0.0001; CV2: WT, 0.39±0.07; L7-Shank2-/-, 0.52±0.08; P<0.0001),
while their overall firing frequency was unaffected (WT: 68.2±15.0 Hz; L7-Shank2-/-:
69.6±18.8 Hz; P=0.8) (Fig. 7J-L). Moreover, L7-Shank2-/- showed a bigger difference
with WT in SS irregularity in the posterior lobules (40.0% and 30.6% higher CV and
CV2, respectively) compared to that in the anterior lobules (4.4% and 9.3% higher CV
and CV2, respectively). No significant differences were observed in the duration of
the complex spike-induced simple spike pause or the complex spike firing frequency
in any of the recorded lobules (P>0.2 in all cases) (Supplementary Fig. 6). Together,
L7-Shank2-/- mice demonstrate the critical importance of Shank2 in PCs for maintaining
SS regularity.

Reduced cognitive functioning L7-Shank2-/- mice
We next examined social and repetitive ASD-like behaviours in the PC-specific L7-
Shank2-/- mice. The three-chamber social interaction task is a widely used social
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Figure 7 in vivo simple spike firing characteristics in L7-Shank2-/- Purkinje cells. (A) Extracellular PC
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interaction paradigm for evaluating ASD-like behaviour in mouse models of autism
(Schmeisser at al., 2012; Won et al., 2012). WT mice exhibited a normal preference for
the chamber in which the stranger mouse (S1) was present, compared to the empty
chamber (P=0.0002, MWU-test) (Fig. 8A). In contrast, L7-Shank2-/- mice had no prefer-
ence for either S1 or the empty chamber (P=0.7, MWU-test) (Fig. 8B). Comparing the
preference index (stranger-empty) between WT and L7-Shank2-/- mice revealed a sig-
nificantly decreased preference of L7-Shank2-/- mice for the stranger mouse (P=0.0213)
(Fig. 8C), indicating their social interaction deficits. With the introduction of a second
stranger in the previously empty chamber, WT mice again demonstrated an increased
preference for the novel stranger (S2), this time compared to the familiar mouse (S1)
(P=0.0001, MWU-test) (Fig. 8D), whereas L7-Shank2-/- mice showed no preference for
either the familiar or the novel stranger mice (P=0.1, MWU-test) (Fig. 8E). Comparing
the preference index (S2-S1) between WT and L7-Shank2-/- confirmed the impairment
of social interaction in L7-Shank2-/- mice (P=0.0136) (Fig. 8F). Because of previously
reported compulsive grooming (Schmeisser et al., 2012) and jumping (Won et al., 2012)
in global Shank2-/- mice, we next examined repetitive behaviour. We observed no
significant differences between WT and L7-Shank2-/- mice in the percentage of buried
marbles in the marble-burying task (P=1.0) (Fig. 8G) or in the duration of grooming
over a 15 min-period (P=0.054) (Fig. 8H). However, the L7-Shank2-/- mice did show an
increase of repetitive behaviour in the T-maze through an increased perseveration,
highlighting a reduction in cognitive flexibility (P=0.0023, MWU-test) (Fig. 8I). Finally,
we observed no significant difference in anxiety (P=0.7, χ2-test) or olfactory sensitivity
(P=0.6) of L7-Shank2-/- mice that could have potentially biased the social behaviour
assessments (Supplementary Fig. 7). Together, these results indicate that L7-Shank2-/-

mice exhibit ASD-like social impairments and task-specific repetitive behaviour.

Discussion

Severe loss-of-function mutations in SHANK2 have been firmly established as confer-
ring a high genetic risk for ASD and intellectual disability (Berkel et al., 2010; Leblond
et al., 2012; Leblond et al., 2014). Children with disruptive SHANK2 mutations exhibit
motor impairments, language delay and cerebellar dysfunction including dysmetria
and dysdiadochokinesis (Leblond et al., 2014). Considering the increasing evidence for
cerebellar involvement in ASD (Becker & Stoodley, 2013), we investigated anatomical,
molecular and physiological consequences of global Shank2 ablation in the cerebel-
lum. In addition, we analyzed L7-Shank2-/- mice with cerebellar PC-specific deletion of
Shank2 to evaluate the extent to which the ASD-related behavioural findings in global
Shank2-/- mice can be attributed to cerebellar dysfunction. In recent years, several ge-
netic mouse models for ASD have been used for the study of cerebellar abnormalities.
The first study to implement a Purkinje cell-specific model related to ASD involved
the deletion of FMR1, the fragile X mental retardation 1 protein (Koekkoek et al., 2005).
In this study, the authors reported eye-blink abnormalities and increased LTD in both
global and Purkinje cell-specific deletion of FMR1. Furthermore, global Nlgn3-KO
mutants exhibited deficits in cerebellum-related motor performance as assessed by the
ErasmusLadder (Baudouin et al., 2012). A more recent model examining the 15q11-13
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Figure 8 L7-Shank2-/- mice show social impairment and signs of task-specific repetitive behaviour.
(A) Three-chamber social interaction evaluated by relative time spent in each chamber. WTs (n=16) pre-
fer to spend time in the room with the stranger 1 mouse (S1), compared to the empty room (P=0.0002,
MWU-test). (B) This was not the case for L7-Shank2-/- (n=17) mice (P=0.7, MWU-test). (C) The preference
index (S1-empty) confirms the difference between genotypes (P=0.021). (D) Following the introduction of a
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do (P=0.013). (G) No difference was found in a marble burying task indicative of anxious and/or repetitive
behaviour (WT, n=16; L7-Shank2-/-, n=17, P=1.0). (H) L7-Shank2-/- (n=16) seemed to trend towards less
grooming than WTs (n=13) (P=0.054). (I) T-maze paradigm showed less consecutive alternations in L7-
Shank2-/- (n=17) compared to WT (n=16) (P=0.0023, MWU-test) indicating repetitive decision-making. Data
are presented as mean ± SEM. Single and double asterisks indicate P<0.05 and P<0.01, respectively. Two-
sided t-tests were used, unless stated otherwise.
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duplication ASD syndrome demonstrated impaired cerebellar synaptic plasticity and
motor learning deficits as assessed by eye-blink conditioning (Piochon et al., 2014).
Perhaps the most definitive study implicating cerebellar dysfunction as etiologic for
ASD-like behaviour involved a Purkinje cell-specific deletion of Tsc1 (Kloth et al.,
2015). This study was the first to demonstrate that Purkinje cell-specific deletion of an
ASD-associated gene results in ASD-like behaviour. Finally, a very recent study using
multiple mouse models of syndromic ASD found a consistent pattern of impaired
sensorimotor integration (Belmeguenai et a.l, 2010). These studies have established
the foundation by which the cerebellar synaptic pathophysiology underlying ASD
can be mechanistically investigated (Zoghbi & Bear, 2012).

Given the general importance of Shank2 in the regulation of neuronal plasticity
(Schmeisser et al., 2012; Won et al., 2012), we investigated both synaptic and intrinsic
plasticity of cerebellar Purkinje cells (Fig. 4). Our results indicate that Shank2 is
crucial for PF-PC LTP, but not LTD. Additionally, we show that Shank2 is important
for intrinsic plasticity of neuronal excitability (Belmeguenai et al., 2010). In contrast
to a recent study of the 15q11-13 duplication ASD syndrome in which PC synaptic
plasticity deficits were limited to LTD (Piochon et al., 2014), our results now highlight
LTP impairments as a candidate mechanism underlying the cerebellar pathophysi-
ology of ASD. Shank2 is a dedicated scaffolding protein, which has a major role in
the regulation of glutamate receptor integration, synaptic transmission and plasticity
(Grabrucker et al., 2011; Jiang & Ehlers, 2013). Future molecular and functional studies
will have to elucidate the exact mechanisms by which Shank2 mediates plasticity in
the Purkinje cell, but it may well include a suboptimal integration of GluR subunits as
the expression levels of GluA1 and GluA2 were both reduced in the Shank2-/- mice.
Since GluR subunit levels were analysed in synaptosomes from whole cerebella, it
remains to be further investigated to what extent these changes are limited to the PF
to PC synapse.

Because of the cerebellar physiological impairments and the previously reported
motor hyperactivity in Shank2-/- mice (Schmeisser et al., 2012; Won et al., 2012), we
examined activity levels during both baseline exploration and motor learning. To
our surprise we did not find motor performance abnormalities in the PC-specific
L7-Shank2-/- mice during various assessments including five separate locomotion and
eye movement tests (Supplementary Fig. 2). However, we did observe substantial
impairments of cerebellar motor learning including conditioning of locomotion and
eyeblink responses as well as adaptation of compensatory eye movements (Fig. 6).
It might seem counterintuitive that baseline motor performance can be intact while
the capacity for motor learning is reduced, but this combination has been observed in
many different mutant lines over the last few decades (De Zeeuw et al., 2011). Most
likely, it reflects the indispensable role of PC plasticity for the acquisition of new
behaviours within relatively short periods of time as occurs during the experimental
training paradigms (i.e. in the order of hours) and the ability of the motor performance
control system to compensate upstream and/or downstream of the affected synapse
when prolonged adaptation periods are available as occurs during postnatal devel-
opment (i.e. in the order of weeks) (Van Alphen & De Zeeuw, 2002). The potential
causality of the identified electrophysiological abnormalities as underlying the motor
learning impairments is strengthened by our independent findings in another Purk-
inje cell-specific mouse mutant (L7-PP2B-/-), in which also both synaptic LTP and
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intrinsic plasticity were affected (Schonewille et al, 2010). Together, these phenotypes
point towards a PC-dependent contribution to the behavioural motor impairments
frequently observed in ASD.

In addition to changes in plasticity, we also found that inhibition of PCs was
enhanced in the global Shank2-/- mutants. Since reduced inhibition of PCs increases
regularity of SS activity (Wulff et al., 2009), we hypothesized that PCs of the global
Shank2-/- mutants should have a higher level of irregularity of SS firing (Fig. 3). Indeed,
this hypothesis was not only consistent with the in vivo extracellular recordings in
lobule X of the global Shank2-/-, but also confirmed in three different areas (Lobules
I-V, Lobules IX-X and the flocculus) of the L7-Shank2-/- mice (Fig. 7). Moreover, this
correlation was also in line with the fact that the differences in sIPSCs, CV and CV2
had bigger effect sizes in the posterior lobules than the anterior lobules.

The increased frequency of inhibition in the global Shank2-/- did not occur con-
comitantly with increased amplitude of sIPSCs postsynaptically at PCs, indicating
that the observed effect could be of pre-synaptic origin. The PC irregularity in the
L7-Shank2-/- would then have to originate from a pre-synaptic effect of the postsy-
naptic absence of Shank2. Indeed, recent evidence indicates the possibility of Shank-
mediated transsynaptic signalling through transmembrane proteins affecting both
post and pre-synaptic processes important for vesicle release probability (Arons et
al., 2012). This type of transsynaptic signalling could manipulate the inhibitory input
to PCs either directly or indirectly, e.g. through altered glutamate spillover from the
climbing fiber to Purkinje cell synapse (Szapiro & Barbour, 2007). Future research
aimed at pinpointing the sites relevant to the effects described above should thus
focus not only on Purkinje cell specific mouse mutants, but also on those in which
their afferents are specifically affected (Badura et al., 2013). In doing so, important con-
sideration in studies implementing cell-specific deletions should be given to germline
analyses, given the sensitivity of the L7-cre (Belmeguenai et al, 2010; Barski et al., 2000)
and Shank2 lines (Supplementary Table 1) (Schmidt-Supprian & Rajewsky, 2007).

We observed a significant decrease in SS frequency in the anterior lobules of
global Shank2-/- mice, but not in their posterior lobules, nor in the anterior or posterior
lobules of L7-Shank2-/- mice. We believe that this inconsistency may reflect the fact that
the spontaneous SS firing frequency of PCs is probably largely due to their intrinsic
properties rather than the synaptic efficacy of their inhibitory or excitatory inputs
(Zhou et al., 2014). Indeed, blocking inhibitory or excitatory synaptic input to PCs
by deleting their GABA-A-γ2 receptor-subunits or abolishing voltage gated calcium
channels at their parallel fiber input primarily affects the regularity of SS firing, rather
than their firing frequency (Wulff et al., 2009; Galliano et al., 2013). Thus, the consistent
irregularity of SS in PCs, particularly in the posterior lobe, of the Shank2-/- mutants
underlines the putative importance of precise SS regularity for behavioural output (De
Zeeuw et al., 2011). Although abnormalities in the anterior and posterior lobules have
both been proposed as relevant sites of cerebellar pathology in ASD (Mosconi et al.,
2015), our converging data obtained in the posterior lobe suggest that the mechanisms
governing the regularity of SS firing reveal a common biological vulnerability in the
etiology of ASD.

Here, we report impaired social and task specific repetitive behaviour due to the
Purkinje cell-specific deletion of Shank2 (Fig. 8). This result is particularly interesting
as, to our knowledge, it is the first Purkinje cell-specific mouse model for a non-
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syndromic form of autism in which ASD-like behaviour has been established. The
impaired social behaviour, late-onset ataxia and reduced excitability of Purkinje cells
previously observed in L7-Tsc1 mice (Tsai et al., 2012) were due to the absence of a
protein that inhibits mTOR signalling through which the translation of a wide variety
of proteins is regulated. In contrast, we here show that disruption of the synapse
through the absence of a single postsynaptic scaffolding protein in the Purkinje cell
is sufficient to show impaired ASD-related motor learning and social behavioural
impairments. In addition to the social impairments, we found signs of enhanced
repetitive behaviour in the T-maze paradigm, but not the marble burying task or
grooming tasks. Since the T-maze task reveals the level of cognitive inflexibility
following decision making over consecutive trials rather than the level of repetitious
behaviour dominated by high-frequency motor activity that characterizes the other
two tasks and that may well be confounded by deficits in cerebellar motor learning,
these results highlight the importance of the Purkinje cell synaptic function for ASD
beyond the classically ascribed motor-related behaviour. One of the main challenges
remaining is to mechanistically explain the contribution of impaired Purkinje cell
physiology to the observed ASD behavioural phenotypes. As previously mentioned,
the Shank family of postsynaptic scaffolding proteins has many different interact-
ing proteins in the postsynaptic density through which they could contribute to the
functional establishment of regulatory mechanisms for plasticity. The translational
challenge from synapse to behaviour brings about two main questions: How does
an impaired Purkinje cell mediate ASD-related behaviour? And how might Purkinje
cell impairments lead to abnormal brain function beyond the cerebellum with re-
gards to neurodevelopmental critical periods? The first question has been extensively
addressed by the accumulating evidence regarding the contribution of ASD-related
cerebellar dysfunction to impaired motor learning, as apparent from the eye move-
ment adaptation, ErasmusLadder, and eyeblink conditioning findings examined here
and by other investigators (Kloth et al., 2015). It is indeed possible that the increased
inhibition and irregularity of SS firing, in addition to impaired cerebellar plasticity
mechanisms, may contribute to social and repetitive behaviour-related phenotypes in
ASD. We believe that the answer to how the cerebellum can essentially contribute to
socially impaired behaviour could reside in various mechanisms. The idea that dis-
ruption of a certain brain area during development could affect the development and
consequently the function of other inter-connected areas, also termed developmental
diaschisis, has recently been put forward as a prime mechanism for the cerebellum in
its ability to influence other cortical areas in critical developmental periods (Wang et
al., 2014). In the future, the latter hypothesis can for example be tested with Purkinje
cell specific Shank2 ablation at different stages during development using inducible
mouse models, as has recently been employed for other ASD-related genes (Mei et al.,
2016; Silva-Santos et al., 2015). These experiments will help to further elucidate the
mechanisms by which differential genes, such as Shank2, regulate cerebellar function
and ultimately ASD-like behaviour.
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Methods

Experiments and analyses were performed with the experimenters blinded to the
genotype. Mice used were global germ-line Shank2-/- and their littermate WTs all
bred on a mixed C57BL6/N and C57BL6/J background. The generation of these mice
has previously been described in detail (Schmeisser et al., 2012; Won et al., 2012).
The L7-Shank2-/- was generated by crossing Purkinje specific L7(Pcp2)-Cre (Barski et
al., 2000) with Shank2flxd/flxd (Schmeisser et al., 2012). Genotyping was performed on
postnatal day (P)7-10 using primers 1700 S (TCCATGGTT TCGCGAGAGCG), 1842 AS
(TCCCTATTGGGACGCAGTGG) and 2394 AS (CAGCATCATGACAATGTCTCCA).
For all experiments we used mice from both genders, unless indicated otherwise. The
mice were individually housed with food and water available ad libitum and in 12:12
hrs light/dark cycles. All experiments were approved by local and national ethical
committees.

Primary antibodies
The anti-Shank2 SA5193 antibody has been characterized previously (Schmeisser et al.,
2012) the following antibodies were from commercial suppliers: anti-GluA1 (Cat. No.
182 003), anti-GluA2 (Cat. No. 182 103), anti-Nlgn3 (Cat. No. 129 113) (all Synaptic
Systems, Goettingen, Germany), anti-β3-Tubulin (Cat. No. MRB-435P) (Covance,
Brussels, Belgium) and Aldolase C (Cat. No. 12065) (Santa Cruz, Dallas, U.S.A.)

Golgi stainings
Adult mouse cerebella were dissected and prepared using the FD Rapid GolgiStain
Kit (NeuroTechnologies, Vilnius, Lithuania). Serial coronal sections of 150 µm were
collected from WTs and global Shank2-/- mice and Z-stack images were taken using
an upright Axioscope (Carl Zeiss, Jena, Germany). Distal dendrites of Purkinje cells
were traced for spine analysis.

Electron microscopy
Adult mice were transcardially perfused with fixative (2 % paraformaldehyde, 2.5 %
glutaraldehyde, 1 % saccharose in 0.1 M cacodylate buffer, pH 7.3) and their cerebella
were dissected and post-fixed overnight at 4 ◦C. After dehydration and staining with
2 % uranyl acetate, the material was embedded in epoxy resin. Ultrathin sections were
cut using an ultramicrotome (Ultracut UCT, Leica). After lead citrate staining, sections
from WTs and global Shank2-/- mice were examined using an electron microscope
(JEM 1400 TEM, Jeol). For ultrastructural PSD analysis, spine synapses have been
selected in the distal molecular layer where the parallel fiber-Purkinje cell (PF-PC)
contacts greatly outnumber other types of synapses.
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Biochemistry
Adult mouse cerebella were homogenized on ice in HEPES-buffered sucrose (320
mM sucrose, 5 mM HEPES, pH 7.4) containing protease inhibitor mixture (Roche,
Mannheim, Germany). The homogenate was centrifuged (1.000 x g, 4 ◦C) to remove
cell debris and nuclei. The supernatant was further centrifuged (12.000 x g, 4 ◦C)
to obtain a pellet containing the cerebellar synaptosomes. Equal amounts of 10-20
µg protein per lane were separated by SDS-polyacrylamide gel electrophoresis and
blotted onto polyvinylidene fluoride membranes using standard protocols. After
incubation with primary antibodies (1:1.000 for anti-Shank1, anti-GluA1, anti-GluA2,
anti Nlgn3; 1:10.000 for anti- β3-Tubulin), immunoreactivity was visualized on X-ray
film (GE Healthcare, Freiburg, Germany) using HRP-conjugated secondary antibodies
(Dako; Hamburg, Germany) and the SuperSignal detection system (Thermo Scientific).
For quantification, the films were scanned, the grey value of each band was analysed
by ImageJ (National Institutes of Health, Bethesda, MD, USA) and normalized to the
grey value of β3-Tubulin.

Immunohistochemistry
Mouse brains were snap-frozen after removal without perfusion. Tissue was sectioned
at 7 µm using a cryostat at -20◦C and a knife temperature of -14◦C. Sections were
air-dried on superfrost glass and stored at -80◦C. For staining sections were defrosted
at room temperature (RT) for 60 min and subsequently washed with -20◦C MeOH
for 3 min followed by 3X 10 min of PBS wash. To permeabilize membranes, sections
were incubated for 60 min in 0.5% Triton X-100 in PBS at RT and washed 3X in PBS
for 10 min. Following a 60 min incubation in 5% BSA (in PBS) at RT and subsequent
PBS washing, sections were incubated in SA5193 antibody (1:1000, dissolved in 2%
bovine-serum albumin, see Boeckers et al., 1999) O/N at 4◦C. The sections were then
washed for 3X 10 minutes in PBS followed by 120 min of fluorescent antibody staining
(1:200, Donkey anti goat-Cy3) in 2% BSA at RT. After the fluorescent antibody a wash
of 3X 10 min of PBS was followed by 2X 10 min wash with PB. The sections were
then put for 10 min in DAPI (200 µl in 50 ml 0.1 M PB). This was concluded by a
2x 10 min PB wash. For Zebrin (Adolase C) we used a different approach after the
defrosting of sections at RT. These slices were washed with 10 min 4% PFA followed
by 20 min of methanol and subsequently by 2 min PBS and 30 min 100 ml PBS (with 2
ml 30% H2O2 + 0.8 ml sodium azide). Here after a wash of 2 min PBS and 2X 2 min
in PBS (with 1 L PBS, 5 g protifar and 1.5 g glycine, sections were incubated in the
primary antibody for Adolase C (1:1000; Santa Cruz, Dallas, U.S.A., Cat. No. 12065)
O/N at 4◦C. The sections were then washed for 3X 10 minutes in PBS followed by
90 min of fluorescent antibody staining (1:200, donkey anti goat-Cy3; The Jackson
Laboratory, Sacramento, U.S.A., Cat. No 705-165-147) in 2% BSA at RT. After the
fluorescent antibody a wash of 3X 10 min of PBS was followed by 2X 10 min wash
with PB. The sections were then put for 10 min in DAPI (ThermoFisher Scientific,
Waltham, U.S.A., Cat. No. D3571; 200 µl in 50 ml 0.1 M PB). This was concluded by a
2X 10 min PB wash. Following PBS washing, the sections were thionin-stained and
permount-covered using standard protocols. All immunohistological stainings have
successfully been replicated on multiple occasions.

138



Dysfunctional Purkinje cells in Shank2-deficient mice

Ex vivo electrophysiology

Following decapitation of mice under isoflurane anaesthesia, the cerebellum was re-
moved into an ice-cold ‘slicing medium’, containing (in mM) 240 sucrose, 2.5 KCL, 1.25
Na2HPO4, 2 MgSO4, 1 CaCl2, 26 NaHCO3 and 10 D-Glucose, that was carbogenated
continuously (95% O2 and 5% CO2). Sagittal slices, 250 m thick, of the cerebellar
vermis were cut using a vibrotome (VT1200S, Leica) and put in carbogenated artificial
cerebrospinal fluid (ACSF) containing (in mM): 124 NaCl, 5 KCL, 1.25 Na2HPO4, 2
MgSO4, 2 CaCl2, 26 NaHCO3 and 20 D-Glucose, for at least one hour at 34±1◦C before
the start of the experiment. Slice physiology was done at room temperature 21±1◦C
or 33±1◦C as indicated in the results section and in the presence of 100 M picrotoxin
except for the sIPSCs recordings. Whole-cell patch clamp recording were performed
with an EPC9 amplifier (HEKA Electronics, Lambrecht, Germany). Recordings were
excluded if the series (Rs) or input resistances (Ri) changed by more than 15% during
the experiment, which was determined using a hyperpolarizing voltage step relative
to the -65 mV holding potential. Data analysis (rise times (10-90% for EPSC and
action potentials)), decay time (tau) for EPSC and IPSC amplitudes, action potential
threshold (identified by steepest slope in membrane potential prior to action potential)
and AHP amplitude (minimal membrane potential relative to the action potential
threshold)) was performed using Clampfit software (Molecular Devices).

For whole-cell recordings Purkinje cells (PCs) were visualized using an upright
microscope (Axioskop 2 FS, Carl Zeiss) equipped with a 40X objective. Recording
electrodes (3-5 MΩ, 1.65 mm OD and 1.11 mm ID, World Precision Instruments,
Sarasota, FL, USA) were filled with an intracellular solution containing (mM): 120
K-Gluconate, 9 KCL, 10 KOH, 4 NaCL, 10 HEPES, 28.5 Sucrose, 4 Na2ATP, 0.4 Na3GTP
(pH 7.25-7.35 with an osmolarity of 295±5). Note that we adjusted the osmolarity
using sucrose (Belmeguenai et al. 2010; Coesmans et al., 2004). For the recording of
sIPSCs we used an intracellular solution containing (mM): 150 CsCl, 1.5 MgCl2, 0.5
EGTA, 4 Na2ATP, 0.4 Na3GTP, 10 HEPES, 5 QX314 (pH 7.25-7.35 with an osmolarity of
295 ± 5). For extracellular stimulation of parallel fibers (PFs), similar patch electrodes
were filled with ACSF and positioned in the upper third of the molecular layer lateral
to the patched Purkinje cell. The stimulation intensity was set to evoke an EPSC
of 300±50 pA (typically 3-6 µA stimulation intensity). For PF-PC transmission we
used various inter-stimulus intervals (50-200 ms) (see Fig. 2). For recordings of
spontaneously occurring IPSCs (sIPSCs) we used the previously mentioned K+-based
internal and recorded their occurrence during at least 120 s.

For climbing fiber stimulation similar electrodes (filled with ACSF) were posi-
tioned near the patched Purkinje cell soma in the surrounding granule layer. We
selected those recordings in which climbing fiber stimuli elicited clear all-or-none
responses and lacked the co-activation of Purkinje cell axons (identifiable by back-
propagating action potentials) for further analysis. For CF elimination experimental
tissue was prepared in a similar way for all age groups. We systematically scanned
the granule cell layer to elicit CF responses and recorded PC responses (using an
intracellular solution containing (in mM): 115 CsMeO3, 20 CsCl, 2.5 MgCl2 10 HEPES,
0.6 EGTA, 4 Na2ATP, 0.4 Na3GTP, 10 Na-phosphocreatine) at -20 mV holding poten-
tial to prevent voltage escape during the CF-responses. For CF-PC transmission we
evaluated the paired pulse ratio at 50 ms stimulus interval. To evaluate the complex
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spike waveforms we analysed the amplitude of the Na+-spike and the amplitude
of the first Ca2+-spikelet evoked during the LTD-tetanus (Van Woerden et al., 2009).
Current clamp recordings were corrected off-line for the calculated liquid junction
potential (-10.2 mV).

The synaptic (LTP, LTD) and intrinsic plasticity protocols were recorded from lob-
ules 5/6 and conducted as described previously (Belmaguenai et al., 2010; Schonewille
et al., 2010). In short, for synaptic plasticity all recordings were done in voltage-clamp,
except for the tetanus, which consisted of single-pulsed PF-stimulation at 1 Hz for
5 min (LTP) or single-pulsed PF + single-pulsed CF stimulation (5 ms interval) at 1
Hz for 5 min (LTD). We evaluated the synaptic plasticity by the change in PF-EPSC
(presented at 0.05 Hz) relative to the mean value calculated during the last 5 min
pre-tetanus. For intrinsic plasticity we utilized the PF-LTP tetanus (but without bias
currents, i.e., I=0 pA) and evaluated the impact on the number of action potentials
evoked by 300 pA current injections during 500 ms (presented at 0.05 Hz).

Extracellular Purkinje cell recordings
In vivo recordings were performed as recently described (Zhou et al., 2014). An immo-
bilizing pedestal was fixed on the skull and a craniotomy (ø 3 mm) was performed on
the occipital bone. After recovery of 5 days, mice were head-fixed and body restrained
for recordings. Single unit recording was identified by the presence of a short simple
spike pause (>6 ms) after each complex spike. Purkinje cells were recorded from
vermal lobules I-V and X using single barrel (2.0 mm OD, 1.16 mm ID, Harvard Appa-
ratus, MA, USA) and double barrel (theta septum, 1.5 OD, 1.02 ID; World Precision
Instruments) boroscilate glass pipettes. in vivo recordings were analysed offline using
Spiketrain (Neurasmus BV, Rotterdam, The Netherlands, www.neurasmus.com) and
custom scripts in MatLab (Mathworks, Natick, MA, USA). The CV is calculated by
dividing the SD by the mean of the interspike intervals, whereas CV2 is calculated as
2 * |ISIn+1 - ISIn| / (ISIn+1 + ISIn).

Compensatory eye movements
Mice between 8 and 10 weeks of age were prepared for head-restrained recordings
of compensatory eye movements. These types of recordings have been described in
detail previously (Schonewille et al, 2010). In order to head restrain the mice during
the eye movement task, a small pedestal was attached using Optibond primer and
adhesive (Kerr, Bioggio, Switzerland) under isoflurane anaesthesia in O2 (induction
with 4% and maintained at 1.5% concentration). After a recovery period of two to three
days, mice were head-restrained by fixation using the pedestal in the experimental
setup. A round screen with a random dotted pattern (‘drum’) surrounded the mouse
during the experiment. The optokinetic reflex (OKR), vestibulo-ocular reflex (VOR)
and the light-guided vestibulo-ocular reflex (VVOR) were induced using a sinusoidal
rotation of the drum in light (OKR), rotation of the table in the dark (VOR) or the
rotation of the table (VVOR) in the light. The motor behaviour was assessed by
rotating the table and/or drum at 0.1 to 1 Hz with a fixed 5◦ amplitude. In order to
evaluate motor learning, a mismatch between visual and vestibular input was created.
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Rotating both the visual and vestibular stimuli in phase (at the same amplitude)
induced a decrease of gain; rotating the drum at greater amplitude relative to the
table induced the so-called phase reversal of the VOR (day 1, 5◦ phase difference;
day 2, 7.5◦; day 3-4, 10◦). Rotating the visual and vestibular stimuli out of phase (at
the same amplitude) induced the VOR gain increase. All training protocols were
induced at 0.6 Hz with table rotation amplitude of 5◦. For eye illumination during the
experiments two table-fixed infrared emitters (output 600 mW, dispersion angle 7◦,
peak wavelength 880 nm) and a third emitter, which produced the tracked corneal
reflection (CR), were mounted to the camera and aligned horizontally with the optical
axis of the camera. Eye movements were recorded with eye-tracking software (ETL-
200, ISCAN systems, Burlington, NA, USA). Gain and phase values of eye movements
were calculated using Matlab (MathWorks).

Eyeblink conditioning

Mice of 12-15 weeks of age were prepared for head-restrained eyeblink conditioning
(Ten Brinke et al., 2015). In short, a small brass pedestal was attached to the skull
using Optibond primer and adhesive (Kerr) and Charisma (Heraeus Kulzer, Armonk,
NY, USA), under isoflurane anaesthesia. Three to five days after surgery, mice were
habituated during two short (30-45 min) sessions on two days in a sound- and light-
isolating chamber which houses the eyeblink set up. During these sessions mice
were head-fixed and suspended over a foam cylindrical treadmill. While no stimuli
were presented, a 27.5 gauge needle through which US air-puffs are delivered was
positioned at 5 mm from the center of the left cornea, a green LED (ø 5 mm) that
delivers the CS was placed 5 cm in front of the mouse, and an GMR magnetometer
(NVE, Eden Prairie, MN, USA) was fixed above the left eye. During five subsequent
acquisition training days, this sensor measured the distance of a miniscule magnet
(1.5x0.7x0.5 mm) that was placed on the left lower eyelid with high accuracy, while
200 paired trials were presented, usually spaced 10 ± 2 s apart, plus the time needed
for a sporadic unstable eyelid to stabilize in open position. Each paired trial consisted
of a 280 ms green LED CS, co-terminating with a 30 ms airpuff (30 psi, through an
MPPI-3 pressure injector; ASI, Eugene, OR, USA). All experiments were performed at
approximately the same time of day by the same experimenter. Individual eyeblink
traces were analyzed using custom LabVIEW (National Instruments, Austin, TX, USA)
or MATLAB (Mathworks, Natick, MA, USA) scripts. Trials with significant activity in
a 500 ms pre-CS baseline period were regarded as invalid for further analysis. Valid
trials were aligned by making the mean of their baseline activity zero, and the average
amplitude of all post-US unconditioned blink responses was used to denote 100%
eyelid closure. From this, the average eyelid closure as a percentage from baseline to
full closure at the end of the CS-US interval was calculated over all valid trials. To
calculate percentage of CRs, trials were judged to contain a CR if the eye closed for
more than 5% between 50-250 ms after CS and the CR reached its peak after 100 ms.
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ErasmusLadder
The ErasmusLadder (Noldus, Wageningen, Netherlands) is a fully automated system
consisting of a horizontal ladder between two shelter boxes. It has 37 rungs on each
side, spaced 15 mm apart, and attached to custom-made pressure sensors that are
continuously monitored. In order to create a left-right alternating pattern, even rungs
on one side and odd rungs on the other side are elevated by 6 mm. Prototype testing
revealed that optimum forepaw displacement for mice is about 6 cm in a single step
at medium high velocity, which is the distance between 3 consecutive elevated rungs
and is defined as efficient step in the text (for more details, see Veloz et al., 2014). It is
clear from previous studies that mice improve their walking efficiency over training
sessions by increasing the number of efficient steps relative to steps of lower sizes
(Veloz et al., 2014). In the current study, mice (male, 15-18 weeks old) were tested in
6 daily sessions consisting of 2 unperturbed sessions, 1 session with a fixed obstacle
in the middle of the ladder and 3 perturbed sessions. During the first three sessions,
mice were trained to walk between two shelter boxes for 50 trials each day. In the
perturbed sessions, a sudden appearance of a rising rung on the right side of the
mouse was used as the unconditional stimulus (US). A 15 kHz tone was used as
the conditional stimulus (CS) and preceded the US by 200 ms in CS-US paired trials.
CS-only trials and paired trials were randomly distributed among 50 trials. There
were twice as many paired trials as CS-only trials. Step length and step time were
defined as the distance and time between two consecutive touches from the right
front limb. To estimate motor adaptation in CS-only trials, we calculated step speed
(step length/step time) using only the steps within 1 s before and 1 s after the CS.
The speed ratio during conditioning was defined as the speed post-CS divided by the
speed pre-CS.

General behavioural analyses

Behavioural experiments were performed using L7-Shank2-/- and WT littermate con-
trols aged 8-16 weeks during the light period of their diurnal cycle. The mice used in
the general behavioural experiments described here underwent multiple tests.

For the PhenoTyper test, mice were placed in a homecage-like apparatus (Noldus)
with ad libitum access to food and water, and left to explore for 30 minutes. Loco-
motion was recorded using the automated software Noldus Ethovision XT 11 and
distance and speed were calculated.

For the open field test, mice were placed in a novel circular, brightly-lit 110-cm-
diameter open arena for 10 min. Locomotion was recorded using the automated
software Noldus Ethovision XT 11 and total distance travelled, as well as average
speed were calculated. During analysis the arena was subdivided in three concentric
zones named the inner (25 cm), middle (15 cm) and outer zone (15 cm), and percentage
of time in each zone was calculated.

For the three-chamber social interaction test, age and gender-matched WT target
subjects (Stranger 1 and 2) were habituated for 5 consecutive days before beginning of
testing by being placed inside round metal-wired cages. On the test day, experimental
mice were placed in the central chamber of a clear Plexiglas box (60 x 35 cm) divided
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into three interconnected chambers. After habituation for 5 min. an unfamiliar mouse
(Stranger 1; S1) was introduced into a wire cage in one of the side-chambers and an
empty wire cage in the other side-chamber. The dividers were then raised and the test
mouse was allowed to freely explore all three chambers over a 5-minute session. Next,
the mouse remained in the chamber with stranger 1 for an additional 5-minute session.
Subsequently, a novel stranger mouse (Stranger 2; S2) was placed in the previously
empty wire cage and again the test mouse was left to explore for 5 min. Time spent
in each chamber, as well as overall locomotion, was calculated using the automated
software Noldus Ethovision XT 11. Preference indices were calculated by subtracting
the time spent with the empty wire cage from the time spent with stranger 1 (S1 - E),
and subtracting the time spent with stranger 1 from time spent with stranger 2 (S2 -
S1).

For the T-maze spontaneous alternation test, mice were placed at the base of a
T-maze (arm length 50 cm) and were given the choice to freely explore either the right
or left arm of the maze for 10 consecutive trials. A choice was assumed to be made
when mice stepped into an arm with all four paws. At that moment the gate to that
arm was closed and the animal was allowed to explore the arm for 5 s. Then, the
mouse was gently placed back at the base of the T-maze for the next trial. When the
mouse chose a similar arm at two consecutive trials, this was scored as number of
repeats, indicative of repetitive behaviour.

For the grooming test, mice were removed from their homecage, received a single
puff of water spray and placed in clean transparent cages (15 x 15 x 20 cm) under
bright light for 15 min. Behaviour was recorded with a high-speed camera (30Hz
full frame rate), and time spent grooming was scored by two independent raters. All
types of grooming -- paw licking, nose and head self-grooming, body grooming, leg
grooming and tail/genital grooming -- were scored.

For the marble burying test, Makrolon cages (50 x 26 x 18 cm) were filled with 4
cm of bedding material and 20 glass marbles, which were arranged in an equidistant 4
x 5 grid. Animals were given access to the marbles for 30 min. Marbles 100% covered
by bedding were scored as buried and marbles covered partially contributed 50% to
the total score.

For the olfactory test, a piece (1.25 g) of cookie was put into the subject's cage each
day for three consecutive days, and checked for complete consumption the following
day. For 24 hrs before the test phase, mice were completely food-deprived. Subjects
were placed in a clean Makrolon cage (50 x 26 x 18 cm) with 4 cm of clean bedding,
and allowed to habituate for 5 min. Then, a piece of cookie (1.25 g) was hidden in a
random corner in the cage at 1 cm depth. Latency to find the cookie was recorded for
a maximum of 15 mins (900 s).

Data analysis
In the text, mean ± SD values are presented, in the figures SEM-values are reported,
and p-values smaller than 0.05 are considered significantly different. Two-sided Stu-
dent's t-tests were performed, unless stated otherwise. For a complete representation
of the data we have included a detailed overview of all statistics in Supplementary
Table 1. Additionally, since the L7-Cre line was shown to reveal germline deletions
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(see also Tsai et al, 2012) and since the potential impact of cerebellar Purkinje cells
on general cognitive tests is widely debated (Galliano et al., 2013; Rochefort et al.,
2011), we have checked for heterozygous germline deletions in our L7-Shank2 mice
and statistically excluded the possibility they could have influenced our conclusions
on the non-cerebellar paradigms (Supplementary Table 1).

144



Dysfunctional Purkinje cells in Shank2-deficient mice

Supplementary Material

A full account of all statistical information (Table S1) is available online and is not included here.
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Figure S1 Full western blots with size markers related to Fig. 1D.
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Figure S2 Ex vivo climbing fibre activity shows no significant differences between Shank2-/- and WT
mice. (A-C) No difference in Na spike amplitude (P=0.3) (A), nor in number of Ca spikelets (P=0.2) (B)
or amplitude of the first Ca spike (P=0.7) (C), between WT (n=7/6) and Shank2-/- (n=9/4). (D, E) Number
of climbing fibre responses was similar between Shank2-/- and WT mice at P9-10 (WT, n=10/3; Shank2-/-,
n=12/3, P=0.2)) and at P25-35 (WT, n=5/3; Shank2-/-, n=12/3, P=1.0). (F, G) Complex spike paired pulse
depression was similar between Shank2-/- and WT mice at P9-10 (WT, n=9/3; Shank2-/-, n=8/3, P=0.5) and
at P25-35 (WT, n=5/3; Shank2-/-, n=11/3, P=0.6).Statistical test used was a two-sided t-test unless stated
otherwise.
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Figure S3 In vivo complex spike activity shows no significant differences between Shank2-/- and WT
mice. (A, B) Complex spike firing frequency (P=0.7) and CF pause (P=0.2) were not different between
Shank2-/- and WT mice in anterior lobules I-V (WT, n=23/3, cells/animals; Shank2-/-, n=26/3). (C, D) Similarly,
complex spike firing rate (P=0.1) and CF pause (P=0.2) did not differ between mutant (n=27/3) and WT
(n=16/3) in posterior lobules IX-X. Error bars denote SEM. Statistical test used was a two-sided t-test unless
stated otherwise.
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Figure S4 Cerebellar Zebrin and Shank2 immunohistology. (A, C) Coronal section of Crus 1 showing
distinctive Zebrin patterning in both WT and L7-Shank2-/-. (B, D) Coronal section of Crus 1 showing a uniform
presence of Shank2 in WT, but a complete absence of Shank2 in L7-Shank2-/-. Scale bar: 50 µm.
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Figure S5 L7-Shank2-/- mice have normal basic motor performance. (A) In the open field experiment
mice were allowed to move around freely. The speed of movement (P=0.3, t-test) and (B) distance travelled
(P=0.3, t-test) during 10 min was not different (WT, n=15; L7-Shank2-/-, n=17). (C, D) These results were
confirmed in the phenotyper box for both speed (P=0.5) and distance (P=0.5) (WT, n=16; L7-Shank2-/-, n=16).
(E) ErasmusLadder revealed no difference in the percentage of efficient steps (P=0.3) or (F) the duration of
these steps (P=0.8) over the course of two days (WT, n=10; L7-Shank2-/-, n=6). (G, H) Optokinetic reflex
(OKR) using different frequencies of drum movement revealed no differences in gain (P=0.6) or phase (P=0.9)
(WT, n=9; L7-Shank2-/-, n=9). (I, J) Similarly, the vestibulo-ocular reflex (VOR) was not affected in either gain
(P=0.4) or phase (P=0.2) (WT, n=8; L7-Shank2-/-, n=9). Data are represented as mean ± SEM. Statistical
test used was a repeated-measures ANOVA unless stated otherwise.
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Figure S6 In vivo complex spike firing characteristics in L7-Shank2-/- Purkinje cells. (A, B) No signifi-
cant differences in complex spike firing frequency (P=0.6) or climbing fibre pause (P=0.3) in anterior lobules
(I-V) between WTs (n = 23/3, cells/animals) and L7-Shank2-/- mice (n = 25/3). (C, D) Similarly, in posterior lob-
ules IX-X, complex spike firing frequency (P=0.3) and climbing fibre pause (P=0.3) was not different between
WTs (n=25/3) and mutants (n=21/3). (E, F) Also located in the posterior cerebellum, Purkinje cells from floc-
culus showed neither firing rate (P=0.3) nor climbing fibre pause (P=0.5) differences between L7-Shank2-/-

(n=19/2) and WTs (n=23/2). Error bars denote SEM. Statistical test used was a two-sided t-test unless stated
otherwise.
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Figure S7 (A) In the open field test, WT (n=17) and L7-Shank2-/- mice (n=15) showed no differences (P=0.7,
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Dynamic modulation of activity in cerebellar 
nuclei neurons during Pavlovian eyeblink conditioning

While research on the cerebellar cortex is crystallizing our understand-
ing of its function in learning behavior, many questions surrounding its 
downstream targets remain. Here, we evaluate the dynamics of 
cerebellar interpositus nucleus (IpN) neurons over the course of Pavlov-
ian eyeblink conditioning. A diverse range of learning-induced neuro-
nal responses was observed, including increases and decreases in 
activity during the generation of conditioned blinks. Trial-by-trial 
correlational analysis and optogenetic manipulation demonstrate that 
facilitation in the IpN drives the eyelid movements. Adaptive facilitato-
ry responses are o�en preceded by acquired transient inhibition of IpN 
activity that, based on latency and e�ect, appear to be driven by 
complex spikes in cerebellar cortical Purkinje cells. Likewise, during 
reflexive blinks to periocular stimulation, IpN cells show 
excitation-suppression patterns that suggest a substantial contribu-
tion of climbing fibers and their collaterals. These findings highlight the 
integrative properties of subcortical neurons at the cerebellar output 
stage mediating conditioned behavior.

M.M. ten Brinke*, S.A. Heiney*, X. Wang*, M. Proietti-Onori, H.J. Boele, 
J. Bakermans, J.F. Medina, Z. Gao, & C.I. De Zeeuw (Submitted)



Chapter 6

Introduction

The cerebellar cortex, like the neocortex, is well suited for establishing new associa-
tions required during memory formation. It is becoming increasingly clear that, like
cortical and subcortical structures (e.g. Constantinople and Bruno, 2013; Koralek et
al., 2012; Igarashi et al., 2014; Douglas et al., 1995; Sherman and Guillery, 2004), the
cerebellar cortex and nuclei exhibit complex interplay, for instance through reciprocal
nucleo-cortical projections (Gao et al., 2016). Classical Pavlovian eyeblink conditioning
has proven an ideal model for studying the neural mechanisms underlying associative
learning, and offers a great way to address the question of how the cerebellar nuclei
integrate their cerebellar cortical and extra-cerebellar input.

As a simple and quintessential behavioral manifestation of learning and memory,
eyeblink conditioning depends on the cerebellar cortex and nuclei (McCormick et
al., 1982; McCormick & Thompson, 1984; Yeo, Hardiman & Glickstein, 1985a, b),
which are known to facilitate processes that require precise timing (Ivry & Keele,
1989; Breska & Ivry, 2016). In short, animals learn to respond to a neutral conditional
stimulus (CS), such as a light, with a well-timed conditioned blink response (CR),
when the CS is consistently paired at a fixed temporal interval with an unconditional
blink-eliciting stimulus (US), such as a corneal air puff. Lobule HVI of the cerebellar
cortex and its downstream target, the interposed nucleus (IpN), are essential for the
manifestation of this conditioned eyelid behavior (McCormick et al., 1982; McCormick
and Thompson, 1984; Yeo, Hardiman, and Glickstein, 1985a, b; Clark et al., 1992;
Krupa and Thompson, 1997; Ohyama et al., 2006; Mostofi et al., 2010; Heiney et al.,
2014b). Genetic and pharmaceutical manipulations of cerebellar cortical Purkinje cells
indicate that the expression of CRs may require various cell physiological processes,
including postsynaptic long-term depression and long-term potentiation at the parallel
fiber to Purkinje cell synapse (Ito & Kano, 1982; Koekkoek et al., 2003; Schonewille et
al., 2010), inhibition at the molecular layer interneuron to Purkinje cell synapse (Ten
Brinke et al., 2015), as well as intrinsic mGluR7-mediated processes in Purkinje cells
(Johansson et al., 2015). IpN neurons that can drive eyeblink behavior through the red
nucleus and facial nucleus provide a feedback to the cerebellar cortex that amplifies
the CR (Gao et al., 2016; Giovannucci et al., 2017). Moreover, IpN neurons receive
excitatory inputs from mossy fiber and climbing fiber collaterals, which need to be
integrated with the inhibitory inputs from the Purkinje cells and local interneurons
and possibly even from recurrent collaterals of the nucleo-olivary neurons (Chan-
Palay, 1973, 1977; De Zeeuw et al., 1988, 1997; Van Der Want et al., 1989; Uusisaari,
Obata, and Knöpfel, 2007; Uusisaari and Knöpfel, 2008, 2011, 2012; Bagnall et al., 2009;
Kodama et al., 2012; Witter et al., 2013; Boele et al., 2013; Najac and Raman, 2015;
Canto et al., 2016).

IpN neurons and their inputs are endowed with ample forms of plasticity, all
of which may in principle be implicated in eyeblink conditioning (Ohyama et al.,
2006; Foscarin et al., 2011; Zheng and Raman, 2010). These include for example
short-term and long-term potentiation (LTP) at the mossy fiber to IpN neuron synapse
(Person and Raman, 2010), both of which may facilitate the induction of intrinsic
plasticity (Aizenman and Linden, 1999 and 2000; Zheng and Raman, 2010), and
learning-dependent structural outgrowth of mossy fiber collaterals in the cerebellar
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nuclei, which may be directly correlated to the rate and amplitude of CRs (Boele et
al., 2013). So far, extracellular recordings of neurons in the cerebellar nuclei have
revealed CR-related increases in activity that lead the eyeblink movement (anterior
IpN; McCormick and Thompson, 1984; Berthier and Moore, 1990; Gould and Stein-
metz, 1996; Choi and Moore, 2003; Halverson et al., 2010; Heiney et al., 2014b), and
CR-related increases and decreases in activity that lag the eyeblink movement (pos-
terior IpN; Gruart et al., 2000; Delgado-Garcia & Gruart, 2005; Sanchez-Campusano
et al., 2007). However, comprehensive trial-by-trial analysis of different components
of IpN modulation in relation to conditioned behavior, as well as evaluation against
conditioning-related modulation of activity in the cerebellar cortex and other non-
cortical inputs, is lacking.

Here, we recorded conditioning-related activity in an identified blink area of the
anterior interpositus nucleus of awake behaving mice, and used in-depth trial-by-trial
correlational analysis, optogenetic manipulation and computationally modeled IpN
output based on previously reported eyelid-related Purkinje cell modulation (Ten
Brinke et al., 2015) to detail and cement the causal role of IpN activity in conditioned
behavior. Our results reveal an intricate dynamic modulation of cerebellar nuclei
activity during the generation of conditioned movements. We discuss how these
findings shed light on a number of electrophysiological properties of the olivocere-
bellar network as integrated at the IpN in the normal functional context of eyeblink
conditioning in awake, behaving mice. Together, our results highlight how neurons
in the IpN integrate cortical and non-cortical input to establish a circuitry optimally
designed to generate well-timed conditioned motor responses.

Results

Characterization of cerebellar IpN neurons
To explore the characteristics of IpN spike modulation and its relation to conditioned
eyelid behavior, we made extracellular recordings across 19 mice that were trained
or in training. During recordings, the mice were head-fixed on top of a cylindrical
treadmill, fully awake and able to show normal eyelid behavior in response to the
experimental stimuli, which included a 260 ms green LED light (CS) that co-terminated
with a 10 ms corneal air puff (US), yielding a 250 ms CS-US interval (Fig. 1A).

There were 270 recordings of IpN cells that were located below Purkinje cell layers
at depths between 1500-3000 µm (Fig. 1B), were recorded during at least 10 valid
CS-US trials, and showed modulation in their firing rate in response to the CS and/or
US. Firing frequency was similar along the depth of the IpN (r = 0.085, p = 0.16, n =
270, Pearson), averaging 67 ± 27 Hz. Within the entire dataset, 60 cells showed at
least 5 Hz facilitation in the CS-US interval (22.2%, Fig. 1C, F, I), and 23 cells showed
at least 5 Hz suppression (8.5%, Fig. 1D, G, J), leaving 187 cells that did not show
any clear spike rate modulation within the CS-US interval (69.3%, Fig. 1E, H, K; see
Methods).

In terms of eyelid behavior across the dataset (Fig. 1L), CRs were present in at
least 20% of trials in 103 cells (38%); this is the criterion used throughout the paper
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Figure 1 Interpositus nucleus electrophysiology overview. (A) CS and US signals are transmitted through
mossy fibers and climbing fibers, respectively, to Purkinje cells in the simplex lobule (HVI) of the cerebellar
cortex, and to the IpN, to which cortical Purkinje cells send their inhibitory projection. Combined disinhibition
and excitation then lead the IpN to drive CRs. Paired trials consisted of a 260 ms LED light CS, co-terminating
with a 10 ms corneal air puff. (B) Coronal cerebellar section showing a typical recording site in the IpN. (C-E)
Example eyelid traces for trials where the recorded cell showed spike facilitation (C), suppression (D), or no
modulation (E) in the CS-US interval. F-H Electrophysiological trace showing IpN activity corresponding to
the example eyelid traces in C-E. (I) Spike trace averages for 60 cells showing at least 5 Hz facilitation in the
CS-US interval; grand average is shown with SEM. (J) Same as in I, but for 23 suppressive cells. (K) Same
as in I, but for 187 non-modulating cells. (L) Average traces of eyelid behavior for all 270 cells in the original
dataset, color coded for average CR amplitude at US onset. (M) Daily CS-US interval averages of facilitatory
cells (top traces, orange), suppressive cells (bottom traces, blue), and eyelid behavior for all cells showing
modulation (middle traces, teal). Black scale bar denotes 25 Hz/% eyelid closure. (N, O) Proportion of cells
showing facilitation, suppression, or no modulation, across cells with <20% CRs (n = 167), and cells with
>20% CRs (n = 103). IpN: interpositus nucleus; IO: inferior olive; MN: motor nucleus; PC: Purkinje cell; PN:
pontine nuclei.

when referring to recordings with behavior. The magnitude of spike facilitation shows
a steady significant increase over the course of conditioning (r = 0.413, p = 0.001, n
= 60; Spearman); spike suppression was similarly inclined (r = 0.354, p = 0.0972, n =
23; Spearman; Fig. 1M). Although both types of spike rate modulation manifested
before conditioned behavior did (Fig. 1M), they were more prevalent in recordings
with conditioned behavior (Fig. 1O) than in those without (Fig. 1N; facilitation: 29.1%
(30/103) vs. 18% (30/167), p = 0.0463; suppression: 15.5% (16/103) vs. 4.2% (7/167), p
= 0.0025, Chi-square test).

To corroborate the main findings reported below, an additional and independently
obtained dataset of 102 IpN recordings was analyzed in the same way as the original
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dataset and is presented alongside it (independent dataset collected at Baylor). It
is important to note that this second dataset differs in the following respects from
the original dataset (original dataset collected at Erasmus): i) rather than over the
course of conditioning, these recordings were obtained after thorough training, and
only from mice that showed at least 80% CRs; ii) the recordings were all located
no more than 300 µm away from IpN sites confirmed to be eyelid-related through
micro-stimulation (see Methods, and Heiney et al., 2014b); and iii) the CS was 220 ms,
the US was 20 ms, resulting in a CS-US interval of 200 ms. Rather than focusing on
the course of training and across-trial variability, these recordings serve to capture
cerebellar nuclear dynamics in an optimally conditioned system (for an overview of
the two different datasets, see Supp. Fig. 1).

In subsequent analyses, we focus on three relevant time intervals during stimulus
presentation: the last 200 ms of the CS-US interval, during which broad Purkinje cell
simple spike modulation takes place; 50--130 ms after the CS, during which CS-related
climbing fiber activity emerges (Ohmae et al., 2015; Ten Brinke et al., 2015); and
the first 60 ms after the US, during which robust climbing fiber signals take place,
particularly in error trials when the mouse fails to make a CR.

IpN facilitation but not suppression can drive conditioned eyelid be-
havior
We first sought to characterize whether facilitation and suppression observed in IpN
neurons during the last 200 ms of the CS-US interval correlates with the amplitude of
eyelid closure (Fig. 2). Across the original dataset, there were 60 cells showing CS-US
facilitation, with durations of 104 ± 41 ms, and magnitudes averaging 22.5 ± 20.2 Hz
and correlating to both percentage CRs (r = 0.534, p < 0.0001, n = 60, Spearman) and
CR amplitude (r = 0.52, p < 0.0001, Spearman). Out of 30 facilitation cells recorded in
the presence of CRs (Fig. 2A), 17 showed significant positive trial-by-trial correlations
between firing rate and CR amplitude (57%; p = 0.0001, bootstrap with 500 repetitions;
Fig. 2B), whereas none showed negative correlations. A linear mixed model with
random intercepts and slopes for these significant cells predicts 0.49% more eyelid
closure at US onset per unit increase of spike facilitation in Hz (Fig. 2B, black dotted
line; p < 0.0001, Supp. Table 1). Exploration of trial-by-trial spike-eyelid correlations
across a correlation matrix reveals their temporal distribution, as explained previously
(Ten Brinke et al., 2015). Here, correlations within 20 ms windows, taken at 10 ms
steps across the trial timespan, show at which spike times and which eyelid times
the strongest spike-eyelid correlations exist, both when taking eyelid position (Fig.
2C) and eyelid velocity (Supp. Fig. 2A) as the lead parameter. A cluster of markedly
positive correlations can be seen in the upper triangle of the matrix in the second
half of the CS-US interval, running parallel to the diagonal. This means the strongest
across-trial correlations occurred between spiking and subsequent behavior. Indeed,
temporal cross-correlations between average spike and eyelid traces confirm that
spike facilitation fits best with subsequent eyelid behavior, averaging 25 ± 25.6 ms (p
= 0.0001, Wilcoxon signed rank test; Fig. 2D).

The character and predictive power of CS-US facilitation in the IpN is strongly
corroborated by the second dataset (Fig. 2E-H), with 70 cells showing facilitation
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Figure 2 CS-US interval IpN modulation relates to eyelid behavior. (A) Average spike traces of 30 facilita-
tory neurons recorded with conditioned behavior. Black trace denotes average. Time is shown relative to CS
onset. (B) Trial-by-trial spike-eyelid correlation lines for the cells in A, with plain red lines showing significant
correlations, light red lines showing the non-significant ones, and the pie chart showing their proportionality.
(C) Average correlation matrix showing the average temporal distribution of the spike-eyelid position correla-
tions of the cells in A. R-values counter to the correlational direction of interest were nullified before averaging.
(D) Temporal cross-correlations for the cells in A (light red) and their mean (plain red). Box plot shows the
time of maximum correlation for all cells. (E-H) Same as in A-D, here for 70 facilitation cells with conditioned
behavior from the independent second dataset. (I-L) Same as in A-D, here for 16 suppression cells recorded
with conditioned behavior from the original dataset. (M-P) Same as in I-L, here for 16 suppression cells
recorded with conditioned behavior from the second dataset.

(59.2 ± 38 Hz) in the presence of conditioned behavior (Fig. 2E), and 49 of these cells
showing significant positive correlations (70%). A linear mixed model with random
intercepts and slopes predicts 0.64% more eyelid closure at US onset per 1 Hz increase
in facilitation (p < 0.0001, Supp. Table 1). The correlation matrices relating spike
activity to eyelid position (Fig. 2G) and velocity (Supp. Fig. 2B) show hotspots of
strong correlation hovering above the diagonal in the CS-US interval, with temporal
cross-correlations again confirming the best fit between spike facilitation and eyelid
behavior to be at significantly positive offsets (33.4 ± 19.3 ms, p < 0.0001, Wilcoxon
signed rank test; Fig. 2H).
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In the original dataset, in comparison with the facilitation group, CS-US suppres-
sion was less prevalent among the dataset. Within the 23 cells (8.5%) showing an
average drop of at least 5 Hz in the CS-US interval (11.2 ± 6 Hz, duration: 70 ± 44
ms), the magnitude of suppression correlated to both CR percentage (r = 0.526, p =
0.01, n = 23, Spearman) and CR amplitude at US onset (r = 0.443, p = 0.0356, n = 23,
Spearman). Additionally, cells with stronger suppression showed higher spike irreg-
ularity (i.e., higher CVs: r = 0.587, p = 0.0038, Spearman). Compared to facilitation,
suppression had lower amplitudes (baseline z-score: 5.3 ± 1.5 vs 7.6 ± 4.7, p = 0.0007,
Mann-Whitney U test, MWU) and lower durations (53 ± 38.4 vs 95.5 ± 36.2 ms, p =
0.0012, MWU), but similar onset (132 ± 21.2 vs 136.5 ± 19.9 ms, p = 0.6, MWU) and
modulation peak times (176 ± 37.2 vs 166 ± 34.2 ms, p = 0.6, MWU). Relative spike
suppression was further correlated to eyelid closure at US-onset relative to baseline
for all recordings of suppressive cells with conditioned behavior (n = 16, Fig. 2I). Of
these cells, 3 showed significant negative trial-by-trial correlations between firing rate
and CR amplitude (19%, p < 0.0001, bootstrap with 500 repetitions; Fig. 2J), whereas
none showed positive correlations. A linear mixed model with random intercepts
and slopes for the three significant cells estimated 0.27% more eyelid closure at US
onset per unitary increase of suppression in Hz (p = 0.0272, Supp. Table 1). The
correlation matrix showed no particular concentration of the spike-eyelid correlations
of suppressive cells with conditioned behavior within the CS-US interval (position:
Fig. 2K; velocity: Supp. Fig. 2C), and temporal cross-correlation showed a best fit
between average spike and eyelid traces at very small temporal offsets that were on
average not different from zero (6.4 ± 23 ms, p = 0.2336, Wilcoxon signed rank test;
Fig. 2L).

In the second dataset, 16 cells showed CS-US spike suppression (12.1 ± 5 Hz)
in the presence of conditioned behavior (Fig. 2M), with 8 cells showing significant
negative relationship between relative firing rate and CR amplitude at US onset (p <
0.0001, bootstrap with 500 repetitions; Fig. 2N), and a linear mixed model estimating
1.01% more eyelid closure per 1 Hz deeper suppression (p < 0.0001, Supp. Table 1).
Although the second dataset showed stronger facilitation than the original dataset
(59.2 ± 38.1 vs 30.1 ± 25.3 Hz, p = 0.0009, MWU), arguably due to superior CR
performance (mean percentage CRs: 86.2 ± 17.3%; mean CR amplitude: 43.5 ± 17%
eyelid closure), the level of suppression was not different between the two datasets
(11.9 ± 5 Hz vs 12.9 ± 6.4 Hz, p = 0.864, MWU). Moreover, the correlation matrices for
eyelid position (Fig. 2O) and velocity (Supp. Fig. 2D) echo the finding that the time
difference between suppressive modulation and eyelid movement is not significantly
different from zero on average (6.9 ± 25 ms, p = 0.2439, Wilcoxon signed rank test; Fig.
2P). Together, these results, found across two independent datasets, reveal a large
portion of IpN cells showing spike facilitation during the CS-US interval that predicts
subsequent conditioned eyelid behavior. In contrast, there is a smaller number of
suppressive neurons that are unlikely to drive eyelid movements because their activity
is less correlated with CR amplitude and often lags the eyelid movement (or leads it
by an insufficient amount).
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Figure 3 Optogenetic prevention of IpN facilitation eliminates CRs. (A) Purkinje cells in the simplex
lobule that express ChR2 exert a powerful inhibitory influence on the IpN upon optogenetic stimulation (see
Witter et al., 2013; Canto et al., 2016). (B) Average eyelid traces for trials with (dark blue) or without (green)
optogenetic stimulation throughout the CS-US interval, for three mice. (C) Eyelid closure at US onset for the
data shown in B, separated by mouse.

Optogenetic inhibition of IpN eliminates CRs
If CS-US facilitation in the IpN indeed controls eyelid closure, one would assume
that inhibiting IpN activity during the CS-US interval is sufficient to abolish CRs.
Pharmacological interventions suggest this is indeed so, with muscimol and/or li-
docaine injections in the anterior IpN eliminating CRs completely (rabbit: Bracha et
al., 1994; Ohyama et al., 2006; rat: Freeman et al., 2005; mouse: Heiney et al., 2014b).
To further establish the causal role of IpN facilitation in the expression of specifically
conditioned eyelid behavior, we employed optogenetic inhibition of the IpN in a set
of three fully trained mice. Optic fibers were implanted near the IpN of L7-Ai27 mice
in which ChR2 was expressed in all Purkinje cells (see Methods). During optogenetic
excitation of Purkinje cell axon terminals, IpN neurons suppress their firing activity
(Witter et al., 2013; Canto et al., 2016; Fig. 3A). If excitatory rather than suppressive
modulation in the IpN plays a causal role in driving the CRs, CRs should be selectively
eliminated by optogenetic stimulation. Indeed, the conditioned behavior acquired by
all three mice was readily disabled in virtually all trials randomly chosen to include
optogenetic stimulation (all p < 0.0001, MWU; Fig. 3B, C). This result expands on the
observation that IpN facilitation can elicit eyeblinks (Hesslow, 1994b; Heiney et al.,
2014b), by showing that it is decidedly necessary for the expression of conditioned
eyelid responses.

CS-related transient spike pauses and subsequent rapid excitation in
IpN neurons
Next, we examined whether and how previously reported CS-related complex spikes
driven by climbing fibers in Purkinje cells (Ohmae and Medina, 2015; Ten Brinke et al.,
2015) may be reflected in IpN activity. Although IpN cells do not show an identifiably
distinct spike type upon climbing fiber activation, previous work characterizes a
cerebellar nuclear equivalent to synchronous complex spike activity as a transient
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suppression in spike rate (e.g. Hoebeek et al., 2010; Bengtsson et al., 2011; Witter et al.,
2013; Bengtsson & Jörntell, 2014; Tang et al., 2016). Based on the latency of CS-related
complex spikes in eyelid-related Purkinje cells (Fig. 4A, D), we looked at rapid spike
deviations exceeding 4.5 baseline SDs between 50--125 ms post-CS in IpN neurons.
Seven cells showed a striking transient suppression at 88 ± 12 ms (Fig. 4B, E), which
we refer to as a CS pause, with five of them showing a subsequent facilitation in the
CS-US interval (71.4%, vs 55/263 (21%), p = 0.0006, Fisher's test).

The presence and character of CS pauses as observed in the original dataset were
strongly reflected in the second dataset, which was obtained from fully trained, high-
performing mice. Out of 102 cells, 41 showed CS pauses (Fig. 4C, F), and here too cells
with a CS pause were more likely to show CS-US facilitation than those without (39/41
(95%) vs 31/61 (51%) cells, p < 0.0001, Fisher's test). Importantly, there was a clear
across-cell correlation between average CS pause latency and CR latency, whether
looking at both datasets combined (n = 45, r = 0.582, p < 0.0001, Pearson; Fig. 4G), or
just the second dataset in isolation (n = 41, r = 0.403, p = 0.0089, Pearson).

Interestingly, there were four cells in the original dataset that showed a transient
increase, rather than a decrease, in firing at the same latency as the CS pause (Supp.
Fig. 3A, B). Rather than showing subsequent facilitation, two of these cells showed
CS-US suppression (50%, vs 21/266 (7.9%) in the other cells, p = 0.0021, Fisher's
test). The suppression did not seem more enhanced in these cells compared to other
suppression cells (all p > .25; Supp. Fig. 3C, D). Moreover, this transient increase in
firing was not observed in any of the cells in the second dataset, which was specifically
focused on eyelid-related IpN areas as identified by microstimulation-driven blinks
(see Methods).

Across the original dataset, which was obtained over the course of conditioning,
none of the 11 cells showing a transient spike response (CS pause or a transient
increase in spikes) at the CS-related complex spike latency were recorded before day
4 of training (day 1--3, 0/99 cells; day 4+, 11/171, p = 0.0058, Fisher's test; Fig. 4H),
which is consistent with the notion of an acquired CS-related climbing fiber response
(Ohmae & Medina, 2015; Ten Brinke et al., 2015).

CS-US facilitation was not only more prevalent in cells with a CS pause compared
to those without; between these groups (Fig. 5A, B, F, G), CS pause cells show a
markedly more pronounced rapid excitatory spike profile right after the CS pause
latency. In the original dataset, they show significantly higher CR-related increases in
firing rate during the CS-US interval (41.5 ± 33.1 vs 15.2 ± 8.9 Hz, p = 0.0013, MWU;
Fig. 5C), and they also showed distinctly higher maximum spike rate velocities (4.9
± 1.6 vs 1.4 ± 0.5 Hz/ms, p = 0.0002, MWU; Fig. 5D). While in the second dataset,
maximum facilitation was not significantly higher in facilitation cells with a CS pause
(65.1 ± 39.5 Hz) compared to those without (51.7 ± 35.4 Hz, p = 0.1594, MWU; Fig.
5H), the former group did show significantly higher maximum spike rate velocities
(5.6 ± 2.5 vs 3.6 ± 1.5 Hz/ms, p = 0.0004, MWU; Fig. 5I). Note that CS pause cells
tended to be recorded less deeply in the nuclei than non-CS pause cells, both in the
original (1840 ± 320 vs 2130 ± 350 µm, p = 0.0298, MWU; Fig. 5E) and in the second
dataset (2350 ± 140 vs 2450 ± 211 µm, p = 0.0372, MWU; Fig. 5J), which had different
overall recording depths due to a different point of electrode insertion.

To get an idea of the CS-US facilitation in the IpN that could follow from Purkinje
cell simple spike suppression, we used simple spike profiles of 26 Purkinje cells

161



Chapter 6

0 125 250

9
8
7
6
5
4
3
2

1

A

Time (ms)
C

el
ls

0 125 250

7

6
5
4

3

2

1

B

Time (ms)

C
el

ls

0 125 250

12

11

10

9

8

7

6

5

4

3

2

1

C

Time (ms)

C
el

ls
0 125 250

0

0.01

0.02

0.03

0.04

0.05
D

Time (ms)

P(
C

oS
p)

0 125 250
-100

0

100

200

300

400
E

Time (ms)
R

el
. s

pi
ke

 ra
te

 (H
z)

0 125 250
-100

0

100

200

300

400
F

Time (ms)

R
el

. s
pi

ke
 ra

te
 (H

z)

50 75 100 125
75

100
125
150
175
200

G

CS pause latency (ms)

C
R

 la
te

nc
y 

(m
s)

1 2 3 4 5 6  7+
0

0.05
0.1

H

Day

P(
re

sp
.)

Figure 4 CS pause response reflecting CS-related Purkinje cell complex spike. (A) Combined complex
spike raster plot for 9 Purkinje cells ordered by the latency of their clear CS-related complex spike response
in addition to the US-related complex spike (data from ten Brinke et al., 2015). (B) Combined raster plot for 7
IpN neurons, ordered by the latency of their CS pause in spike activity. (C) Same as in B, but for 12 of the 41
IpN neurons in the second dataset that showed a CS pause. (D-F) Average spike traces corresponding to the
cells shown in A-C, with D showing the probability of a complex spike instead of relative spike rate. (G) CS
pause latency plotted against the latency at which the CR passes 5% eyelid closure, for all 45 cells showing
both properties across the original and the second dataset. (H) Probability across days of finding a transient
spike response at CS-complex spike latency, inhibitory (this figure) or excitatory (Supp. Fig. 3), in the original
dataset.
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Figure 5 CS-US facilitation in IpN cells with and without CS pause. (A) Average spike traces for 5 IpN
cells showing CS-US facilitation and a CS pause. Grand average shown in red, with SEM. (B) Same as in
A, here showing 55 IpN cells with CS-US facilitation but without a CS pause. (C) Maximum spike rate in the
CS-US interval for facilitation cells with CS pause (P) and without CS pause (-), for the data in A and B. (D)
Same as C, here showing maximum spike rate velocity. (E) Same as in C, here showing recording depth.
(F-J) Same as in A-E, here showing data from the second dataset; 39 IpN cells showed CS-US facilitation
and a CS pause, and 31 cells showed CS-US facilitation but not a CS pause.

reported previously (Ten Brinke et al., 2015), to model spike modulation for as many
IpN neurons (Supp. Fig. 4A, B), using model parameters based on Yamazaki and
Tanaka (2007) and Person and Raman (2012; Supp. Table 2). The modeled CS-US
facilitation resulting from averaging the activity of all Purkinje cells together aligned
better with the recorded CS-US facilitation cells without a CS pause than those with
CS pause, in the original dataset (Supp. Fig. 4C-H). The model could also reproduce
the much stronger and rapid excitatory response in the IpN neurons with a CS pause,
but only if these IpN neurons were assumed to receive input from the Purkinje cells
whose activity was suppressed the most (Supp. Fig. 4A, B, D, blue trace)

Together, these findings establish a clear reflection in the IpN of the CS-related
climbing fiber response as a transient spike suppression and support its selective
and acquired nature. Moreover, the link between CS pauses and the subsequent
high and/or fast facilitation rates in IpN neurons across the datasets is suggestive of
a potential functional role of CS-related climbing fiber activity in triggering strong
excitation in the IpN, a possibility that is further explored below.

IpN responses to the US
Central to the eyeblink conditioning paradigm is the notion that the US activates
climbing fibers and evokes complex spikes in eyelid-related Purkinje cells, but only
if the mouse fails to make a conditioned response. Before turning to the resultant
complex spike-driven transient spike suppression that is to be expected in the IpN,
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we first focus on a marked increase in spikes (99 ± 59 Hz) that occurred almost
immediately after US onset, at a latency of 10.6 ± 4.7 ms, and exceeded 5 baseline SDs
in 211 cells (78.2%, Fig. 6A, B, see Methods). This response, here referred to as a US
peak, had two important features: First, US peak amplitude, measured from baseline,
diminished over the course of training, as apparent from a comparison of recordings
made in the first four training days and those made subsequently (88 ± 48 vs. 29 ± 44
Hz, p < 0.0001, MWU; Fig 6C). Second, US peak amplitude correlated negatively with
conditioned behavior, in terms of both CR percentage (r = -0.426, p <0.0001, n = 270,
Spearman) and CR amplitude at US onset (r = -0.333, p < 0.0001, n = 270, Spearman),
confirming its reduction as conditioned behavior is acquired (and also note that within
the second dataset, which only contained data from well-trained mice, only 9% of cells
showed a US peak, averaging only 28.1 ± 12.9 Hz). Furthermore, among 62 recordings
with a US peak and CR behavior, trial-by-trial correlations reveal 13 cells in which US
peak amplitude correlated negatively to CR amplitude (p < 0.0001, bootstrap with 500
repetitions; Fig. 6D). These significant recordings were twice as likely as the other 49
cells to also show significant positive correlations between CR amplitude and CS-US
facilitation (69.2% (9/13) versus 36.7% (18/49), p = 0.0077, Fisher test), which itself
was three times as likely to occur in cells with US peak compared to those without
(26.1% (55/211) vs. 5/59, 8.5% (5/59), p = 0.007, Fisher test). Together, these results
establish a substantial prevalence of US peak responses in the IpN, demonstrate their
co-occurrence with conditioning-related facilitation and spike-eyelid correlations in
the CS-US interval, and show cell- and trial-wide conditioning-related dynamics that
are similar to those of US-related climbing fiber responses.

Interestingly, there was an additional, more counterintuitive, similarity that was
observed between the US peak and US-related climbing fiber responses. Occasionally,
mice tended to open their eye somewhat relative to baseline in response to the CS.
Among 149 of the recordings with a US peak but without CR behavior, 17 showed
positive across-trial correlations between eyelid amplitude and the US peak response
(11.4%, p < 0.0001, bootstrap with 500 repetitions; Supp. Fig. 5A), i.e. more eyelid
opening related to weaker US peaks. We analyzed the Purkinje cell data from Ten
Brinke et al. (2015) to see if eyelid opening responses were related to US-complex
spikes. Indeed, across trials where mice opened their eye further in the CS-US interval,
those without a US-related complex spike showed slightly more eyelid opening (-2.65
± 1.85 %) than those with a US-complex spike (-0.84 ± 1.86 %, p = 0.0254, MWU; Supp.
Fig. 5B, C). Thus, this additional property seems to link the US peak to US-related
climbing fiber activity.

In addition to US peak responses, transient suppressive responses were also
observed at 28.2 ± 4.9 ms post-US in 105 IpN cells (39%), with mean magnitudes of
-50 ± 24 Hz (Fig. 6F). The latency of this response, referred to as the US pause, fits
with the idea of climbing fiber input inhibiting the cerebellar nuclei indirectly via
Purkinje cell complex spikes (e.g. Hoebeek et al., 2010; Lu et al., 2016). Consistent
with this notion, 6 out of 7 cells that showed a CS pause also showed a US pause
(86%, vs. 105/263 (40%), p = 0.0012, Fisher's exact test). We found considerable
overlap in the prevalence of US peaks and pauses: a third of cells showing the one
response also shows the other (77 out of 239, 32.2%; Fig. 6B). Additionally, cells with
only a US pause tended to be more dorsally located (1939 ± 299 µm) than cells with
only a US peak (2182 ± 373 µm), and cells that showed both responses averaged an
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Figure 6 US peak and pause responses. (A) Average spike traces for cells showing a US peak but not
a US pause response (n = 134); left panel shows activity in the CS-US interval aligned to baseline, right
panel shows post-US activity aligned to the last 50 ms of the CS-US interval. (B) Same as in A, but for cells
showing both a US peak and a US pause (n = 77). The pie chart shows the proportion of cells with a US
peak (yellow), a US pause (blue), both (green), or neither (gray). (C) Left panel: average traces with SEM
of spike activity relative to baseline for all cells recorded without conditioned behavior on days 1-4 (black),
and all cells recorded after day 4 and with conditioned behavior (red). Middle panel: US peak amplitude
relative to baseline was significantly higher in early recordings without conditioned behavior (pre-) than in
later recordings with behavior (post+; p < 0.0001). Right panel: same as the middle panel, here showing
minimum firing rate in the US pause window relative to the last 50 ms in the CS-US interval; early recordings
without CR behavior show lower values than later recordings with behavior (p = 0.0312). (D) Significant
(plain orange) and non-significant (light orange) trial-by-trial correlation lines for all cells showing conditioned
behavior and a US peak (n = 62). Black dotted line shows a fit from a linear mixed model incorporating the
significant cells. The pie chart inset shows the proportion of cells that were significant. (E) Same as in A,
but for cells without a clear post-US response (n = 31). (F) Same as in A, but for cells with only a US pause
response (n = 28). (G) Recording depth was different between cells separated on US responses, getting
progressively less deep from cells with only a US peak (yellow, 2182 ± 373 µm), through cells showing both
US peak and pause (green, 2075 ± 322 µm), to cells showing only a US pause (blue, 1939 ± 299 µm; p
= 0.0025). (H) Similar to D, but for all cells showing conditioned behavior and a US pause (n = 37). Note
that the y-axis shows the firing rate during the US pause period, with higher values implying less pronounced
pauses.
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intermediate depth (2075 ± 322 µm; p = 0.0025, Kruskal-Wallis; Fig. 6G). In terms of
conditioning-related dynamics, the US pause shows characteristics that are similar to
those of US peaks. Across the first four training days, 47.1% of cells (66/140) showed
a US pause, compared to 30% (39/130) on subsequent training days in the original
dataset (p = 0.0057, Chi-square test). Moreover, further into training (day 5+), the US
pause showed lower magnitudes than those observed on earlier days (-13 ± 30.3 vs
-28.8 ± 30.4 Hz, resp., p = 0.0018, MWU). Furthermore, on a trial-by-trial basis, 4 out
of 41 recordings with a US pause and at least 20% CRs showed deeper pauses in trials
with worse behavior (p = 0.0017, bootstrap with 500 repetitions; Fig. 6H). Note that,
as with the US peak, US pauses were observed less frequently in the second dataset
(23.5%). These findings establish a transient post-US suppressive response that is
observed most reliably in conditions associated with climbing fiber-driven complex
spikes in Purkinje cells.

US pauses are followed by fast excitatory responses in IpN neurons
after conditioning
In addition to the US peak and pause responses, 83 IpN cells in the original dataset
showed a rapid excitatory response that peaked at 46 ± 7 ms and showed magnitudes
of 61.4 ± 28.3 Hz (39.4%; Fig. 7A, arrow), which we refer to as the second US peak.
While the amplitudes of the first and second US peaks were correlated trial-by-trial
in IpN neurons (Fig. 7D), their relation to the behavioral paradigm was different.
Like the first US peak, the second peak was more prevalent in recordings with poor
conditioned behavior (26 ± 32 Hz, vs 13 ± 26 Hz, p = 0.025, MWU; Fig. 7E), but it did
not show a steady decline over the course of training days (r = 0.102, p = 0.13, n = 224,
Spearman). To the contrary, across recordings in which CR performance was poor,
the second US peak actually grew stronger over the course of conditioning days (r
= 0.287, p = 0.0007, n = 138, Spearman), with maximum peak amplitudes 30-60 ms
post-US of 16 ± 28.3 Hz on training days 1-4 (n = 121), and 46.5 ± 33 Hz on later
training days (n = 46, p = 0.0001, MWU; Fig. 7B). Similarly, spike rate velocity was
lower during the second US peak on earlier training days compared to later ones (0.55
± 0.32 vs 0.77 ± 0.45 Hz/ms, p = 0.0072, MWU; Fig. 7C).

Consistent with the observation that US-related responses in IpN neurons tend
to occur during recordings in which CR performance is poor (Fig. 6; Fig. 7E), we
found that in the second dataset (in which CR performance was very high) only 9
cells (8.8%) showed a first US peak response, only 24 (23.5%) showed a US pause,
and only 11 (10.8%) showed a second US peak (CR amplitude: 31.3 ± 15.9 vs 44.9 ±
16.6 % eyelid closure, p = 0.021, MWU; Fig. 7E). To examine US responses of IpN
neurons in the second dataset, we interspersed US-only trials (n = 13 ± 2) during
recordings of 25 cells (24.5%), of which 13 showed CS-US facilitation (Supp. Fig.
6A, B). Indeed, both the first US peak (10/25 cells, 40%) and US pause (10/25, 40%)
showed a higher prevalence in US-only trials than in paired trials, but the second
US peak was the most substantial, occurring in 18 cells (72%), and trumping the first
US peak in terms of amplitude (94.6 ± 82.9 vs 27.8 ± 48.7 Hz, p = 0.0012, MWU).
Interestingly, it was especially pronounced in US-only trials in the 12 recordings that
showed clear CS pauses and CS-US facilitation in paired trials (Supp. Fig. 6A-C).

166



Dynamic modulation of cerebellar nuclei neurons during eyeblink conditioning

F

-50 0 50 100 150
-10
-5
0
5

10
15
20
25
30
35

G

Time (ms)

R
el

. s
pi

ke
 ra

te
 (z

)

-50 0 50 100 150
0

10

20

30
H

Time (ms)
100 ms

20
 S

D

∆S
pi

ke
 ra

te
 (z

)

CS pause (paired)
US pause (US only)

0 500
50

100

150

200

250

300
B

US peak (Hz)

U
S 

pe
ak

 2
 (H

z)

-100 0 100
0

10

20

30

40

50
A

Time (ms)

Tr
ia

l n
o.

-25 0 25 50 75

-20
0

20
40
60
80

100
D

Time (ms)

R
el

. s
pi

ke
 ra

te
 (H

z)

Pre- Post-
-0.5

0
0.5

1
1.5

2
2.5 **

E

M
ax

 s
pi

ke
 ra

te
 

ve
l. 

(H
z/

m
s)

-100 0 100
0

100

200

Time (ms)

R
el

. s
pi

ke
 ra

te
 (H

z)

- Pk2 - Pk2
-20

0
20
40
60
80

100 ** *
C

C
R

 A
m

pl
itu

de
 (%

)

Figure 7 Second US peak response akin to rapid post-CS pause excitation. (A) Raster plot (upper
panel) and average spike trace (lower panel) of an example IpN cell showing a second US peak (arrow). (B)
Significant (plain orange) and non-significant (light orange) trial-by-trial correlation lines for cells showing both
a first and a second US peak (n = 83). Pie chart shows the proportion of significant cells, black dotted line
shows fit from a linear mixed model, integrating significant cells. (C) IpNs with a second US peak (Pk2) show
lower average CR amplitudes at US onset than IpNs without (-), in both the original dataset (left boxplot pair;
p < 0.0001), as well as in the second dataset (right boxplot pair; p = 0.021). (D) Average traces with SEM of
spike activity relative to baseline for IpNs recorded without conditioned behavior on days 1-4 (black), and those
recorded without conditioned behavior after day 4 (yellow). (E) Maximum spike rate velocity of the second US
peak was significantly higher in recordings without CR behavior on day 5 and over (post-) compared to earlier
recordings without behavior (pre-; p = 0.0072). (F) Average sike traces of paired trials, aligned by CS pause
minima (brown), and of US-only trials from the corresponding IpN cell, aligned by US pause (yellow) minima,
for 12 recordings from the second dataset. The traces were standardized by the activity -150 to -50 ms relative
to the pause minima. (G) Averages of the CS pause (brown) and US pause (yellow) traces in F, with SEM.
For reference, US pause-aligned traces from paired trials of IpNs from the original dataset, with US pauses,
without CR behavior, and from day 1-4, are shown in black. (H) The difference between US-responses in
US-only trials after training (yellow) and US-responses in paired trials early in training before CR behavior
is acquired (gray) highlight the absence of the first US peak and the substantial presence of a second peak
after the US pause, in well-trained animals. Additionally, the difference between the CS pause-aligned traces
from paired trials (brown) and the US-pause aligned traces from US-only trials of the same IpN set (yellow)
suggests the two profiles only start to diverge substantially approx. 50 ms after the pause response.
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In fact, there is a remarkable similarity between the pause and subsequent rapid
excitation observed after the US in US-only trials, and the pause and subsequent rapid
excitation observed after the CS in paired trials (Fig. 7F, G), hinting at the possibility
of a similar underlying mechanism.

Discussion
By quantifying neuronal responses in the cerebellar interpositus nucleus (IpN) during
and after Pavlovian eyeblink conditioning, the present study sheds light on the ques-
tion of how cerebellar cortical and extra-cortical afferents are integrated at the level of
the cerebellar nuclei. Trial-by-trial correlations and their temporal distribution across
the trial timespan, as well as optogenetic abolition of CRs, evince and characterize
the causal relation between IpN facilitation and conditioned eyelid-behavior. Our
findings, consistent across two independent datasets collected in two different labora-
tories, together characterize cerebellar cortico-nuclear integration as a multi-faceted
process involving the impact of common afferents. The data suggest that the dynamic
modulation of activity in the IpN during the generation of conditioned eyelid move-
ments can be effected through a learned Purkinje cell simple spike suppression on the
one hand, and through climbing fiber mediated Purkinje cell complex spike activity,
possibly in tandem with activation of mossy fiber and climbing fiber collaterals, on
the other (Fig. 8).

Facilitation drives the learned response
About one third of the US-responding cells recorded across the IpN over the course
of conditioning showed a significant change in spiking activity within the CS-US
interval, with a facilitation to suppression ratio of 2.6 (60:23). In the second dataset,
recording from optimally conditioned mice in eyelid-controlling IpN regions, 85%
showed CS-US spike modulation, with a facilitation to suppression ratio of 4.1 (70:17).
Although facilitation also shows a clear predominance over suppression in previous
work (McCormick, 1982, Berthier & Moore, 1990; Gould & Steinmetz, 1996; Freeman
& Nicholson, 2000; Gruart et al., 2000; Choi & Moore, 2003; Green & Arenos, 2007;
Halverson et al., 2010), its profile and relation to eyelid behavior has been character-
ized as lagging (posterior IpN, Gruart et al., 2000; Delgado-Garcia & Gruart, 2005)
or leading (anterior IpN, Berthier & Moore, 1990; Choi & Moore, 2003; Halverson
et al., 2010; Heiney et al., 2014b), and its role has been hypothesized to be only a
facilitator, rather than a main driver, of CRs (Delgado-Garcia & Gruart, 2005). In
all, the comprehensive trial-by-trial correlational analysis reported here confirms the
leading nature of facilitation in IpN cells, in terms of the temporal profiles of mod-
ulation as well as the temporal distribution of spike-eyelid correlations. Moreover,
optogenetic stimulation of Purkinje cells, which was shown to suppress the activity of
cerebellar nuclei neurons (Witter et al., 2013; Canto et al., 2016), effectively abolished
CRs. One potential complication would be the obstruction of CRs by the elicitation
of twitches, but the inhibitory effect in the IpN that results from our protocol would
only have been able to induce twitches at its offset (Witter et al., 2013), which fell
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Figure 8 Eyelid-related modulation in cerebellar cortex and nuclei. (A) Mean spike traces for simple and
complex spikes in Purkinje cells and IpN spike show how eyelid-related cerebellar cortical and nuclear modu-
lation relate after training. On the one hand, simple spike suppression translates relatively straightforwardly to
facilitation in the IpN. Stimulus-related complex spike input leaves a transient spike trough, with the well-timed
CS-related complex spike input showing a tendency to be followed by strong rebound-like excitation. Extra-
cortical afferents underlie the oft observed transient post-US excitatory response, and presumably interact
with the other modulatory components. The timing component in the baseline represents the coefficient of
variation (CV). (B) Cell-by-cell correlations between occurrence, ampltiude, and timing of the different eyelid
behavior and IpN spiking components. Black lines indicate negative correlations, white lines indicate positive
ones. (C) Trial-by-trial correlations between the components also labeled in B, with lines indicating the pres-
ence of a significant number of cells showing significant correlations of the corresponding direction. For each
parameter pair, recordings were included only if they were considered to show the associated phenomena.
Dashed white and black lines indicate that both positive and negative correlations were significantly present
among cells.

outside the CS-US interval. The opposite potential complication would be a sudden
drop in muscle tone and a resulting immobility. However, this should have been
reflected in reduced natural fluctuations of eyelid behavior compared to baseline, for
which there was no indication in our data. Thus, while it was shown previously that
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activation of IpN via optogenetic suppression of Purkinje cells is sufficient to elicit
eyelid behavior (Heiney et al., 2014a), we here expand on pharmacological evidence
for the necessity of facilitation in the IpN for the expression of conditioned eyelid
behavior (Freeman et al., 2005; Ohyama et al., 2006; Bracha et al., 1994; Heiney et
al., 2014b), by optogenetically inactivating IpN cells only during the CS-US interval,
through inhibitory Purkinje cell input.

IpN neurons showing CR-related suppression of activity have previously been
reported in Berthier and Moore (1990) and Gruart et al. (2000), and were hypothe-
sized to facilitate conditioned behavior through inactivation of antagonistic muscles
(Gruart et al., 2000). However, whereas the facilitation IpN cells that we recorded
showed predictive trial-by-trial correlations to conditioned eyelid responses, to the
modest extent that the suppressive IpN neurons showed correlations, they did only
to simultaneous or past, but not future, behavior, across both datasets. While the
overall minor presence of suppression in IpN neurons, and their modest, reflective
correlations may be indicative of a minimal role in driving behavior, hinting perhaps
at sensory feedback, the relaxation of antagonistic muscles is a secondary, passive
means of facilitating CRs; its benefit would in part comprise a reduced energy cost to
effect behavior, and may therefore escape proper detection in a correlational analysis
focusing only on eyelid kinematics. Alternatively, although due to their small size
and our electrodes being more likely to record the large projection neurons, the sup-
pression cells might also represent inhibitory interneurons of the nuclei that in fact
could serve to further shape the activity of the facilitation cells, smoothing the CR.

Stereotyped pause-excitation responses in the IpN
Many IpN neurons responded during the conditioned eyelid movement with a char-
acteristic transient pause followed by a period of increased activity. The transient
IpN spike pauses observed across datasets strikingly mirror the CS- and US-related
complex spike responses found in eyelid-related Purkinje cells (Ohmae & Medina,
2015; Ten Brinke et al., 2015 and Fig. 4). The translation from complex spike input to
a pause response in the IpN is supported by the findings that climbing fiber activa-
tion can trigger a prominent inhibition in the cerebellar nuclei (Hoebeek et al., 2010;
Bengtsson et al., 2011; Lu et al., 2016; Tang et al., 2016) and that the strength of this
inhibition can be related to the synchrony of the complex spikes (Tang et al., 2016).

The excitatory response of IpN neurons is normally attributed to learning-related
suppression of Purkinje cell activity, plasticity of the excitatory mossy fiber to IpN
connection, or a combination of the two (Medina et al., 2000; Ohyama et al., 2006;
Longley & Yeo, 2014; Freeman, 2015). To these potential mechanisms, our results
add one more: In the original dataset, the fastest and strongest cases of excitatory
modulation in the IpN neurons occurred right after the CS-related spike pause (Fig.
4). Moreover, in the second dataset, a similar pattern of pause followed by strong
excitation was observed in US-alone trials, which are known to trigger climbing
fiber-driven complex spikes in Purkinje cells (Hesslow, 1994; Mostofi et al., 2010).
This characteristic profile fits well with the notion of rebound depolarization in the
cerebellar nuclei (Hoebeek et al., 2010; Bengtsson et al., 2011). This phenomenon
is well established in vitro (Jahnsen, 1986; Llinás & Muhletahler, 1988; Aizenman
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& Linden, 1999; Tadayonnejad et al., 2009), and can be elicited through electrical
(cerebellar nuclei and inferior olive, Hoebeek et al., 2010; inferior olive and skin,
Bengtsson et al., 2011) and optogenetic (inferior olive, Lu et al., 2016; cerebellar nuclei,
Witter et al., 2013) stimulation. In particular, rebound-driven behavioral responses
can be elicited by synchronized nuclear inhibition lasting as little as 25 ms (Witter et
al., 2013). Bengtsson et al. (2011) and Hoebeek et al. (2010) report that particularly
synchronized complex spike input seems fit to induce substantial rebound excitation
in the cerebellar nuclei. Nevertheless, there are also stimulation studies showing
less convincing rebound (Chaumont et al., 2013), and its spontaneous occurrence in
vitro or in vivo seems negligible (Alviña et al., 2008, Reato et al., 2015). Given the
dependence of several models of cerebellar learning on the ability of the cerebellar
nuclei to use rebound depolarization to trigger mechanisms of plasticity (e.g., Kistler
& van Hemmen, 1999; Steuber et al., 2007; Wetmore et al., 2008, De Zeeuw et al., 2011),
the data here presented are particularly relevant in that they offer some evidence for
an affirmative answer to the open question of whether rebound may occur during
learning (Reato et al., 2015).

IpN neurons respond widely to unconditioned stimuli
We observed that many IpN neurons responded strongly to presentation of the US.
The rapid post-US excitatory response had an average latency of 10.6 ms (25th-75th

percentile: 7-12 ms), which allows for both mossy fiber and climbing fiber collateral
activation as possible pathways for driving the response (Berthier & Moore, 1990;
Cody & Richardson, 1979; Mostofi et al., 2010). Mostofi et al. (2010) point at latencies
< 6 ms for mossy fiber activation as recorded in the cerebellar cortex in awake rabbits
in response to periocular electrical stimulation, and latencies > 9 ms for climbing fiber
responses, which is in line with work in cats by Cody & Richardson (1979).

The fact that we used air puff instead of electrical stimulation, which introduces
a delay, and that our subjects were mice, which may introduce a small reduction in
transmission time, confound proper appraisal of the pathway underlying the US peak
based on its latency. Nevertheless, several properties of the US peak provide some
clues as to its origin. On the one hand, one could argue that the robust and ubiquitous
manifestation of the US peak across the IpN suggests mossy fiber collaterals are a
more likely source than climbing fiber collaterals. IpN cells that showed eyelid-related
facilitation constitute a selective subgroup of cells in the IpN, and neurons showing
US pauses were more commonly observed in less deeply located IpN neurons, which
agrees with the notion that the anterior IpN is the main target region for eyelid-related
Purkinje cell output (Yeo et al., 1985a; Steinmetz et al., 1992; Bracha et al., 1994; Krupa
& Thompson, 1997; De Zeeuw & Yeo, 2005; Freeman et al., 2005; Heiney et al., 2014b).
If climbing fiber collaterals would be distributed as widely throughout the IpN as the
US peak was observed to be, this would almost certainly mean they are not constrained
within eyelid-related olivocerebellar modules. Therefore, mossy fiber input, which
is not assumed to adhere to such a modular organization and forms a more robust
input to the cerebellar nuclei (e.g. Person & Raman, 2010), may more appropriately
fit the observed manifestation of the US peak. Moreover, the reduction of US peak
responses over the course of conditioning may well reflect the reduced impact of the
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air puff US due to protection of the eyelid, and a resultant reduced mossy fiber signal.
On the other hand, there is research to suggest that climbing fiber collateral input
may be more robust (Van der Want et al., 1989; Hesslow, 1994; De Zeeuw & Yeo,
2005) than the notion of ‘‘sparse collaterals’’ suggests (Chan-Palay, 1977). Moreover,
stimulation of the inferior olive results in a consistent excitatory response in the
cerebellar nuclei (Kitai et al., 1977; Hoebeek et al., 2010), and spontaneous complex
spikes elicit a co-occurrence of excitatory and inhibitory responses in the nuclei 24%
of the time (Blenkinsop & Lang, 2011), which is not very different from the percentage
we observed (32%). The cell- and trial-wide correlations suggesting weaker US-peaks
with better CRs may also be explained in terms of a changing level of nucleo-olivary
inhibition (Medina et al., 2002), which would agree with a contribution of the climbing
fiber collaterals (De Zeeuw et al., 1997). Moreover, the interesting occurrence of
weaker US peaks in trials where mice opened their eyes further than baseline, agrees
with Purkinje cell US-complex spike data from Ten Brinke et al. (2015), underlining
another similarity between the US peak and climbing fiber activity. Thus, while these
arguments suggest it is likely that climbing fibers contribute to the US peak response,
its broad prevalence across the IpN suggests mossy fibers are also involved.

The question remains as to why the US-related responses were substantially
more widespread than the CS-related responses. Considering the strong convergence
of Purkinje cells onto IpN neurons (approx. 40:1) (Person & Raman, 2012), only
a relatively small portion of the IpN neurons might evoke functional behavioral
responses. As the large pool of remaining IpN neurons may show US-responses that
relay general sensory information of the face, including that of the areas surrounding
the eyelid region (Koekkoek et al., 2002), or feed into cognitive processes (Wagner et
al., 2017, Sokolov et al., 2017), there may also be a substantial amount of redundant,
yet detectable, spike responses. This would be consistent with recent findings that
dense population coding during eyeblink conditioning also occurs at the cerebellar
input stage, i.e. in the granule cell layer (D'Angelo et al., 2009; Giovannucci et al.,
2017), which may partly result from nucleocortical feedback originating in the IpN
(Houck & Person, 2015; Gao et al., 2016).

Conclusions
In the present study, we have detailed the learning-related dynamic modulation of
cerebellar IpN cells and evaluated it against the previously observed modulation of
Purkinje cells of the cerebellar cortex by which they are inhibited during Pavlovian
eyeblink conditioning. Through the use of detailed trial-by-trial correlations with
conditioned eyelid behavior as well as computational modeling and optogenetic
confirmation we established the necessity of facilitation of IpN cells for the production
of conditioned responses. Moreover, we have uncovered a well-timed imprint of
presumptive complex spike activity in the IpN and a subsequent strong excitation.
Thus, possibly in interaction with direct input to the IpN, climbing fiber input to
the cerebellar cortex could provide an additional mechanism through which spike
modulation may be elicited in the IpN to fine-tune the timing of CRs (De Zeeuw &
Ten Brinke, 2015). These results underline the relevance of olivary climbing fibers
beyond their conventional role of providing teaching signals, highlighting a unique
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attribute of the olivocerebellar system relative to other networks, which generally
segregate the signals that are used for inducing plasticity during learning from signals
that are used for performance during memory recall.

Methods

Surgery
Subjects were 12-20-week-old wild-type C57Bl/6 mice (n = 25), housed individually
with food and water ad libitum in a normal (n = 22, original dataset) or reversed
(n = 6, second dataset) 12:12 light/dark cycle. For the optogenetics experiment, we
used L7cre-Ai27 mice (n = 3) that express channelrhodopsin-2 in Purkinje cells. The
experiments were approved by the institutional animal welfare committee (Erasmus
MC, Rotterdam, The Netherlands). Mice were anesthetized with an isoflurane +
oxygen mixture (5% for induction, 2% for maintenance) and body temperature was
kept constant at 37◦C. After fixation in a standard mouse stereotaxic alignment
system (Stoelting Co., Wood Dale IL, USA), the scalp was opened to expose the
skull. Membranous tissue was cleared, and the bone was surgically prepared with
Optibond prime and adhesive (Kerr, Bioggio, Switzerland). A small brass pedestal
was attached to the skull with Charisma (Heraeus Kulzer, Armonk NY, USA), using
an xyz-manipulator, allowing for fixation to a head bar at right angles during training
and electrophysiology. For the craniotomy performed after training, skin and muscle
tissue was cleared from the left half of the occipital bone, where, after applying a local
analgesic (bupivacainehydrochloride 2.5 mg ml-1), a roughly 1 mm wide craniotomy
was performed, 1.5 mm from midline. A small rim of Charisma was made around
the craniotomy and anti-inflammatory (Dexamethasone 4 mg ml-1) solution was
applied inside, after which the chamber was closed with a very low viscosity silicone
elastomer sealant (Kwik-cast, World Precision Instruments, Sarasota FL, USA).

Eyeblink conditioning
Two days after surgery, mice were head-fixed to a brass bar suspended over a cylin-
drical treadmill (Chettih et al., 2011) and placed in the electrophysiology set-up,
contained in a light-isolated Faraday cage. A first habituation session consisted of
30-45 minutes during which no stimuli were presented. During a second and third
habituation session on consecutive days 10 CS-only trials were presented to allow
the mice to get used to the green LED light and to acquire a baseline measurement.
Eight mice were subjected to a training paradigm for five days, before the electrophys-
iology phase, receiving 200 paired trials daily, with an inter-trial interval of 10 ± 2
s, amounting to approximately half an hour per session. In the remaining 11 mice,
electrophysiology was performed from the start of training onwards, restricting the
amount of paired trials to 250 per day to ensure comparability between mice across
days.

The CS was a 260 ms green LED light, placed 7 cm in front of the mouse. The
US was a 10 ms corneal air-puff at 40 psi delivered through a 27.5-gauge needle tip
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positioned 5-10 mm from the left eye, co-terminating with the CS, which amounts to a
CS-US interval of 250 ms. National Instruments NI-PXI (National Instruments, Austin
TX, USA) processors and a low-noise Axon CNS Digidata 1440a acquisition system
(AutoMate Scientific Inc., Berkely CA, USA) were used to trigger and keep track of
stimuli whilst capturing data. Eyelid movements were recorded with a 250-fps camera
(scA640-120gm, Basler, Ahrensburg, Germany).

For each recording, eyelid traces were normalized to the full blink range, which
consisted of the minimal resting baseline value reflecting the open eye position as
established visually during the experiment, and the mean of the UR peak values
reflecting the closed eye position. The traces were smoothed using a 2nd degree
Savitzky-Golay method with a span of 10 ms. An iterative Grubbs'outlier detection
test (α= 0.05) on trial baseline standard deviations was used to remove trials that
had an unstable baseline. Additionally, trials were removed if the eye was not at
least halfway open. Next, CR amplitude was quantified as the maximum eyelid
position within the CS-US interval relative to the trial baseline position, expressed as
percentage of full blink range. Trials were considered to contain a CR when eyelid
closure exceeded 5% from the baseline mean within the CS-US interval. CR onset was
determined as the first time point of a continuous positive eyelid velocity leading to
up to the fifth percentile of the amplitude from baseline to CR peak.

Electrophysiology
Neurons were recorded with glass capillaries (ø = 2 mm, Harvard Apparatus, Hol-
liston MA, USA) that were heated and pulled to obtain a 2-5 µm tip, and filled with
a 2M NaCl solution. The electrode was stereotactically lowered into the IpN using
an electrode holder that was positioned at a 40ř angle in the caudal direction on the
sagittal plane and controlled by a manipulator system (Luigs and Neumann SM7, Ger-
many). The obtained electrical signal was pre-amplified with a computer-controlled
microelectrode amplifier (Axon CNS, MultiClamp 700B, AutoMate Scientific, Inc. US)
and digitized at 20 kHz using the Axon Digidata acquisition system. The IpN contains
a high density of neurons that are deeper than and well separated from cortical layers,
and almost always show clear, single unit spike activity. Upon encountering cells
with responses to the CS and/or US, and verifying a stable recording, animals were
subjected to blocks of paired trials. The trial-by-trial spike-eyelid correlations in Ten
Brinke et al. (2015) showed significant r values ranging from 0.34 to 0.73, effect sizes
that require 12-65 trials to be detected with the ideal statistical power of 80%. Since the
same correlations for IpN neurons may be higher since their activity is located more
closely to eyelid behavior, and since there was no previous information suggesting
expected effect sizes for the other neuronal responses, we included all recordings with
at least 10 trials. Neurons were recorded for up to 7 days, and 1% Cholera toxin B
subunit (CTB, C9903, Sigma-Aldrich) was used to replace 2M saline in the electrode
on the last day of electrophysiology. Eventually, 50 nL of CTB was injected after the
last recoding. Electrophysiological recordings were band-pass filtered at 150-6000
Hz and spikes were thresholded in Matlab (The Mathworks, Natick MA, USA) us-
ing custom-written code and SpikeTrain (Neurasmus, Rotterdam, The Netherlands).
Spike density functions (referred to as average spike traces) were computed for all
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trials by convolving binary 1 ms-bin vectors containing spike occurrences with a
Gaussian kernel with a 5 ms width.

Microstimulation mapping of eyeblink-controlling regions in IpN
Functional mapping of the CN was performed using 80-µm-diameter platinum irid-
ium monopolar electrodes (100 KΩ; Alpha Omega) as in Heiney et al. (2014b). Elec-
trodes were positioned using stereotaxic coordinates relative to a mark on the cement.
Mapping was mostly confined to the anterior interpositus (IpN), dorsolateral hump
(DLH), and lateral nucleus (LN). Electrodes were advanced in steps of 100 µm, and
currents in the range of 1-15 µA (200 ms pulse trains; 250 µs biphasic pulses; 500
Hz) were systematically tested to identify the threshold for evoking movement. The
eyeblink-controlling region of IpN was defined as the location at which discrete and
sustained eyelid closure could be evoked with low currents (< 5 µA). This region was
subsequently targeted for electrophysiological recordings.

Optogenetics
An optic cannula fiber (ø105 µm, 0.22NA, 2mm, Thorlabs) was vertically implanted
over the IpN (AP 2.5mm, ML 2mm) and attached to the skull. In addition, a brass
pedestal was attached to the skull between bregma and lambda. Animals were
allowed to recover from surgery for 2 weeks. After eyeblink conditioning, mice
were head-fixed on a set up that is equipped with an optogenetic blue light source
(wave length 470nm, M470F3, Thorlabs) and a high-power light driver (M00283732,
Thorlabs). In a 50-trial session, 10 trials were randomly presented together with a 5V
optic stimulus that gave 5-ms pulses at 100Hz for the duration of the CS (260 ms),
thus terminating at CS and US offset.

Spike modulation in the last 200 ms of the CS-US interval
Spike rate suppression and facilitation in the CS-US interval (Fig. 2), relative to a
500 ms baseline period, were determined separately. We chose to determine average
spike modulation of cells in terms of absolute instead of relative change from the
average baseline firing frequency, as we wanted to not process the data further away
from actual firing frequency than necessary. Moreover, absolute change was not
different across firing frequencies in terms of facilitation (r = 0.025, p = 0.68, n =
270, Spearman), and absolute suppression was only slightly deeper in faster firing
cells (r = -0.131, p = 0.0308, n = 270, Spearman), whereas relative mean modulation
was more clearly linked to average firing frequency (facilitation: r = -0.378, p <
0.0001; suppression: r = -0.211, p = 0.0005; n = 270, Spearman). Thus, expressing
spike modulation in absolute terms thus avoids the use of a modulation criterion
that is implicitly looser for cells with lower firing frequencies. We considered cells
to carry CS-US facilitation if they showed an average increase of at least 5 Hz above
baseline mean in the last 200 ms of the CS-US interval, after subtracting the mean
above-baseline activity within the baseline itself. Similarly, cells showing an activity
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of at least 5 Hz below baseline mean, correcting for below-baseline activity within
the baseline itself, were considered suppressive. For both types of modulation, this
threshold roughly corresponds to 3 SDs among the incidentally negatively modulating
cells, i.e. cells where the baseline showed more facilitation/suppression than the CS-
US interval. Duration of modulation was calculated as the sum of ms-bins exceeding
3 baseline SDs in the last 200 ms of the CS-US interval; spike firing needed to exceed
this threshold for at least 10 ms during the CS-US interval.

CS-responses
To see how IpN neurons may reflect CS-related Purkinje cell complex spikes, rapid
shifts in spike frequency were assessed between 50 and 125 ms post-CS in average
spike traces that were standardized to baseline. A rapid drop exceeding 4.5 SDs was
considered to be a CS pause if it was followed by a peak of at least 2 SDs. Similarly,
an upstroke of 4.5 SDs was labeled a CS peak if it was followed by a drop of at least 2
SDs.

US-responses
First, the presence of US peak and pause responses in individual cells were quantified
on the basis of their average spike traces, standardized to the 500 ms baseline. The
time windows used to quantify the first US peak and pause (Fig. 6), and the second
US peak (Fig. 7) were 1-30 ms, 16-45 ms, and 31-60 ms post-US, respectively. A first
US peak was identified if it exceeded either 5 or 2 baseline SDs from the average
of the last 50 ms of the CS-US interval, with the latter case also requiring a 5 SD
difference from baseline. This way, cells that showed high facilitation in the CS-US
interval were not ignored simply because they did not spare enough room for the
spike increase required to meet the first criterion. Pauses were recognized if they
exceeded 5 baseline SDs below the final 50 ms of the CS-US interval, and were at
least 2 SDs below baseline. Alternatively, they could be 2 SDs below the end of the
CS-US interval and exceed 5 SDs from baseline. This means pauses that did not dip
below baseline level were not recognized as such, as it is difficult to ascertain whether
they are pauses, or just the space between two peaks. Finally, second peaks were
considered significant if they were still at least 2 SDs above the last 50 ms of the CS-US
interval as well as 5 SDs above baseline. For both the pause and the second peak,
the subsequent turnaround had to regress at least 2 SDs back to baseline, so as to
avoid the inclusion of blunt, unpeak-like movements in the average spike traces. For
trial-by-trial analyses, absolute firing frequency was used, taking the maximum (or,
for pauses, minimum) values within 30 ms time-windows centered at the average
peak- or pause-time.

Simple spike-based model of IpN neurons
A total of 26 IpN neurons were modeled (Fig. 5) using the parameters shown in
Fig. 5-source data 1, with each modeled IpN neuron incorporating the simple spike
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modulation of a Purkinje cell from the dataset in Ten Brinke et al. (2015). For each
modeled trial of IpN modulation, 30 simple spike patterns were used as input to reflect
the reported convergence rate of 20-50 Purkinje cells to 1 nuclear cell (Person & Raman,
2012). It is not known how similar or dissimilar simple spike modulation of Purkinje
cells projecting to the same nuclear cell is. We here opted to take the same reference
Purkinje cell for each of the thirty simple spike patterns used to model IpN activity.
To avoid reusing trials, we expanded the Purkinje cell simple spike data. For each
Purkinje cell, inter-spike interval distribution (ISI) characteristics (mean, SD, skewness,
kurtosis) were determined across trials for each 1 ms bin in the trial timespan. By
iteratively sampling a random ISI from the local ISI distribution, trials of simple spike
activity are created that carry the same firing and modulation characteristics as the
original Purkinje cell. The resulting set of 900 trials of simple spike activity was fed to
the model, resulting in 30 trials of IpN spike activity. Spike density functions were
subsequently computed for each IpN cell and parameters across the combined data
were compared with actual IpN recordings.

Statistics
Significance tests were performed using MATLAB. Unless otherwise specified, mean
and standard deviation were used to report central tendency and measure of deviation.
Correlations between two continuous variables were made using Pearson's r if there
were at least 30 data points and data was normally distributed for both variables,
after a Grubbs'test for outliers (α= 0.05); otherwise, Spearman's rho was used. Group
differences were assessed with Mann-Whitney U tests. For combined analysis of
multiple cells, mixed-effects linear regression was performed, with random intercepts
and slopes for cells included based on likelihood ratio tests. Visual inspection of
residuals safeguarded adequate normality and homoscedasticity, and helped identify
extreme outliers (never more than four). Bootstrap tests were used to determine the
probability for a certain number of cells to be significant across a cell population, by
assessing significance across 500 random datasets with similar amounts of cells and
similar amounts of trials. Correlation matrices were used to explore the temporal
distribution of the correlations between spike modulation and behavior (Fig. 2, Supp.
Fig. 2). The procedure is identical to the one explained in Ten Brinke et al. (2015). In
short, the trial timespan is divided up in 20 ms bins. Across trials, the average eyelid
value within each bin is correlated to the average spike rate value within each bin,
resulting in a 100x100 matrix of r-values, given the 2-second trial window. Matrices
for multiple cells were subsequently compiled by taking the average r-values across
matrices, after nullifying the r-values of the sign opposite to the sign of interest. Note
that this constitutes a methodological tool used to assess the temporal distribution of
correlations, and not to quantify their significance.
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Supplementary Material

Original dataset: Day 1-4 (n = 140) Original dataset: Day 5+ (n = 130)

Second dataset: optimal training (n = 102)
Layer 1 (inner)
Legend

Layer 2

Layer 3

Layer 4

CR
-

Facilitation
Facilitation*
Suppression
Suppression*
No modulation

CS pause
-

US peak
-

Layer 5 (outer)
US pause
-

Figure S1 Overview of IpN recording datasets. The proportional prevalence of recordings with and without
conditioned behavior (inner layer 1), modulation and/or significant spike-eyelid correlations (layer 2; see Fig.
2), a CS pause (layer 3; see Fig. 4), a US peak (layer 4; see Fig. 6), and a US pause (layer 5; see Fig. 6).
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Figure S2 Spike-eyelid velocity correlation matrices. (A) Average spike-eyelid correlation matrix for the 30
facilitation cells in Fig. 2A, here using eyelid velocity instead of position (top right panel); mean eyelid velocity
trace with SEM corresponding to the matrix's y-axis (top left panel); mean spike trace with SEM corresponding
to the matrix's x-axis (bottom right panel); and average r-values with SEM for matrix correlations with similar
temporal offset in the last 200 ms of the CS-US interval (bottom left panel). From this approach, the optimal
temporal offset between spikes and eyelid position was 80 ms, and the one between spikes and eyelid
velocity was 20 ms. (B) Same as in A, here for the 70 facilitation cells from the second dataset in Fig. 2E.
The stronger correlations lie more tightly to the diagonal, as reflected in an optimal temporal offset of 20
ms for eyelid position, and 10 ms for eyelid velocity (bottom left panel). (C) Same as in A, but for the 16
suppression cells in Fig. 2I. As with the temporal cross-correlations in Fig. 2L, here too the optimal temporal
offset suggests spikes reflecting eyelid behavior, rather than predicting it: 0 ms for eyelid position, -30 ms for
velocity. (D) Same as in C, but for the 16 suppression cells in Fig. 2M. Again, in contrast to the facilitation
cells, the optimal temporal offset reflected rather than predicted eyelid behavior: 0 ms for eyelid position, -50
ms for eyelid velocity.
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Figure S3 Transient spike increase at CS-complex spike latency. (A) Raster plot showing IpN spikes
during paired trials in 4 cells that show a blunted peak response around the CS-complex spike latency. (B)
Average spike traces for the cells in A. (C) Minimum spike rate in the CS-US interval did not seem more or
less pronounced in suppressive cells with this blunted peak (Pk, -33.6 ± 15.4 Hz) compared to those without
(-34 ± 9.6 Hz, p = 1, MWU). (D) Same as C, here showing no difference in spike rate velocity (-2.1 ± 1.4 vs
-1.2 ± 0.7 Hz/ms, p = 0.2096, MWU). (E) Same as C, here showing no difference in recording depth (2048 ±
181 vs 2120 ± 36 um, p = 0.7348, MWU).
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Figure S4 Modeled IpN modulation. (A) Average simple spike traces (light gray) in eyelid-related Purkinje
cells that showed conditioned suppression; grand average is shown in black, with SEM. Blue trace shows
the Purkinje cell with the deepest suppression. (B) Average traces of modeled IpN activity, with each cell
containing 30 trials based on a simple spike suppression profile from the dataset in A. Blue trace shows
the modeled IpN activity corresponding to the blue Purkinje cell trace in A. (C) Average traces of actual
recordings of facilitation cells that did not show a CS pause. Purple trace denotes the average of the modeled
IpN neurons in B. (D) Same as in C, here showing facilitation cells that did show a CS pause. Blue trace is
the same as in B. (E) Timing of modeled (M) IpN facilitation, compared to that of real IpN neurons that did not
(R-) or did (Rc) show a CS pause. The first three bars denote facilitation onset times, and the second set of
bars shows peak time. The modeled IpN neurons seem to align particularly with the earlier facilitation profiles
of the non-CS pause cells in terms of both onset (M: 73 ± 19 ms; R-: 88 ± 25 ms, p = 0.0098, MWU) and
peak times (M: 144 ± 55 vs R-: 171 ± 43 ms, p = 0.0221, MWU). (F) Facilitation peak amplitude was higher
in CS pause cells (Rc, 17 ± 6.3) than both modeled IpN neurons (M, 8 ± 2.8, p = 0.0039, MWU) and non-CS
pause cells (R-, 9.3 ± 6, p = 0.0064, MWU). (G) Whereas R- cells showed slightly higher spike rate velocities
than M cells (0.5 ± 0.1 vs. 0.4 ± 0.2 z/ms, 0.0198, MWU), Rc cells showed particularly high velocities (1.2
± 0.6 z/ms) compared to both R- (p = 0.0006, MWU) and M cells (p = 0.0013, MWU). (H) The reduction in
amplitude from peak to US onset was significantly great for Rc cells compared to R- cells (9.4 ± 4.1 vs 5.3 ±
4.3, p = 0.0283, MWU), but the comparison with M cells (6 ± 4.8, p = 0.11, MWU) failed to reach significance.
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Figure S5 Eyelid opening in the CS-US interval relates to reduced US peak and absence of US-complex
spike. (A) Significant (plain orange) and non-significant (light orange) trial-by-trial correlation lines for cells
with a US peak and without conditioned behavior (n = 149). Pie chart shows the proporition of significantly
correlating cells. Black dashed line: fit line from a linear mixed model of the significant cells (Supp. Table
1). (B) Average eyelid traces with SEM for trials with eyelid opening responses, with (red) and without (blue)
a US-related complex spike, from the Purkinje cell dataset reported in ten Brinke et al. (2015). (C) The
eyelid was further opened at US onset in trials without a US-related complex spike (blue) than in trials with
US-complex spike (red, p = 0.0218, MWU).
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Figure S6 IpN responses in paired trials and US-only trials, after optimal conditioning. (A) Average
spike traces during paired trials for 12 IpN cells with CS pause and CS-US facilitation (light red; average
in plain red), and for 13 IpN cells that did not show both responses (gray; average in black). (B) Average
spike traces for the same IpN cells in A, but during US-only trials. (C) The IpNs with CS pause and CS-US
facilitation (red) showed substantially stronger post-US pause peak amplitudes (137.3 ± 89.4 Hz) than the
IpNs without (black; 55 ± 53.9 Hz, p = 0.0133, MWU). The second US peak was also stronger than the first
US peak within the red IpN group (137.3 ± 89.4 vs 20.3 ± 62.3 Hz; p = 0.0014, MWU), but not within the
black IpN group (34.8 ± 32.8 vs 55.1 ± 53.9 Hz, p = 0.4728, MWU).
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Figure S7 Rapid post-CS pause excitation relates to broader subsequent excitation and to CR behav-
ior. A Average trial-by-trial correlation matrix (right panel) showing positive spike-eyelid position correlations
for 16 IpN neurons with a CS pause, where a hotspot of positive correlations corresponding to rapid post-CS
pause excitation (straddled by dotted white lines) shows a degree of separation from the hotspot correspond-
ing to broader subsequent excitation. Average eyelid responses (left panel) correspond to the y-axis in the
matrix; average spike traces (bottom panel) correspond to its x-axis. B Same as in A, here showing spike-
eyelid velocity correlations. C Same as in A, here showing the auto-correlations among spike activity, which
suggest a positive relation between the rapid post-CS pause excitation and broader subsequent excitation.
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Supplementary Table 1. Linear (mixed) model summaries. 
 
Fig. 2B: For outcome variable % Eyelid closure at US onset with random intercepts and slopes per IpN 
cell (showing significant spike-eyelid correlations, n = 17, original dataset): 
Fixed effect Coefficient F-test P 
Intercept 6.9 ± 2.1 F1,556 = 10.7 0.0011 
Spike facilitation (Hz) 0.49 ± 0.07 F1,1556 = 44.97 <0.0001 
 
Fig. 2F: For outcome variable % Eyelid closure at US onset with random intercepts and slopes per IpN 
cell (showing significant spike-eyelid correlations, n = 49, second dataset): 
Fixed effect Coefficient F-test P 
Intercept 7.57 ± 2.47 F1,2071 = 9.36 0.0022 
Spike facilitation (Hz) 0.64 ± 0.04 F1,2071 = 265.12 <0.0001 
 
Fig. 2J: For outcome variable % Eyelid closure at US onset with random intercepts and slopes per IpN 
cell (showing significant spike-eyelid correlations, n = 3): 
Fixed effect Coefficient F-test P 
Intercept 10.5 ± 5.1 F1,182 = 4.29 0.0397 
Spike suppression (Hz) -0.27 ± 0.12 F1,182 = 4.96 0.0272 
 
Fig. 2N: For outcome variable % Eyelid closure at US onset with random intercepts per IpN cell 
(showing significant spike-eyelid correlations, n = 8): 
Fixed effect Coefficient F-test P 
Intercept 32.3 ± 3.5 F1,306 = 83.12 <0.0001 
Spike suppression (Hz) -1.01 ± 0.1 F1,306 = 104.19 <0.0001 
 
Fig. 6D. For outcome variable Post-US peak (Hz) with random intercepts and slopes per IpN cell 
(showing significant correlations between post-US peak and CR amplitude; n = 15): 
Fixed effect Coefficient F-test P 
Intercept 192.5 ± 14.3 F1,559 = 183.6 <0.0001 
% Eyelid closure at US 
onset 

-1.79 ± 0.36 F1,559 = 24.9 <0.0001 

 
Fig. 6H. For outcome variable US peak (Hz) across IpN cells (showing significant correlations between 
post-US trough and CR amplitude; n = 4): 
Fixed effect Coefficient T-test P 
Intercept 8.88 ± 1.86 T184 = 4.76 <0.0001 
% Eyelid closure at US 
onset 

0.66 ± 0.06 T184 = 11.03 <0.0001 

 
Fig. 7D. For outcome variable 2nd US peak (Hz) with random intercepts and slopes per IpN cell 
(showing significant correlations between post-US peak and secondary post-US peak, n = 14): 
Fixed effect Coefficient F-test P 
Intercept 76.2 ± 6.96 F1,549 = 119.9 <0.0001 
Post-US peak (Hz) 0.31 ± 0.04 F1,549 = 65.6 <0.0001 
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Dynamic modulation of cerebellar nuclei neurons during eyeblink conditioning

Supplementary Table 2. DCN model properties* 
# PCs per CN cell 30 

, firing threshold  -38.8 mV 
Cm, membrane capacitance 122.3 pF 
gleak, max leak conductance 1.63 nS 
Eleak, leak reversal potential -56 mV 
gAMPA, max AMPA conductance 50 nS 
gNMDA, max NMDA conductance 25.8 nS 
gex_base, baseline excitatory conductance 12 nS 
Eex, excitatory reversal potential 0 mV 
ginh, max inhibitory conductance 5 nS 
Einh, inhibitory reversal potential -70 mV 
gahp, max after-hyperpolarization 50 nS 
Eahp, after-hyperpolarization reversal 
potential- 

-70 mV 

AMPA, AMPA time constant 9.9 ms 
NMDA, NMDA time constant 30.6 ms 
inh, inhibitory time constant 2.4 ms 
ahp, after-hyperpolarization time constant 2.5 ms 

*Sources: Yamazaki and Tanaka, 2007; Person and Raman, 
2012 
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Excitatory cerebellar nucleocortical circuit
provides internal ampli�cation during

associative conditioning

Closed-loop circuitries between cortical and subcortical regions can 
facilitate precision of output patterns, but the role of such networks in 
the cerebellum remains to be elucidated. Here, we characterize the role 
of internal feedback from the cerebellar nuclei to the cerebellar cortex 
in classical eyeblink conditioning. We find that excitatory output 
neurons in the interposed nucleus provide e�erence-copy signals via 
mossy fibers to the cerebellar cortical zones that belong to the same 
module, triggering monosynaptic responses in granule and Golgi cells 
and indirectly inhibiting Purkinje cells. Upon conditioning, the local 
density of nucleocortical mossy fiber terminals significantly increases. 
Optogenetic activation and inhibition of nucleocortical fibers in condi-
tioned animals increases and decreases the amplitude of learned 
eyeblink responses, respectively. Our data show that the excitatory 
nucleocortical closed-loop circuitry of the cerebellum relays a corollary 
discharge of premotor signals and suggests an amplifying role of this 
circuitry in controlling associative motor learning.

Z. Gao, M. Proietti-Onori, Z. Lin, M.M. ten Brinke, H.J. Boele, J.W. Potters,
T.J.H. Ruigrok, F.E. Hoebeek, & C.I. De Zeeuw (2016) Neuron



Chapter 7

Introduction

Accurate execution and error correction of motor behavior requires specific neural
computation and dedicated wiring of neural circuits in the brain. Cortical and subcor-
tical regions are usually connected by closed-loop circuitries, which are thought to
determine the precision of final output patterns (Ahissar and Kleinfeld, 2003; Kelly
and Strick, 2003; McCormick et al., 2014; Moser et al., 2008; Shepherd, 2013; Strick et
al., 2009). The cerebellum controls a variety of sensorimotor tasks with high spatial
and temporal accuracy (De Zeeuw et al., 2011; Dean et al., 2010; Gao et al., 2012; Ito,
2006), but surprisingly little is known about its internal closed-loop circuitry between
the cerebellar nuclei and cortex. The cerebellar cortex receives glutamatergic climbing
fiber (CF) and mossy fiber (MF) inputs from inferior olive and other precerebellar
nuclei, respectively, while the cerebellar nuclei receive axon collaterals of the same CF
and MF inputs (Voogd and Ruigrok, 1997). In the cerebellar cortex CF and MF signals
ultimately converge onto GABAergic Purkinje cells (PC), which in turn project to the
cerebellar nuclei, forming the main output unit of the cerebellum.

In current learning theories on cerebellar function the CFs are thought to relay
sensory error signals and provide an external feedback to the molecular layer of the
cerebellar cortex during motor learning (Cerminara and Apps, 2011; De Zeeuw et
al., 2011; Dean et al., 2010; Steuber and Jaeger, 2013; Voogd and Ruigrok, 1997). In
contrast to models of other cortical and subcortical circuits in the brain (Ahissar and
Kleinfeld, 2003; Alexander et al., 1986; McCormick et al., 2014; Nicolelis and Fanselow,
2002; Pennartz et al., 2009), it is unknown whether internal feedback mechanisms
from the cerebellar nuclei onto the cerebellar cortex may also facilitate adaptive
sensorimotor processing (Ankri et al., 2015; Houck and Person, 2015). In principle,
cerebellar internal corollary discharges relaying an efference copy of motor signals
as a feedback can be advantageous for control of movements, because preparations
and predictions for new movements can be initiated ultrafast, long before sensory
feedback from the periphery is provided (Hallett and Lightstone, 1976; Perrone and
Krauzlis, 2008; Sperry, 1950).

In this study, we sought to examine the potential role of cerebellar nucleocortical
projections (Dietrichs and Walberg, 1980; Gould and Graybiel, 1976; Hamori et al.,
1981; Houck and Person, 2015; Tolbert et al., 1978; Trott et al., 1998; Umetani, 1990)
as an internal corollary feedback to the granular layer during Pavlovian eyeblink
conditioning (Boele et al., 2010; Gonzalez-Joekes and Schreurs, 2012; Krupa and
Thompson, 1997; Morcuende et al., 2002). During eyeblink conditioning a conditional
stimulus (CS), such as a tone or light, is repeatedly paired with an unconditional
stimulus (US), such as an air-puff to the eye, at a fixed inter-stimulus interval of
several hundred milliseconds so as to produce a conditioned response (CR) (Medina
et al., 2000; Medina et al., 2002). So far, studies aimed at unraveling the mechanisms
underlying the acquisition of this form of associative learning have focused mainly
on the role of cerebellar cortical processes in the molecular layer, including long-term
depression and long-term potentiation of the parallel fiber to PC synapse (Aiba et
al., 1994; Ito et al., 2014; Schonewille et al., 2010; Schonewille et al., 2011; Welsh et
al., 2005) and intrinsic plasticity of PCs (Johansson et al., 2014; Schonewille et al.,
2010), most of which probably depend on the presence or absence of external feedback
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provided by the CFs (Gao et al., 2012; ten Brinke et al., 2015). Here we establish that
the excitatory input from the cerebellar nuclei to the cerebellar cortical eyeblink region
strengthens the conditioned eyeblink response by providing an internal amplification
loop, highlighting the emerging concept that the mechanisms underlying motor
learning are distributed across various parts of the cerebellar modules and include an
internal closed-loop circuitry (Casellato et al., 2015; Gao et al., 2012; ten Brinke et al.,
2015).

Results

Morphological features of nucleocortical fibers in eyeblink region
Since the main motor route of the eyeblink paradigm is mediated by the deeper
part of the primary fissure in lobule simplex (HVI), interposed nuclei (IpN) and
red nucleus (RN) (Boele et al., 2010; Gonzalez-Joekes and Schreurs, 2012; Krupa
and Thompson, 1997; Morcuende et al., 2002), we first investigated to what extent
the nucleocortical pathway from IpN neurons to lobule simplex indeed provides
an efference copy of the signals forwarded to the RN (Ruigrok and Teune, 2014).
The retrograde tracers Ctb Alexa Fluor 555 and Ctb Alexa Fluor 488 were injected
into the mouse cerebellar lobule simplex (HVI) and corresponding contralateral RN,
respectively (n = 4). In the IpN areas where both tracers converged, we found that
52% (74/143) of the RN projecting neurons showed nucleocortical labeling and 84%
(74/88) of the nucleocortical projecting neurons projected to the RN (Figs. 1A-D and
Fig. S1). These data indicate that a substantial part of the nucleocortical afferents
in lobule simplex relays efference copy signals of the presumptively excitatory IpN
neurons that project to the RN (De Zeeuw and Ruigrok, 1994).

Next, to establish the morphology and identity of the terminals of the nucleocorti-
cal afferents in lobule simplex we injected AAV particles coding for for eYFP-tagged
channelrhodopsin 2 (AAV2-hSyn-hChR2-eYFP) into the IpN and found prominent
axonal labeling within and outside of cerebellum (Figs. 1E-J and Fig. S2). Within the
cerebellar cortex, axonal terminals were found predominantly in the ipsilateral par-
avermal and hemispheric areas including lobule simplex, crus 1, crus 2, paramedian
lobule and copula pyramidis (Figs. 1G and 1I). Less dense projections were found in
ipsilateral (para)flocculus and contralateral vermal and paravermal regions (Fig. 1G,
Fig. S2 and Table S1). The nucleocortical fiber terminals formed large rosettes with
filopodia-like protrusions, manifesting the mossy fiber (MF) rosette. Notably, these
MF terminals preferentially targeted the superficial granular layer (Fig. 1J). In addi-
tion, the nucleocortical MFs expressed exclusively presynaptic glutamate transporter
vGlut2, whereas the majority of surrounding precerebellar MF rosettes expressed
both vGlut1 and vGlut2 (Gebre et al., 2012; Hioki et al., 2003) (Fig. 1K).

When we compared the morphology of the nucleocortical MF with the precerebel-
lar MF rosettes originating from the pontine nuclei, we found that the nucleocortical
MF rosettes had a larger diameter as well as more and longer filopodia-like structures
compared with precerebellar MFs from pontine nuclei (Figs. 2A and 2B). At the
ultrastructural level, nucleocortical MF terminals contained higher densities of mito-
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Figure 1 Nucleocortical projections from the cerebellar interposed nucleus. (A) Scheme and example
of experimental setup showing retrograde labeling of IpN neurons following injection of Ctb tracers in the red
nucleus (RN) and lobule simplex (Sim). Right: rationale of the experimental setup to illustrate the common
(yellow) or separate (green and red) IpN neurons that project to RN and Sim. (B) Example image of an IpN
region with labeling from RN (Ctb 488, green) and Sim (Ctb 555, red). (C) High magnification images showing
co-labeled IpN neurons. (D) Summary chart of the retrogradely labeled neurons in IpN. (E) Schematic show-
ing viral injection of AAV2-hSyn-ChR2-eYFP into the left interposed nucleus.(F) Example of AAV infected
IpN (asterisk) and nucleocortical projections (arrow). (G) Distribution of nucleocortical MF rosettes in a coro-
nal cerebellar section. (H) eYFP expressing IpN neurons and(I) nucleocortical MF projection with enlarged
rosette and filopodia-like structure. (J) Example (left) and summary (right) of the nucleocortical MF (asterisks)
distribution in relation to the position of the granule layer (between dashed lines); Purkinje cells are labeled in
red (n = 3). (K) Nucleocortical MFs that express vGlut2, but not vGlut1 (arrowheads). Note the surrounding
MF rosettes (asterisks) that are positive for both vGlut1 and vGlut2.
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Figure 2 Morphological characteris-
tics of nucleocortical mossy fibers.
(A) Examples of nucleocortical MFs
(NC-MF) and pontine nucleus MFs (PN-
MF) labeled with anterograde tracer
BDA 10,000 Da. (B) Quantitative com-
parison of the morphology of the nu-
cleocortical MFs (NC-MF, n = 34) and
MFs originate from the pontine nuclei
(PN-MF, n = 31). NC-MFs have larger
size, higher number of filopodia per
rosette and longer filopodia length (all
p < 0.05). (C-G) Electron micrographs
of a NC-MF terminal and adjacent un-
labeled MF. GrC: granule cells, GoA:
Golgi cell axon. Synaptic densities are
indicated with double arrows. NC-MF
(n = 17) has a higher mitochondria den-
sity (p = 0.04) and synaptic vesicle den-
sity (p = 0.002), compared with adja-
cent unlabeled MFs (n = 21). Mt: mi-
tochondria, SV synaptic vesicle, PSD:
post synaptic density. * p < 0.05, Data
show mean ± s.e., unpaired student's
t-tests.

chondria and synaptic vesicles compared with neighboring, unlabeled MF rosettes,
whereas the size of mitochondria and length of PSDs did not differ (Figs. 2C--2G).
These data highlight a prominent projection of nucleocortical MFs with unique molec-
ular and morphological features, and suggest that they carry an efference copy signal
of cerebellar premotor output commands.

The organization of the olivocerebellar system is characterized by repetitive
parasagittal circuits, commonly acknowledged as cerebellar modules (Apps and
Hawkes, 2009; Voogd and Ruigrok, 1997). To find out whether nucleocortical MFs in-
volved in eyeblink conditioning form an internal feedback circuitry within the borders
of the relevant module, we studied the MF distribution in mice with AAV2-hSyn-
ChR2-eYFP injections in the anterior IpN, a region connected with cerebellar modules
negative for marker Zebrin II (Sugihara, 2011; Voogd and Glickstein, 1998). In line
with the eyeblink regions identified in rabbit (Attwell et al., 1999; Mostofi et al., 2010),
we observed that nucleocortical MFs of these animals were found predominantly in
regions negative for Zebrin II, including the trough of lobule simplex (Figs. 3A-C).
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Figure 3 Modular organization of nucleocortical projections. (A) Experimental set up to investigate
relation of nucleocortical afferents and zonal marker Zebrin II. (B) Distribution of nucleocortical mossy fibers
(green) in relation to Zebrin II (red) expression at the trough of the simplex lobule (B1) and the border between
Zebrin II positive (Z+) and negative (Z-) zones in Crus 1 (B2). (C) Quantification of the nucleocortical mossy
fibers terminating at the Z- zones in Crus 1 (90.5 ± 3.3%), Crus 2 (88.5 ± 6.2%) and lobule simplex (93.7
± 2.8%), n = 4. (D) Experimental set up to investigate relation of nucleocortical afferents and climbing
fiber zones. Arrowheads indicate the tracing directions. (E) (E1): BDA 10,000 Da and Ctb 555 injection in
the anterior IpN labeled cortical modules (between dashed lines) in the lobule simplex (Sim). (E2): a co-
localizing nucleocortical mossy fiber and PC in the same module. The PC soma and adjacent climbing fiber
were labeled with CTb (yellow, arrow-heads) and the nucleocortical mossy fiber was labeled with BDA (green,
asterisk).

More specifically, we observed that 90.5% (± 3.3%), 88.5% (± 6.2%) and 93.7% (±
2.8%) of the nucleocortical mossy fibers originating in the anterior IpN terminated
in Z- zones of Crus 1, Crus 2 and lobule simplex, respectively. This finding, which
implies a modular organization of the nucleocortical pathway, was further supported
by the alignment of anterogradely labeled nucleocortical MFs with retrogradely la-
beled PC somata and CF terminals in the same region following co-injection of Biotin
Dextran Amine 10,000 Da (BDA, for nucleocortical MF labeling) and Ctb Alexa Fluor
555 (for PC soma and CF terminal labeling) into a small area of the anterior IpN (Figs.
3C and 3D). These data indicate that the regions that receive common nucleocortical
MF projection also share the same CF projection and Zebrin II identity, consistent with
the modular organization hypothesis of cerebellar functioning (Apps and Hawkes,
2009; Pijpers et al., 2006).

Electrophysiological properties of nucleocortical fibers in eyeblink
region
To further characterize the cellular properties of nucleocortical IpN neurons we
studied their morphological and electrophysiological properties in vitro (Figs. 4 and 5).
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When we performed intracellular labeling following whole cell recordings on the large
neurons of IpN, we found that the morphology of neurons with cerebellar cortical
projections did not differ from the general population of excitatory cerebellar nuclei
neurons (Aizenman et al., 2003; Uusisaari et al., 2007) in that they showed a similar
soma size and number of primary dendrites (all p values > 0.31; Table S2). In addition,
the electrophysiological properties of the nucleocortical cells were indistinguishable
from the IpN neurons without any detectable projection to the cerebellar cortex (Table
S2). Next, we characterized the electrophysiological properties of nucleocortical
neurons at the level of their terminals in vitro with direct patch-clamp recordings
of MF rosettes. Nucleocortical MFs labeled with eYFP could be readily visualized
following injections of AAV-ChR2-eYFP in the IpN (Figs. 1E, 1F and 4A). The rosettes
showed the electrophysiological characteristics stereotypical of MFs (Rancz et al.,
2007), including a small capacitance, high input resistance and a hyperpolarization
sag (Fig. 4B; Table S3). Prolonged depolarization induced only a short burst of action
potential firing and a subsequent steady depolarization block. Interestingly, during
spontaneous activity we observed tonic spontaneous action potential firing in 4 out
of 19 recorded MF rosettes (Fig. 4C, Table S3). This activity probably reflects an
intact connection to the cell body in the IpN within the slice (Fig. 5), because we did
not observe any silent mossy fiber terminal that showed tonic action potential firing
in response to continuous depolarization. Applying repetitive current pulses up to
500 Hz at the nucleocortical rosettes resulted in reliable action potential firing (Fig.
4D) with little adaptation in peak amplitudes, indicating that nucleocortical MFs can
sustain reliable firing at extremely high frequencies, comparable to the high fidelity
transmission of precerebellar MFs encoding sensory information (Chabrol et al., 2015;
Rancz et al., 2007; Ritzau-Jost et al., 2014; Saviane and Silver, 2006).

To identify the cortical neurons that receive direct nucleocortical MF input from
IpN we drove action potential firing specifically in the ChR2-expressing MF rosettes
using optogenetics. Individual action potential firing could be reliably controlled
with blue light pulses (470 nm, 1.2 mW, 1 ms pulse, onset latency 2.4 ± 0.2 ms, n =
10; Fig. 4E). We then recorded synaptic responses of neurons in the granular layer
using optogenetic stimulation. Robust short latency monosynaptic EPSCs were found
in both granule cells (GrCs, n = 13) and Golgi cells (GoCs, n = 9) (Figs. 4F-4I and
Fig. S3). In addition, feedforward excitatory inputs from the MF-GrC-GoC pathway
were detected in GoCs (Fig. 4I and Fig. S3). To further test the efficiency of eliciting
action potential firing in GrCs and GoCs following nucleocortical stimulation we
performed extracellular loose cell attached recordings, avoiding the potential changes
in cellular excitability that can occur in the whole cell mode. Optogenetic stimulation
was sufficient to entrain well-timed action potential firing in both GrCs and GoCs
with high success rates (Figs. 4G and 4I). These results indicate that nucleocortical
MFs originating in IpN can act as a robust and positive internal feedback to neurons
in the lobule simplex in that they are configured to faithfully transmit action potential
firing patterns to its granular layer.

MF afferents can control the activity of Purkinje cells (PCs) via the local cerebellar
cortical circuitry comprising GrCs, GoCs and molecular layer interneurons (MLIs);
they can either excite PCs via direct GrC-PC connections or inhibit PCs via feedfor-
ward GrC-MLI-PC processing (Fig. 4J). To assess the relative contribution of these two
inputs (D'Angelo and De Zeeuw, 2009), we compared the inhibition/excitation (I/E)
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Figure 4 Nucleocortical projection imposes unique closed-loop circuit with internal feedback prop-
erties. (A) Patch-clamp recording of an eYFP labeled MF rosette visualized by overlaying epifluorescence
and DIC images. (B) MF rosettes show current rectification, hyperpolarization sag (asterisk) and action po-
tential firing (arrowhead) in response to steady state current injections. (C) Cell attached recording from a
spontaneously firing nucleocortical MF. (D) Repetitive current pulses drive MF rosette to fire robustly at 500
Hz with little adaptation in the action potential amplitudes. (E) Optogenetic activation of a nucleocortical MF.
Individual action potentials can be elicited with high temporal precision by a train of light pulses (1 ms 470
nm light at 30 Hz) in both cell attached and current-clamp modes. (F) Nucleocortical MF (green) innervates
granule cell dendrite (GrC, red, arrow). (G) Whole cell recording of GrC-EPSC (left) and loose cell attached
recording of GrC action potential firing (right) in response to 1 ms photo activation of NC-MF. High success
rates of action potential firing were found in the GrC (81.7 ± 6.0%, n = 10). (H) Nucleocortical MF (green)
innervates Golgi cell dendrite (GoC, red, arrow). (I) Whole cell recording of GoC-EPSC (left) and loose cell
attached recording of GoC action potential firing (right) in response to 1 ms photo activation of NC-MF. High
success rates of action potential firing were found in the GoC (83.8 ± 8.3%, n = 5). (J) Experimental setup of
identifying inhibition/excitation ratio (I/E) of Purkinje cell (PC) responses. GrC axon excites (+) the molecular
layer interneurons (MLIs) and PCs, and the MLI in turn inhibits (-) PCs. ChR2 expressing nucleocortical MFs
(green) are selectively activated by optogenetic stimulation, while a bundle of MFs with heterogeneous sites
of origin (green and grey) are activated by electrical stimulation. (K) Whole cell voltage clamp recordings of
EPSC and IPSC elicited by optogenetic stimulation of NC-MF. EPSC and IPSC components were isolated by
clamping PC at -75 mV and 0 mV, respectively. Higher IPSC to EPSC ratio (I/E ratio) from nucleocortical MFs
circuits were found in PCs, compared with electrical stimulation (top). Optogenetic activation induces longer
suppression of action potential firing compared with electrical stimulation (bottom).
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Figure 5 Physiologically identified cerebellar interposed nucleus neuron providing a nucleocortical
projection. (A) Confocal image of an identified nucleocortical projecting IpN neuron recorded in vitro. Neuron
is labeled with biocytin in the patch-clamping pipette and visualized with florescent streptavidin Alexa Fluor
488. (B) Neurolucida reconstruction of labeled neuron shows intact nucleocortical projection in the same
sagittal plane. Arrowheads indicate the directions of extracerebellar and nucleocortical axonal projections.
IpN: interposed nucleus, Sim: lobule Simplex. (C) High magnification image of a nucleocortical MF rosette
and accompanying filopodia-like structures. (D) High magnification image of en passant fiber and boutons
from the same neuron. (E) Example trace of action potential firing in response to 500 pA current injection in
the neuron.

ratio of the responses of individual PCs following selective optogenetic activation
of nucleocortical MF afferents with that following local electrical activation of the
complete mixed group of MFs, including both nucleocortical MFs and precerebellar
MFs. When the amplitudes of the excitatory components (i.e. EPSCs) were adjusted
so as to be similar in the optogenetic and electrical stimulation paradigm (Fig. 4K),
we observed a greater inhibitory component (i.e. IPSC) in the PC response to nucleo-
cortical MF activation, resulting in a greater I/E ratio (1.09 ± 0.06 with optogenetic
stimulation vs. 0.61 ± 0.09 with electrical stimulation; 6 pairs, p = 0.006, paired
student's t-tests). Consistent with this observation, all PCs showed longer simple
spike suppression upon selective activation of nucleocortical MFs (pause duration
with optogenetics 71.8 ± 10.5 ms, with electrical stimulation 58.4 ± 8.5 ms; 6 pairs; p
= 0.008, paired student's t-tests) (Fig. 4K). Thus, in effect, nucleocortical MFs convey a
strong inhibitory input onto PCs, even though they directly excite GrCs.
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Structural plasticity of nucleocortical fibers upon eyeblink conditioning
Although structural plasticity of MFs and their collaterals does not appear to be
prominent following generally enriched but non-associative stimulation (Boele et
al., 2013; Rylkova et al., 2015), it does occur during several sensorimotor learning
tasks in which multiple stimuli are associated in a time-locked fashion (Boele et al.,
2013; Ruediger et al., 2011). The high density of filopodia-like structures in lobule
simplex (Fig. 2A and 2B) suggests that structural plasticity of the filopodia of nucle-
ocortical MFs might also be involved in eyeblink conditioning, similar to what has
been reported for extra-cerebellar MFs during other incremental learning paradigms
(Ruediger et al., 2011). We first examined whether filopodia of nucleocortical MFs
can in principle establish functional synapses. MF filopodial boutons labeled with
eYFP consistently co-localized with vGlut2-positive endings (Fig. 6A), indicating the
presence of glutamatergic synapses at these sites. On average, 44.6 ± 10.5 vGlut2-
positive boutons were associated with a single nucleocortical MF rosette. To identify
whether these boutons contact Golgi cells, we injected AAV encoding red marker
mCherry into the IpN of the GlyT2-eGFP mice, in which the majority of Golgi cells
are labeled (Zeilhofer et al., 2005). Indeed, part of the vGlut2-positive boutons was
found to contact Golgi cell dendrites (Fig. S4). Next, we examined the ultrastruc-
ture of filopodial boutons using standard electron microscopy (EM). By combining
serial sectioning with pre-embedding immuno-labeling of the tracer BDA (10,000 Da)
and post-embedding immunogold labeling of GABA (see methods), we identified 18
filopodial boutons in two mice (Figs. 6B-D). Clear synaptic contacts were found in all
18 boutons, among which 15 contacted GrC dendrites (Fig. 6C) and 3 contacted GoC
dendrites as indicated by immunogold labeling (Fig. 6D, Fig. S4). These data indicate
that filopodial boutons can establish direct synaptic contacts with granule cells and
Golgi cells.

We next set out to investigate whether these filopodia can undergo structural
modification following eyeblink conditioning. Mice were trained to blink their eyes
in a well-timed response to a light cue (CS) so as to avoid an air-puff to the eye (US)
that was presented 250 ms after CS onset (Heiney et al., 2014) (Fig. 7A). The density of
filopodia boutons originating from nucleocortical MFs in the deeper lobule simplex of
well-trained mice was significantly increased by 69.8% (p = 0.001) compared with that
in naïve mice (Figs. 7C-D). In contrast, the length of the filopodia of nucleocortical
MFs was significantly reduced (p = 0.007) (Fig. 7D). This eyeblink training paradigm
had no effect on the strength of nucleocortical MF synapses onto individual GrCs (p =
0.7), but further increased the I/E ratio in PCs (p = 0.02) (Figs. 7E and 7F), indicating a
preferential enhancement of the feedforward inhibitory GrC-MLI-PC pathway. These
data point towards hard-wired plasticity of nucleocortical MFs during associative
conditioning and suggest a novel function for these afferents providing an internal
feedback, triggering larger numbers of specific sets of GrCs.

Nucleocortical fibers can amplify conditioned eyeblink responses
Since simple spike suppression can be quantitatively correlated with the amplitude of
conditioned eyeblink responses (ten Brinke et al., 2015), we next set out experiments
to find out whether direct and selective activation of nucleocortical MFs is sufficient
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Figure 6 Filopodial boutons form func-
tional synapses with granule and Golgi
cells. (A)Representative image of a nucle-
ocortical MF with filopodia protrusions. In-
sets 1 and 2 show vGlut2 positive filopodial
boutons. Bar chart quantification shows the
average number of vGlut2 positive filopodial
boutons per MF rosette. (B) Representative
EM image of BDA labeled filopodia travers-
ing through the granule cell layer. Typical
MF synaptic boutons (MF-B) onto granule
cell (GrC) and Golgi cell dendrites (GoD)
are shown in (C) and (D), arrows indicate
postsynaptic density.

to enhance conditioned eyeblink responses. We therefor trained a group of mice in
which ChR2 was expressed by their nucleocortical MFs and in which an optic cannula
was implanted superficially in the lobule simplex (Fig. 8A). Once the mice showed
a consistent conditioned eyeblink response (see supplemental methods), we started
optogenetic stimulation (for 10 ms coinciding with the CS onset) while recording
the eyeblink responses as well as extracellular activity of the cerebellar nuclei and
cerebellar cortex. The light intensity of the stimulus was adjusted for each mouse to
make sure that it did not induce: 1) an instantaneous increase of action potential firing
in the recorded cerebellar nuclei neurons; 2) an instantaneous eyeblink response;
and 3) a detectable alteration of locomotion (Fig. S5). Optogenetic activation of
nucleocortical MFs at the onset of the CS enhanced the amplitude and shortened
the onset-latency of the conditioned eyeblink responses (p = 0.0008 and p = 0.005
respectively; n = 7; Fig. 8B). In contrast, in naïve mice optogenetic stimulation with
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Figure 7 Plastic change in wiring of nucleocortical MF filopodia can be associated with classical eye-
blink conditioning. (A)Scheme of eyeblink conditioning paradigm and representative trace of eyelid position
in a conditioned mouse. CS and US indicate conditional stimulus and unconditional stimulus, respectively.
(B) Development of conditioned eyeblink responses over five training days (n = 9). (C) Example images of
nucleocortical MFs (NC-MFs) in lobule simplex (HVI) of naïve and trained mice. (D) Filopodial boutons in
trained mice (n = 9) show a higher local density, yet a shorter length, compared with those in naïve mice
(n = 8). (E) Summary of EPSC peak amplitudes at the nucleocortical MF to GrC synapses in naïve and
eyeblink conditioning trained mice (naïve = 9, trained = 10). (F) The feedforward inhibition/excitation ratio was
enhanced in trained mice (naïve 1.14 ± 0.03, n = 28, trained 1.26 ± 0.02, n = 20). Data show mean ± s.e.,
* p < 0.05, student's t-tests.

maximum light intensity did not induce conditioned eyeblink responses (Fig. S5),
indicating that for the eyeblink conditioning paradigm, the nucleocortical loop could
serve as a gain amplifier of the learned CS response. Importantly, the optogenetic
stimulation confirmed an increased action potential firing (p = 0.001) of putative MLIs
(Badura et al., 2013) and decreased simple spike firing (p = 0.04) in the majority of
PCs in lobule simplex (Figs. 8C and 8D) in vivo, consistent with the GrC activation
of MLIs and predominant feedforward inhibition onto PCs following nucleocortical
activation, described above, as well as with the general changes in firing frequency of
these neurons during eyeblink conditioning (ten Brinke et al., 2015).

If nucleocortical MFs contribute to eyeblink conditioning by providing internal
amplification signals to the granular layer, one should also be able to quantify this
contribution by acutely blocking these signals. We therefore tested another group
of trained mice, in which the inhibitory opsin, archaerhodopsin (eArch3.0), was
virally expressed in IpN neurons. Dampening the activity of their nucleocortical MFs
optogenetically for 250 ms with amber light (590 nm) in lobule simplex at CS onset
resulted in a significant reduction by 32 ± 3% in the amplitude of the conditioned
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Figure 8 Nucleocortical pathway ampli-
fies amplitudes of conditioned eyeblink
response. (A) Left: experimental setup of
in vivo recording and optogenetic stimula-
tion. Optogenetic activation of NC-MF in
the cerebellar cortex. Middle: example of
location of the optic cannula in lobule sim-
plex (dashed white line). Right: Summary
of verified cannula locations in a group of
successful and failed experiments. (B) Top:
experimental setup of optogenetic manipu-
lation during behavioral testing. Bottom left:
conditioned eyeblink responses in a trained
mouse, in the presence (blue) or absence
(grey) of 10 ms optogenetic activation of
NC-MF pathway. CS: conditional stimulus,
US: unconditional stimulus. Bottom right:
optogenetic activation of NC-MF pathways
enhances the amplitude of conditioned eye-
blink responses in trained mice. (C) op-
togenetic activation of a molecular layer in-
terneuron. Left top: a representative trace
of increased firing of a molecular layer in-
terneuron in the eyeblink region upon opto-
genetic activation; 10 ms light stimulation
is indicated in blue. Middle and Bottom:
Raster plot and cumulative histogram of 30
consecutive trials. Right: summary of re-
sponsive MLI action potential firing upon 10
ms photo-stimulation (n = 9). (D) Left: sup-
pression of Purkinje cell firing following op-
togenetic stimulation of NC-MFs. Top: a
representative trace of decreased Purkinje
cell firing upon optogenetic activation. Mid-
dle and Bottom: Raster plot and cumulative
histogram of 30 consecutive trials. Right:
summary of responsive Purkinje cells with
both decreased (n = 7) and increased (n =
3) action potential firing upon 10 ms opto-
genetic stimulation. (E) Left: conditioned
eyeblink responses in a trained eArch3.0
mouse, in the presence (orange) or ab-
sence (grey) of 250 ms eArch3.0 optoge-
netic dampening of NC-MF pathway (su-
perimposed with CS). Right: optogenetic
dampening of NC-MF pathways reduces
the amplitude of the conditioned eyeblink re-
sponse in trained mice. Data show mean ±
s.e., * p < 0.05, student's t-tests.

199



Chapter 7

eyeblink response (p = 0.003, n = 5; Fig. 8E). Instead, dampening nucleocortical MF
activity without a CS did not induce an apparent eyeblink response or any other
obvious type of motor behavior (Fig. S5), making it unlikely that the optogenetically
ChR2-driven behavioral effects described above resulted from antidromic effects in
nucleocortical MFs.

Discussion
The main findings of our study indicate that activity of the nucleocortical MF projec-
tion in the cerebellum contributes to gain control of learned eyeblink responses by
providing internal amplification signals of an excitatory corollary discharge to the
granular layer, which in turn is converted into PC inhibition via activation of MLIs.
These findings corroborate the concept that increases in MLI activity and suppres-
sion of simple spikes correlate strongly with the amplitude of conditioned eyeblink
responses (ten Brinke et al., 2015). Thereby, we establish for the first time a functional
role for internal feedback of a corollary discharge from the cerebellar nuclei to the cere-
bellar cortex. To date, implications of such feedback signals have also been described
in models of other major networks in sensorimotor control, such as cerebral cortex,
superior colliculus, striatum and spinal cord (Hantman and Jessell, 2010; Kalinovsky
et al., 2011; Sommer and Wurtz, 2008). In general, feedback of corollary discharge can
facilitate the prediction of sensory consequences of movements and improve learning
and preparation of movements (Crapse and Sommer, 2008; Requarth and Sawtell,
2014). For models on cerebellar learning this fast internal feedback mediated by MFs
may complement the external feedback provided by the CF system (Cerminara and
Apps, 2011; Llinás, 2011; Voogd and Glickstein, 1998), which is slower but better
designed to reset the phase and onset of motor programs in the modules (De Zeeuw
et al., 2011; ten Brinke et al., 2015; Yarom and Cohen, 2002). Indeed, since both the MF
and CF systems operate within the settings of the olivocerebellar modules, together
they present a rich and complementary, computational repertoire to coordinate motor
learning (Fig. 9). For instance, the fast internal feedback loop appears well designed
to amplify the amplitude of conditioned responses directly after the movement is
initiated, whereas the external loop may reset the motor cycle and speed up the onset
of subsequent trials (De Zeeuw and ten Brinke, 2015; Welsh, 2002). Interestingly, the
internal and external, excitatory loops may use in part comparable mechanisms within
the module(s) involved. Both feedback loops may introduce strong synchronized
pauses in PC firing, which in turn can disinhibit CN premotor firing, potentially
facilitated by rebound firing and activation by MF and CF collaterals (Bengtsson et al.,
2011; De Zeeuw et al., 2011; Hoebeek et al., 2010; Person and Raman, 2012; cf. Alvina
et al., 2008).

Given that the internal feedback loop provided by the nucleocortical MF afferents
enhances simple spike suppression and that reduced PC activity in turn enhances
activity in the cerebellar nuclei neurons, one should consider the possibility that
signaling in this loop saturates through internally reinforcing mechanisms (Fig. 9).
Although some level of reinforcement learning in the cerebellar cortex and nuclei may
actually be beneficial for acquisition, consolidation and/or savings of conditioned
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Figure 9 Circuitry and function of nucleocortical circuit. (A) Schematic illustration of a cerebellar nucleo-
cortical circuit in which feedforward and feedbackward circuits coexist. The feedforward circuit involves mainly
precerebellar mossy fiber (MF) inputs to the cerebellar cortex, whereas the feedbackward circuits entail both
a well-known external system mediated by the climbing fibers (CFs) and an internal system, the function of
which is described in the current paper. Excitatory and inhibitory synaptic connections are indicated by a plus-
and minus-sign, respectively. GrCs, GoCs, MLI, CN and PC indicate granule cells, Golgi cells, molecular layer
interneuron, cerebellar nuclei neuron and Purkinje cell, respectively. (B) Simplified model indicating how cere-
bellar cortical firing can be influenced by the nucleocortical loop that mediates the internal feedback. After
the onset (blue arrow) of the increased inhibitory input from the MLIs onto the PCs the firing of CN neurons
will increase (red arrow), which in turn will be fed back to neurons in the granular layer (black arrow on the
right) further enhancing the interneuron activity and weakening PC firing frequency. As a consequence, such
a computational loop leads to a stronger inhibition of Purkinje cells simple spike firing and higher peak ampli-
tude of firing of cerebellar nuclei neurons (CNs), ultimately resulting in an enhanced eyelid closure. Solid and
dashed lines indicate outcomes with and without internal feedback, respectively.

eyeblink responses (Campolattaro and Freeman, 2009; Medina et al., 2000; Medina et
al., 2002), there are several projections in place that might prevent complete saturation.
For example, there are also, next to the excitatory internal feedback loop, several
types of inhibitory projections from the nuclei to the cerebellar cortex that might
operate as an inhibitory internal feedback loop. Indeed, following retrograde trac-
ing of WGA-HRP-colloidal gold complex from the cerebellar cortex to the cerebellar
nuclei combined with immunocytochemistry, approximately 9% of the retrogradely
labeled cells were found to be GABAergic (Batini et al., 1992). In addition, using a
viral approach different from the one we applied in the current study, Uusisaari and
colleagues recently showed that part of the nucleocortical afferents are glycinergic
and selectively inhibit neurograinin-positive Golgi cells, which in turn could enhance
granule cell activity (Ankri et al., 2015). To what extent these inhibitory projections
provide similar mossy fibers with a similar tendency for structural plasticity during
learning and to what extent they can prevent saturation within the excitatory internal
feedback remains to be elucidated. However, it is unlikely that they operate in the
exact same fashion as the corollary discharge during eyeblink conditioning described
in the present study, because they will not mediate an excitatory signal to the meso-
diencephalic junction and thus not mediate an efference copy to this area to control
premotor activity (De Zeeuw and Ruigrok, 1994). The only inhibitory projection neu-
rons known to leave the cerebellar anlage without targeting the inferior olive are the
glycinergic neurons in the medial cerebellar nucleus, which project to vestibular and
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reticular neurons in the ipsilateral brainstem (Bagnall et al., 2009), i.e. areas unlikely
to be involved in eyeblink conditioning (Boele et al., 2010). So, if the inhibitory nucle-
ocortical afferents prevent saturation in the excitatory nucleocortical pathway, they
can strictly do so within the internal feedback loop, and not by intervening directly
with the corollary discharge at the output level.

Another possible pathway that may provide homeostatic control and thus prevent
saturation is formed by the GABAergic fibers that mediate the inhibitory input from
the cerebellar nuclei to the inferior olive (Best and Regehr, 2009; Chen et al., 2010; de
Zeeuw et al., 1988). When the simple spike activity of the PCs decreases following
activation of the excitatory internal feedback loop as described above, the activity of
these GABAergic neurons will increase and thus exert a stronger inhibition onto the
olivary neurons, which in turn will reduce the climbing fiber signals and complex
spikes in the PCs within the same olivocerebellar module (De Zeeuw et al., 2011). This
reduction in complex spike activity will lead to an increase in simple spike activity,
because climbing fiber activity induces various forms of short-term and long-term
plasticity that will suppress simple spike activity (Gao et al., 2012). Thus, ultimately
the initial decrease in simple spike activity leads to a reactive increase in simple spike
activity through homeostatic activity in the external olivocerebellar feedback loop,
thereby compromising the reinforcing mechanisms in the internal feedback loop that
by itself could run into a state of saturation. Interestingly, it is most likely the complex
spikes that depend on the GABAergic nucleo-olivary projection that contribute to
the moment of onset of the CR (ten Brinke et al., 2015). Thus, this latter homeostatic
mechanism appears particularly well designed to prevent the emergence of ill-timed
circuits through self-reinforcing processes.

Finally, extracerebellar MF systems may also impose strong excitatory inputs to
PCs. The morphological and physiological properties of the extracerebellar MF inputs
are diverse (Chabrol et al., 2015; Palay and Chan-Palay, 1974) and part of these inputs
may well convey strong excitatory inputs upon sensorimotor stimulation (Rancz et
al., 2007). Thus, in principle this type of MF may also excite PCs via the granule
cell-parallel fiber pathway and counteract the progression of the positive internal
feedback.

Together, our findings on the amplifying role of the internal feedback loop pro-
vided by the excitatory nucleocortical afferents complement the well-studied olivo-
cortico-nuclear modules with a robust and dynamic intra-cerebellar closed-loop ar-
chitecture that allows reinforcement in a controlled manner. The data imply that
feedforward as well as feedback circuitries, the two main architectures of neural
computation in the brain, are orchestrated in the cerebellum to adaptively control
demanding sensorimotor processing.

Methods

Animals
Male and female mice (C57BL/6) used for all the experiments were between 3 to 6
months of age and individually housed (food ad libitum, 12:12 light/dark cycle). All
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experimental protocols were approved by the institutional animal welfare committee
(Erasmus MC, Rotterdam, The Netherlands).

Stereotaxic injections Mice were anesthetized with a mixture of isoflurane/oxygen
(5% for induction, 1.5-2.0% for maintenance). Rimadyl (5 mg/kg) and buprenorphine
(0.05 mg/kg) were applied intraperitoneally 30 mins prior to surgery. Body tempera-
ture was monitored and kept constant at 37◦C throughout the entire surgical proce-
dure. A patch of skin above the skull was removed and local anesthetic (lidocaine)
was topically applied. The skull was prepared with Optibond prime and adhesive
(Kerr, Switzerland) and a pedestal was attached with Charisma (Heraeus Kulzer, NY,
USA). Mice were then positioned on a custom-made mouse stereotaxic head-holding
frame. Small craniotomies (0.2 mm) were made in corresponding sites and injections
were performed using glass pipettes (tip opening between 5 and 10 µm) with mechan-
ical pressure. For AAV injections, 60-120 nl of AAV2-hSyn-hChR2(H134R)-eYFP or
AAV2-hSyn-eArch3.0-eYFP (1012-1013 infectious units per ml, packaged by the UNC
Joint Vector Laboratories, RRID: SCR_002448) were injected at a speed of 10 nl/min.
For tracer injections, 20-100 nl Biotin Dextran Amine 10 kDa solution (10% w/v in
saline, Life Technologies) and fluorescent Cholera toxin subunit-B (Ctb Alexa Fluor
488 and Ctb Alexa Fluor 555, 5% w/v in saline, Life Technologies) were injected at a
speed of 10 nl/min. After each injection, the pipette was left in place for >10 minutes
before being slowly withdrawn. Coordinates used for injections into the red nucleus
were: 0.5 mm to Lambda, 0.5 mm lateral to midline and -4 mm ventral; for injections
into the cerebellar lobule simplex: -2.0 mm to Lambda, 2.0 mm lateral to midline and
-1.5 mm ventral; for injections into the interposed nucleus: -2.5 mm to Lambda, 2.5
mm lateral to midline and -2.3 mm ventral; for injections into the pontine nucleus:
-0.5 mm to Lambda, 0.5 mm lateral to midline and -5.5 mm ventral. All mice were
allowed to recover for >3 days before any subsequent procedure. Mice used for the
optogenetic stimulations and extracellular recordings were subjected to additional
surgery. 2-3 weeks after the virus injection (see above), under the same surgical
conditions described above, an optic cannula (400 µm core, 0.39 NA, Thorlabs) was
implanted into the lobule simplex with coordinates: -2.0 mm to Lambda, 2.0 mm
lateral to midline and -0.5 to -1.0 mm ventral. A craniotomy (1.5 mm in diameter)
was placed above Crus 1 and 2 to access the lobule simplex and the interposed nuclei.
Antibiotic solution (Baytril 0.5%, Enrofloxacine 5 mg/ml) was applied topically after
each experiment.

Eyeblink conditioning training
Head restrained mice were placed on top of a cylindrical treadmill and allowed to
walk freely, see also (Heiney et al., 2014). We used a green LED placed 5-10 cm in
front of the mouse as conditioned stimulus (CS). The duration of the CS for all the
experiments was kept at 280 ms. The unconditional stimulus (US) consisted of an
air-puff of 30 psi, 1 cm from the animal's cornea. The onset of the puff was 250 ms
after the CS onset (inter-stimulus interval) and the duration was 30 ms, resulting in a
co-termination of both stimuli. National Instruments NI-PXI (National Instruments,
Austin TX, USA) processor was used to trigger and keep track of stimuli whilst
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capturing data. Eyelid position was illuminated by infrared LED light and recorded
with a 250 fps camera (scA640-120gc, Basler, Ahrensburg, Germany) driven and
acquired by custom written routines in LabVIEW. Mice were allowed to habituate on
the treadmill for 2 days and followed by acquisition, in which 2 consecutive sessions
were presented daily, each session consisting of 100 paired CS-US trials with inter-trial
interval (ITI) 5-10 sec. The acquisition sessions were repeated for at least 5 consecutive
days.

Optogenetics and electrophysiology in vivo

After the behavioral training and the placement of the optic cannula, we extracellularly
recorded in vivo with or without optogenetic manipulation of the nucleocortical
projecting fibers. For extracellular single-unit recordings, borosilicate glass pipettes
(OD 1.5 mm, ID 0.86 mm, tip diameter 1-2 µm, Harvard Apparatus, Holliston, MA,
USA) filled with 2 M NaCl were positioned stereotactically into the target regions
using an electronic pipette micromanipulator (SM7; Luigs & Neumann, Ratingen,
Germany). The behavioral responses and the neuronal activity were recorded in
response to a brief pulse of light delivered to the brain via an optic fiber coupled with
LED light sources (470 nm light for ChR2: M470F1; 590 nm light for eArch3.0 M590F1,
Thorlabs). A brief pulse of 1-10 ms blue (470 nm) light or a 250 ms pulse of amber
light (590 nm) was used to induce the activation or inhibition of nucleocortical mossy
fibers. To avoid direct stimulation of CN soma, we only included data that met all the
following criteria: 1) optic cannula were located in the superficial layer of the lobule
simplex (see Fig. 8A); 2) optogenetic stimulation/inhibition was adjusted such that no
instantaneous increase/decrease of action potential firing in the CN was observed; 3)
optogenetic stimulation/inhibition did not result in instantaneous eyeblink responses;
and 4) optogenetic stimulation/inhibition did not alter locomotion behavior (Fig.
S5). Locomotion was monitored using an incremental encoder coupled to the shaft
of a cylindrical treadmill (EH30, Eltra, Italy). Purkinje cells were identified by the
occurrence of simple spikes and complex spikes and were confirmed to be single unit
by the occurrence of climbing fiber pause (Schonewille et al., 2010). Putative molecular
layer interneurons were identified as previously described (Badura et al., 2013). CN
neurons were identified by their stereotactic location and the characteristic neuronal
activity (Hoebeek et al., 2010). Electrophysiological recordings were acquired with
a Multiclamp 700B amplifier (Molecular Devices, Sunnyvale, USA) and band-pass
filtered at 100-5,000 Hz. Electrophysiological and behavioral data were digitized
synchronously using Digidata 1440A (Molecular Devices, Sunnyvale, USA) at 50 kHz.
All in vivo data were analyzed using SpikeTrain software (Neurasmus BV, Rotterdam,
The Netherlands) running under Matlab (Mathworks, MA, USA). Molecular layer
interneurons and Purkinje cells were considered responsive if the post-optogenetic-
activation firing frequency (measured <200 ms after the offset of light) exceeded 3
times standard deviation of the pre-optogenetic-activation frequency (measured 500
ms before the onset of light).
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Optogenetics and electrophysiology in vitro

AAV injected mice were sacrificed >3 weeks post injection for in vitro experiments.
Mice were decapitated under anaesthetized with isoflurane. 300 µm thick cerebellar
coronal slices were cut on a vibratome (VT1200s, Leica, Wetzlar, Germany) in ice-cold
slicing medium containing (in mM): 240 Sucrose, 5 KCl, 1.25 Na2HPO4, 2 MgSO4,
1 CaCl2, 26 NaHCO3 and 10 D-Glucose, bubbled with 95% O2 and 5% CO2. Slices
were incubated at 34◦C for 1 h in the oxygenated ACSF containing (in mM): 124 NaCl,
2.5 KCl, 1.25 Na2HPO4, 1 MgSO4, 2 CaCl2, 26 NaHCO3 and 25 D-Glucose and kept
at room temperature (21 ± 1 ◦C) before use. All the experiments were performed
with a constant flow of oxygenated ACSF (1.5-2.0 ml/min) at 34 ± 1 ◦C. Cerebellar
neurons were visualized using an upright fluorescent microscope (Axioskop2 FS plus,
Carl Zeiss, Jena, Germany) equipped with a 40X water immersion objective. A GFP
filter was used to visualize the eYFP labeled mossy fiber terminals. Exposure time
to epifuorescent light was kept short to prevent over activation of ChR2 with blue
light. Acquired fluorescent images were digitally aligned with the DIC images for
identifying eYFP positive mossy fiber rosettes. Whole cell and cell attached patch-
clamp recordings of nucleocortical mossy fiber rosettes, granule cells, Golgi cells,
Purkinje cells, and cerebellar nuclei neurons were performed under DIC visualization.
Patch-clamp recordings were performed using an EPC-10 double amplifier controlled
by the Patchmaster software (HEKA electronics, Lambrecht, Germany). All recordings
were low-pass filtered at 5 kHz and digitized at 20 kHz. Borosilicate glass pipettes
(WPI) were filled with intracellular solution containing the following (in mM): 120 K-
gluconate, 9 KCl, 10 KOH, 3.48 MgCl2, 4 NaCl, 10 HEPES, 4 Na2ATP, 0.4 Na3GTP and
17.5 sucrose (pH 7.25) and had pipette resistances of 8-10 MΩ for recording mossy fiber
rosettes, 4-6 MΩ for recording granule cells and Golgi cells, and 3-4 MΩ for recording
Purkinje cells and cerebellar nuclei neurons. Optogenetic stimulation was delivered
via the epifluorescent light path. The light intensity was adjusted to 0.1 - 4 mW/mm2.
The light path was controlled by a mechanical shutter (LS2, Vincent Associates, USA).
The shutter opening jitter was measured to be 3 ms and was subtracted from all the
onset times of the EPSCs driven by optogenetic manipulation. EPSCs in granule
and Golgi cells were recorded by holding cells at -70 mV in voltage-clamp mode.
Action potential firing was recorded in current-clamp mode without holding current
(I = 0). For comparing the inhibition/excitation (I/E) ratios following optogenetic
activation of nucleocortical MFs afferents with that of the local electrical activation
of a mixed group of MFs, we chose only the Purkinje cells in the lobule simplex that
showed clear optogenetically induced EPSCs. For electrical stimulation, a second
electrode connected with an Iso-Flex stimulus isolator (A.M.P.I., Jerusalem, Israel)
was placed in the white matter adjacent to the recorded Purkinje cells. EPSC and IPSC
components were isolated with intracellular solution containing: 120 Cs-gluconate,
10 CsOH, 3.48 MgCl2, 4 NaCl, 10 HEPES, 4 Na2ATP, 0.4 Na3GTP and 17.5 sucrose
(pH 7.25). EPSCs were acquired at -75 mV, close to the reversal potential of GABAA
receptors. The electrical stimulation intensity was adjusted so that the EPSC amplitude
was comparable to that of the optogenetic stimulation. The IPSC components were
subsequently recorded with holding potential of 0 mV, close to the reversal potential
of AMPA receptors. The ratio of the positive peak amplitude at 0 mV and negative
peak amplitude at -75 mV was taken as a function of the I/E ratio. To compare the
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electrophysiological properties of cerebellar neurons between naïve and trained mice,
we repeated similar patch clamp recordings in granule cells and Purkinje cells in a
group of mice that were fully trained with the eyeblink conditioning paradigm (see
eyeblink conditioning section).

Immunohistochemistry and analysis

Mice were deeply anesthetized with an overdose of Nembutal (i.p.) and transcar-
dially perfused with 20 ml saline followed by 50 ml 4% PFA. Brains were extracted
and post-fixed overnight in 4% PFA at 4◦C. Brains were subsequently embedded in
gelatine and cryoprotected in 30% sucrose in PB, frozen on dry ice, and sectioned
using a freezing microtome (40 µm thick). For light microscopy analysis of the mice
injected with BDA, free-floating sections were blocked for 1h at room temperature in
10% NHS PB solution with 1% triton and visualized with the avidin-biotin-peroxidase
complex method (ABC) (Vector Laboratories, Burlingame, USA,) and diaminoben-
zidine (DAB, 0.05%, Life Technologies) as the chromogen. For immunofluorescent
staining, free-floating sections were blocked for 1 h at room temperature in PBS with
0.4% Triton X-100 and 10% NHS solution and incubation 48 hrs at 4◦C in a mixture
of primary antibodies diluted in PBS with 2% NHS and 0.4% Triton X-100. Sections
were then washed and incubated for 2 h at room temperature in a mixture of fluores-
cent secondary antibodies. Primary antibodies used were rabbit anti-VGlut1 (1:1000,
Synaptic Systems, RRID: AB_887876), guinea pig anti-VGlut2 (1:1000, Millipore, RRID:
AB_1587626), mouse anti-Calbindin D28K (1:7000, Sigma, RRID: AB_2313712), and
goat anti-Zebrin II (1:1000, Santa Cruz, RRID: AB_2226594). Slices were then counter-
stained with DAPI (1:100,000, Invitrogen) and mounted with mounting medium for
fluorescence (Vectashield H-1000). All images were acquired on an upright LSM 700
confocal microscope (Carl Zeiss, Jena, Germany) and post-hoc adjusted and analyzed
in FIJI software with appropriate plugins (http://pacific.mpi-cbg.de). Ctb labeled
neurons were recognized as ‘‘web-like’’ Golgi apparatus labeling surrounding DAPI
labeled cell nuclei, distinct from bouton-like labeling of Purkinje cell axon terminals
(Fig. 1). For visualization of the granule and Golgi cell morphology after in vitro
electrophysiological recordings, Alexa Fluor 555 or 594 (20 µM, Life Technologies)
were added to the intracellular solution. For detailed quantification of CN neuron
morphology, biocytin (1% w/v) was added to the intracellular solution and visual-
ized with streptavidin Alexa Fluor 488 (1:400, Life Technologies). Immediately after
recording, cerebellar slices were fixated in 4% PFA at room temperature for 2-5 hrs,
washed in PBS and mounted with mounting medium for fluorescence (Vectashield
H-1000). To prevent shrinkage and distortion of thick sections, special care was taken
during mounting processes. Cell morphology was acquired on an upright LSM 700
confocal microscope (Carl Zeiss, Jena, Germany) and quantified with FIJI and Neu-
rolucida (MBF bioscience, Williston, USA) software. Nucleocortical projecting IpN
neurons were defined following reconstruction of the cell body and axonal projection
(see Fig. 5). We consider that potential non-nucleocortical projecting neurons are
the neurons of which both dendritic tree and axonal projection towards cerebellar
peduncle appeared complete, yet no cortical projection was observed.
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Immuno-electron microscopy
BDA injected mice were anesthetized with an overdose of nembutal (i.p.) and tran-
scardially perfused with 10 ml saline and subsequently 50 ml 4% PFA and 0.5% glu-
taraldehyde in cacodylate buffer. Cerebellum was removed and post-fixed overnight
in 4% PFA. 80-µm thick coronal sections were cut on a vibratome (Technical Products
International, St. Louis, USA). BDA labeled MF rosettes were visualized by incubating
the sections with the avidin-biotin-peroxidase complex method (ABC) for 24-48 hrs
(Vector Laboratories, USA) and subsequently developed with DAB (0.05%, Life Tech-
nologies) as the chromogen. The vibratome sections were rinsed and post-fixed in
1% osmium tetroxide, stained with 1% uranyl acetate, dehydrated and embedded in
araldite (Durcupan ACM; Fluka, Buchs, Switzerland). Ultrathin (50-70ănm) sections
were cut on an ultramicrotome (Leica, Wetzlar, Germany), mounted on formvar-
coated copper grids and contrasted with 2% uranyl acetate and 1% lead citrate (Fluka).
For postGABA immunocytochemistry, the grids were rinsed in 0.5 M of Tris buffer
with 0.9% NaCl and 0.1% Triton X-100, pH 7.6 (TBST), and incubated overnight at
4◦C in (Sigma, 1:1500 in TBST). The grids were subsequently rinsed twice with TBST
and incubated for 1 h at room temperature in goat anti-rabbit IgG labeled with 10
nm gold particles (Aurion) diluted 1:25 in TBST. Cerebellar sections containing BDA
positive MFs were photographed using an electron microscope (Philips, Eindhoven,
Netherlands). Electron micrographs were analyzed using FIJI software.

Statistical methods
Values are represented as mean s.e.; p values of <0.05 were considered significant
and are reported in the main text. Statistical analysis was done using student's t-test,
unless stated otherwise.
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Supplementary Material

Figure S1 (Related to Fig. 1) Representative neurons in the IpN with retrograde labeling from red
nucleus (RN, Ctb Alexa 488, green) and lobule simplex (Sim, Ctb Alexa 555, red). (A) Confocal images
showing co-labeled IpN neurons (triangle) and a neighboring neuron with RN labeling only (asterisk). (B)
Confocal images showing IpN neurons with retrograde labeling from RN only. (C) Confocal images showing
an IpN neuron with retrograde labeling from Sim only.
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Figure S2 (Related to Fig. 1) eYFP labeled axonal projections in the IpN targeting regions. (A) Middle:
Overview of axonal labeling throughout mouse brain in a sagittal section. Widespread axonal labeling can
be found in the mouse in which 100 nl of AAV2-hSyn-hChR2(H134R)-eYFP was injected in the IpN nucleus.
Surrounding: High magnification images indicating axonal labeling in the thalamus (TH), red nuclei (RN),
superior colliculus (SC), vestibular nuclei (VeN), pontine nuclei (PN) and inferior olive (IO). (B) Representative
distribution of nucleocortical MF rosettes in the cerebellar cortex. Schematics show coronal sections from two
mice, throughout the regions in which dense nucleocortical MF labeling was observed. The initial IpN injection
sites are indicated in dark green contours.
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Figure S3 (Related to Fig. 4)
Robust and sustained synap-
tic transmission between nu-
cleocortical MF and cerebellar
cortical neurons. (A) Monosy-
naptic delay between MF action
potential and triggered EPSCs
in GrC and GoC. Representa-
tive traces of triggered MF action
potential, GrC EPSC and GoC
EPSC. Traces are normalized for
their amplitude and aligned to the
start of light pulse. (B) Summary
of the onset latency of the nucle-
ocortical MF action potential (n =
10), MF-GrC EPSC (n = 13), MF-
GoC and GrC-GoC EPSC (n =
9). (C) Sustained synaptic trans-
mission from nucleocortical MF in
response to repetitive stimulation.
Left: 5 repetitive traces of MF-
GrC EPSCs (gray) and the over-
laying averaged trace (red) in re-
sponse to an optogenetic train
stimulation of 20 Hz. Right: sum-
mary of first EPSC amplitude and
the ratio between the 1st and 20th
EPSC during the train stimulation.
(D) Similar to C, left: MF-GoC
EPSC in response to an optoge-
netic train stimulation of 20 Hz.
Right: summary of first EPSC am-
plitude and the ratio between the
1st and 20th EPSC during the train
stimulation.

Figure S4 (Related to Fig. 6) Filopo-
dial boutons form functional synapses
with granule and Golgi cells. (A) Rep-
resentative image of a nucleocortical MF
with filopodia protrusions in the cerebel-
lum of GlyT2-eGFP mice. (B) Inset
shows a vGlut2 positive filopodial bouton
contacting a GlyT2-GFP positive Golgi
cell dendrite (asterisk). Note that the
surrounding boutons without contacting
Golgi cell dendrites are indicated with ar-
rowheads. Bar chart quantification shows
the percentage of vGlut2 positive filopo-
dial boutons that contact Golgi cell den-
drites (21 MFs, n = 2). (C) Representa-
tive serial EM images of a BDA labeled
filopodial bouton with synaptic contacts
onto Golgi cell dendrites, as visualized
with immunogold labeling. Arrows indi-
cate synaptic contacts.
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Figure S5 (Related to Fig. 8) Optogenetic control of nucleocortical activity and behavioral output. (A)
Top left: photo current recorded from a ChR2 expressing CN neuron in response to a brief pulse of blue
light. Top right: summary of photo current density in ChR2 expressing CN neurons (n = 4). Bottom: example
traces showing that five light pulses reliably drive CN cell to fire extra action potentials. (B) Representative
CN firing pattern in vivo. The optogenetic light intensity was gradually adjusted to probe the threshold for
CN neuron direct activation (2.5 mW sub-threshold v.s. 4.5 mW supra-threshold). For eyeblink conditioning
experiments in Fig. 8, light intensity was individually adjusted such that it did not exceed the CN activation
threshold in vivo. (C) Optogenetic stimulation drives eyelid closure; 10 ms 4.5 mW, but not 2.5 mW light
stimulation directly drives eyelid closure in eyeblink conditioned mouse. Maximum light intensity did not induce
detectable eyelid movement in naïve mice. (D) Prolonged subthreshold ChR2 optogenetic stimulation does
not affect locomotion on the treadmill. Top: representative traces of running speed with/without optogenetic
stimulation; bottom: summary of mean velocity (n = 6). (E) Top left: Photo current from an Arch3.0 expressing
CN neuron in response to a brief pulse of amber light. Top right: summary of photo current density in
Arch3.0 expressing CN neurons. Bottom: Five light pulses reliably drive CN cell to fire extra action potentials.
Note the ChR2 in (A) and Arch3.0 expressing neurons in E show similar absolute current densities in our
experiments. (F) Prolonged sub-threshold Arch3.0 optogenetic stimulation does not affect locomotion on the
treadmill. Top: representative traces of running speed with/without optogenetic stimulation; bottom: summary
of mean velocity (n = 5). Data show mean ± s.e., paired student's t-tests.
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Mice MF counted MF per area (%)
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Supplementary Table 1 (related to Fig. 1)
Summary of nucleocortical mossy fiber distribution ipsilateral to the IpN injected with AAV vectors.

Fl: flocculus, PFl: paraflocculus, PM: paramedian lobule, Cop: copula pyramidis, Sim: lobule simplex.

NC + (n = 18) NC - (n = 14)

t-tests

359.4 ± 45.2 382.7 ± 39.2 0.31Soma size (µm2)

No. Primary dendrites 

Input resistance (MΩ) 

Spiking threshold (mV) 

Spiking amplitude (mV) 

Rise time (ms)

Decay time constant (ms) 

Spiking halfwidth (ms) 

AHP (mV)

4.2 ± 0.5 4.0 ± 0.3 0.60

145.5 ± 30.4 151.6 ± 25.9 0.47

-38.2 ± 1.0 -37.4 ± 1.2 0.62

44.6 ± 0.8 44.4 ± 1.3 0.68

1.0 ± 0.1 1.1 ± 0.1 0.56

2.0 ± 0.8 2.2 ± 0.9 0.58

0.3 ± 0.01 0.3 ± 0.02 0.42

-12.5 ± 0.4 -13.3 ± 0.9 0.71

Mean ± s.e. Mean ± s.e. Parameter

Supplementary Table 2 (related to Fig. 4)
Comparisons of electrophysiological properties between identified nucleocor-
tical projecting neurons (NC+) and large CN neurons without detectable nu-
cleocortical axonal projection in the IpN (NC-).
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n

Spiking threshold (mV) 

Spiking amplitude (mV) 

Rise time (ms)

Decay time constant (ms) 

Spiking halfwidth (ms)

Value

39.5 ± 6.0 

-58.3 ± 3.8

387.3 ± 29.6 

3.5 ± 1.4 

0.5 ± 0.06

3

7

7

7

7

nValue

41.3 ± 1.5 

40.4 ± 5.2 

0.3 ± 0.1 

0.4 ± 0.1 

0.3 ± 0.1

7

7

7

7

7

0.81 ± 0.1

Spontaneous firing rate (Hz) 

Supplementary Table 3 (related to Fig. 5)

Resting potential (mV) Input 

resistance (MΩ) Capacitance 

(pF)

Sag ratio

1st / 10th Spike ratio 7

Summary of the electrophysiological properties of nucleocortical MF rosettes in vitro.
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Olivary gap junction coupling facilitates 
formation of complex spike patterns

Olivary neurons, which provide climbing fibers to sagittal strips of 
Purkinje cells in the cerebellar cortex, are densely coupled by gap-junc-
tions formed by gap-junction protein delta-2 (Gjd2). This coupling can 
facilitate classical conditioning and reflex movements. In addition, 
olivary neurons tend to oscillate due to various conductances di�eren-
tially distributed across their dendritic and somatic membrane. To 
what extent these two properties interact at the systems level is still 
under debate. Here, we studied cross-correlograms of complex spike 
activity of Purkinje cell pairs in Crus I and Crus II using multiple 
single-unit recordings in awake mice. Synchronous complex spike 
activity happened at more constant delays in wildtype mice than in 
Gjd2-mutants, which lack functional gap-junctions. Moreover, only in 
wildtypes was there a consistent increase in these delays with 
medio-lateral (but not rostro-caudal) direction. Additionally, related 
complex spike activity in consecutive presumable oscillation cycles 
were less common in the mutant. Peripheral stimulation of the 
whisker-pad significantly altered the duration and amplitude of the 
cross-correlogram center-peaks and side-peaks in Gjd2 knock-outs, but 
less so in those of wildtypes. These data show that the presence of 
olivary gap junctions lead to enhanced and stabilized spatiotemporal 
patterning of complex spike activity in the cerebellar cortex, highlight-
ing the impact of electrotonic coupling on oscillatory behaviour of 
olivary neurons.

J.K. Spanke*, C. Owens*, M.M. ten Brinke, K. Voges, M. Negrello, 
L.W.J. Bosman, & C.I. De Zeeuw (In preparation)



Chapter 8

Introduction

The cerebellum is essential for sensorimotor coordination. Cerebellar cortex needs to
integrate large amounts of data via the mossy fiber - parallel fiber pathway, modulat-
ing the simple spike activity of its sole output neuron, the Purkinje cell (Thach, 1968).
One mechanism that may structure these incoming data streams are the complex
spikes, which are large action potentials triggered by the other prominent cerebellar
pathway, the climbing fiber input from the inferior olive (Eccles et al., 1966). Complex
spike firing can act as a conductor for orchestrating simple spike activity across the
cerebellar cortex, which is paramount for downstream processing at the cerebellar
nuclei (Person & Raman, 2012; Atkins & Apps, 1997; Apps & Hawkes, 2009). Recent
results show that phase of simple spike firing is indeed shaped by complex spike
firing (Badura et al., 2013). In order for a large number of inputs from the Purkinje cell
to optimally control CN firing, it has been suggested that the spatiotemporal pattern
of complex spike activity of ensembles of Purkinje cells is important for both online
control of movements (Welsh et al., 1995; De Zeeuw et al., 2011) as well as motor
learning (Van Der Giessen et al., 2008).

The pattern of complex spike activity results from a combination of factors. First,
after entering the cerebellum, single climbing fibers branch and connect with up
to ten Purkinje cells within a sagittally oriented microzone, inducing synchrony in
rostro-caudal direction (Armstrong et al., 1973a; Armstrong et al., 1973c; Armstrong et
al., 1973b; Sugihara et al., 2001). Second, inferior olivary neurons are densely electro-
tonically coupled by dendrodendritic gap junctions, further enhancing the potential
for synchrony (Llinás et al., 1974; Sotelo et al., 1974; De Zeeuw et al., 1995; Lang, 2002;
Marshall et al., 2007). Lastly, due to a unique set of conductances, neurons of the
inferior olive show sub-threshold oscillations (STO's) in their membrane potential
with frequencies ranging from 1 to 3 Hz and/or 3 to 10Hz (Llinás & Yarom, 1981;
Yarom Y. & Llinás, 1981; Llinás & Yarom, 1986; Khosrovani et al., 2007), on the beat
of which their action potentials may ride (Llinás et al., 1974; Bloedel & Ebner, 1984;
Mathy et al., 2009; Bazzigaluppi et al., 2012; Gruijl et al., 2012). To what extent the
tendency to oscillate may facilitate synchronous firing remains an open question
(Devor & Yarom, 2002a; Devor & Yarom, 2002b; Leznik & Llinás, 2005; Placantonakis
et al., 2006; Welsh, 2002). Pharmacological blockage of gap junction coupling does
not abolish olivary oscillations (Leznik & Llinás, 2005; Lang, 2002), but enhancing
the oscillatory rhythm with harmaline can enhance the level of synchrony (Llinás &
Sasaki, 1989; Lang et al., 1996; Jacobson et al., 2009). Intra-olivary coupling delays
have not been studied in great detail and it is not quite clear at the systems electro-
physiological level to what extent gap junction coupling in the olivocerebellar system
can influence the oscillatory properties and related ensemble pattern formation. So
far, cross-correlation studies of complex spike activity have largely focused on the
zero-time bin peaks in the anesthetized or non-moving preparation, trying to tackle
the mechanisms underlying synchrony (Zeeuw et al., 1996; Lang et al., 1996; Wylie et
al., 1995) or restrict themselves to non-moving periods of awake recordings (Lang et
al., 1999). It is also known that different phases of movement can recruit different sub-
sets of Purkinje cells, thereby creating dynamic patterns of complex spike synchrony
(Welsh et al., 1995).
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Here, we explore the impact of olivary coupling on oscillatory pattern formation,
as reflected at the cerebellar cortical level. Complex spike activity was analyzed for
pairs of Purkinje cells from Crus I and II, recorded in awake mice with either functional
or non-functional gap-junction protein delta-2 (Gjd2; formerly called connexin36; Long
et al., 2002; De Zeeuw et al., 2003). We found that Gjd2 is essential for consistent
delays between Purkinje cells'complex spike activity during the same or successive
olivary oscillation cycles, highlighting the impact of coupling in the olivocerebellar
system on oscillatory pattern formation in ensembles of Purkinje cells.

Results

Characterization of Gjd2 mutant and wild-type population
From simultaneous recordings made from crus I and II with a 4x8 electrode matrix
(Fig. 1A, B; see Methods), 114 Purkinje cell pairs were recorded across Gjd2-/- mouse
mutants (MT; n = 12), and 209 cell pairs were recorded across wild-type (WT) mice (n =
19; see methods). The MT and WT populations showed a similar spatial spread across
medio-lateral (0.62 ± 0.39 versus 0.65 ± 0.26 mm, respectively; p = 0.33), rostro-caudal
(0.51 ± 0.24 versus 0.57 ± 0.32 mm; p = 0.31) and dorso-ventral (495 ± 268 versus 526
± 295 µm, p = 0.82) directions, and recordings had similar durations (599 ± 279 versus
598 ± 242 s; p = 0.78). However, contrary to earlier research (Van Der Giessen et al.,
2008; Marshall et al., 2007), here the Gjd2 mutation resulted in significantly higher
complex spike firing rates than those observed in WT's (1.41 ± 0.4 versus 1.32 ± 0.37
Hz, respectively; p = 0.03). This discrepancy may be due to the use in the current
study of awake mice that were able to locomote, which has been shown to lead to
increased complex spike firing rates (De Gruijl et al., 2014; Hoogland et al., 2015).

For each cell pair, cross-correlations were computed, convoluted, and significant
regions were quantified in terms of strength (duration, amplitude, area) and timing
(delay, asymmetry) (Fig. 1C, D; see methods). To investigate complex spikes in
relation to successive olivary oscillations, we approximated the duration of a single
oscillation cycle by analyzing the intervals between successive significant peaks in
our WT data set. Across the whole population, there was a dominant prevalence
of intervals of 100 ms between significant peaks (Fig. 1E). This value is in line with
reported STO frequencies in the inferior olive, whose upper limit was reported to be
around 10-12Hz (Llinás & Yarom, 1981; Yarom Y. & Llinás, 1981; Llinás & Yarom,
1986). We therefore defined 100ms time windows for complex spikes occurring in
the same olivary oscillation (called the center peak time window, centered around
0ms delay) as well as in successive olivary oscillations (the side peak time windows,
straddling the center peak time window; Fig. 1D).

For the WT data, 149 out of the 209 cell pairs (71.3%) showed significant correla-
tions in their complex spike activity. In the MT data, this was the case for 92 out of
114 cell pairs (80.7%), which was not significantly different (p = 0.082, Fisher's exact
test). Subsequent analyses were performed on the significant cell pairs.

The individual Purkinje cells cells presented in Fig. 2 show 10-12 Hz oscillations
in their firing, as apparent from their auto-correlograms (Fig.2 B), with the WT popu-
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Figure 1 Electrophysiology and cross-correlation method. (A) Purkinje cell recordings are performed
in Crus 1 and Crus 2 of the mouse cerebellar cortex with an electrode matrix with 32 electrodes. (B) Elec-
trodes are organized in a grip pattern with four rows and eight columns, the inter-electrode distance is 305
micrometers. (C) Raw data traces of two exemplary Purkinje cell recordings (top graph) are analyzed and
time stamps of complex (tick marks above trace) and simple spikes (tick marks below trace) extracted and
binned at 1ms resolution; simple spikes are used to confirm single-unit recordings. Raw cross-correlations
(middle graph) are calculated between -300ms and 300ms delays and convolved with a mixture of gaus-
sians kernel (convolved cross-correlation, bottom graph). Resulting traces are thresholded with bootstrapped
cross-correlations (grey line) and significant peaks are detected (for details see methods section). (D) Cross-
correlograms are analyzed in time windows of 100ms, centered around 0ms delay, resulting in a center time
window for the center peak and adjacent time windows for the first side peaks N1 (centered around -100ms
delay) and P1 (centered around +100ms delay). The parameters in all three time windows were analyzed
independently. (E) Histogram of inter-peak time intervals of all correlated cell pairs of the WT population,
showing that the most frequent inter-peak interval is at 100ms.
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Figure 2 Representative cell pair examples of Gjd2 MT and WT mice. One cell pair for each genotype is
shown in detail, wild-type (left column) and Gjd2 knock-out (right column). (A) Raw trace examples of both
Purkinje cells of each pair, complex spikes are marked (tick marks above trace). (B) Auto-correlogram of both
Purkinje cells between 0 and 500ms. (C) Typical convolved cross-correlogram between delays of -300ms and
300ms for both genotypes, wild-type typically showed lower amplitudes and asymmetric center peaks flanked
by side peaks, Gjd2 knock-out showed typically stronger symmetric center peaks without side-peaks. (D)
Time-shifted convolved cross-correlogram of both genotypes, each row represents the cross-correlogram of
a 120s time window, shifted in between successive rows by 20s. It can be seen that the cross-correlograms
are dynamic over time. (E) Population average of individual Purkinje cell complex spike auto-correlograms
(like those in B).

lation average auto-correlation showing a peak at approx. 90 ms, which was more
strongly present in the MT population, which showed an additional peak at approx.
70 ms (Fig. 2E). The representative WT cell-pair expresses an asymmetric center peak
with clear side peaks in the cross-correlogram (Fig. 2, left column), whereas that of
the MT cell-pair shows only a large, symmetric center peak (Fig. 2, right column).
Note that the properties of the correlation between the complex spike activity of
Purkinje cell pairs tended to fluctuate over time, which is apparent from time-shifted
peri-stimulus time histograms (PSTHs, Fig. 2D).
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Table 1 Center peak differences in cross-correlations of spontaneous complex spikes.
Parameter WT (mean ± SD) Gjd2 (mean ± SD) p-value

Ratio [-] 91/149 = 61% 74/92 = 80% 0.0015**
Duration [ms] 25.3/ 19.8 34.6/ 18 < 0.001***

Amplitude [SD] 2.17/ 3.30 3.08/ 2.43 < 0.001***
Area [SD*ms] 54.9/ 121.8 70.3/ 70 < 0.001***

Delay [ms] 17.31/ 15.37 12.04/ 13.52 0.01*
Asymmetry [ms] 31.7/ 29.2 20.8/ 24.2 0.0095**

Stronger, less temporally precise center peaks in Gjd2-knockout com-
plex spike cross-correlograms
We first investigated complex spike activity in what we presume to be the same
olivary oscillation cycle of Purkinje cell pairs, by comparing the center peaks of the
cross-correlograms, which occurred mostly between -25ms and +25ms. By including
these and longer delays in our analysis, we were able to comprehensively quantify
not only significant peaks that were distributed symmetrically around 0ms (Fig. 1C),
but also the off-zero peaks that actually comprised the majority of the significant
within-oscillatory cycle complex spike cross-correlations (Fig. 1D, upper panel).

Significant center peaks were more pronounced in MT cell pairs in terms of
occurrence, duration and amplitude above the significance threshold, than in WT cell
pairs (Fig. 3A, Table 1). The amplitude difference is even more apparent from the
averages of the significant cross-correlation center peaks (Fig. 3B), with the mean MT
center peak exceeding the significance threshold more than twice as far as the mean
WT center peak (1.7 vs 0.75 SDs). In addition to being stronger, the timing of MT
center peaks was closer to 0ms in terms of the delay of the maximum amplitude, and
how symmetrically the area of the peak was distributed across 0ms (Fig. 3A, Table 1).

We controlled for a correlation between our cross-correlation parameters and
complex spike firing rates. We found no correlation for the WT but a significant
correlation between increasing firing rate and the longer durations (r=0.27, p=0.02)
and a trend for bigger amplitudes (r=0.23, p=0.06) for the MT. Faster firing rates
increase the odds of higher synchrony above the level of pure coincidence. This might
partially explain the bigger center peak strength in the MT. We tried to approximate
for how much the higher firing rate in the MT might contribute to the stronger center
peak by calculating the effect of the increased firing rate on the slope of the linear
correlation. An increase in firing rate of 0.09 Hz (difference between MT and WT)
would account for an increase of 1.71ms in duration (0.09Hz*19ms/Hz), 0.135std
in amplitude (0.09Hz*1.5 SDs/Hz). These values correspond to approx. 20% of the
observed actual effect size (duration effect size: 1.71ms/(34.6ms-25.3ms) = 18.4

Less pronounced side peaks in Gjd2-knockout complex spike cross-
correlograms
Next, we explored how cell pairs may behave in presumably successive olivary
oscillation cycles by comparing the side peaks of the cross-correlograms. Here we
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Figure 3 Center peak analysis for wild-type and Gjd2 knock-out Purkinje cell pairs. (A) The occurrence
of center peaks in both groups is shown in pie charts (top left panel) showing a significantly higher ratio of MT
center peaks (Fisher's exact test). The five analysis parameters of the center peaks of both populations are
shown in box-plots (Mann-Whitney U tests). In summary, the duration (top middle panel), amplitude (bottom
left panel) and the area (bottom middle panel) are significantly increased in MT cell pairs, while the delay (top
right panel) and asymmetry (bottom right panel) are significantly increased in WT cell pairs. (B) Population
average center peak for WT (blue) and MT (red) of all peaks in all correlated pairs that showed a center peak.

neglected the spatial arrangement of the cell pairs and only considered the largest
side peak (preceding the center peak, N1, or following it, P1; see methods). The
results, summarized in Fig. 4 and Table 2, show that significant side peaks did not
occur more or less often in MT cell pairs than in WT cell pairs, and did not occur at
different delays. However, WT side peaks were stronger in terms of duration and
area, accompanied by a trend in amplitude (Fig. 4, Table 2).

Table 2 Side peak analysis.
Parameter WT (mean ± SD) Gjd2 (mean ± SD) p-value

Ratio [-] 92/149 = 62% 59/92 = 64% 0.78
Duration [ms] 16.3/ 9.5 13.6/ 8.2 0.048*

Amplitude [SD] 1.08/ 0.67 0.88/ 0.59 0.065
Area [SD*ms] 13.3/ 14.3 8.9/ 9.2 0.04*

Delay [ms] 98.4/ 29.6 102.3/ 32.1 0.44

Medio-lateral distance increases timing variability in wild-type but not
mutant center peaks
To investigate the influence of spatial separation between the cells on the center and
the side peak, the cross-correlograms of all correlated pairs were plotted as a function
of the euclidean distance between the cells of each pair. Based on this distance,
irrespective of directionality, neither MT nor WT cell pairs showed any particular
preference in terms of strength or timing of the center peaks (Fig. 5A, B, all p < 0.15).
For side peaks too, cross-correlations between more proximal cells did not show more
strength than those between more distal cells, for either MT or WT data. For side
peaks too, WT cell pairs showed shorter delays in proximal cells (102 ± 30 ms, vs 87.4
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Figure 4 Side peak analysis for wild-type and Gjd2 knock-out Purkinje cell pairs. The occurrence of
side peaks in both groups (top left panel) was not different between WT and MT cell pairs. Three analysis
parameters of the side peaks of both populations are shown in box-plots. In summary, the duration (top right
panel), amplitude (bottom left panel) and area (bottom right panel) show a slight decrease in the MT, reaching
significance in the duration and area.

± 23 ms, p = 0.035; Fig. 5C, D), No differences were evident among MT cell pairs (all
p > 0.25).

Next, we differentiated between distance in the coronal and parasagittal plane, as
reflected in the distance in columns and in rows in the matrix of recording electrodes,
respectively (Fig. 6). The index of the row and column group reflects the difference
in rows or columns in between the two cells of the respective pair. Coronally, the
more medial cell of each pair was used as the cross-correlation reference, and for the
parasagittal plane, the more rostral cell of each pair was used as reference. This way,
the N1 and P1 side peaks would reflect a consistent spacial directionality.

In line with previous work (Llinás & Sasaki, 1989; Lang et al., 1999), the clearest
genotype differences were found for cell pairs that were separated on the medio-
lateral plane (Fig. 6A). In terms of the timing of the center peak, both MT and WT cell
pairs show complex spikes with short delays at low medio-lateral separation (column
group 0 in Fig. 6A). With increasing medio-lateral separation, the WT cell pairs tend
to fire with increasing delays while the MT cell pairs remain unchanged (Fig. 6A, top
right panel). These differences are absent in the analysis of row groups (Fig. 6B).

Finally, in a direct comparison between WT and MT data, strength of center
peaks was consistently higher in MT cell pairs, regardless of spatial distance. In
terms of timing, we observed similar delays between MT and WT same-column cell
pairs. While the WT data showed reduced temporal precision in off-column cell pairs,
the MT data did not, suggesting a role for Gjd2 in how complex spikes are attuned
between parasagittal zones. Parasagittal distance, that is distance in terms of rows,
did not show an interaction with the differences in timing between MT and WT cell
pairs.

We subsequently combined the euclidean distance with the separation into column
groups to see where significant peaks show and found side peaks were most priminent
at small medio-lateral distances in column groups 0, 1, and 2 in the WT cell pairs (Fig.
6C). Several pairs seemed to align their significant side peaks at a delay of approx. 90
ms. The more distant column groups showed a less defined center peak as well as
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Figure 5 Cross-correlations for wild-
type and Gjd2 knock-out as function
of euclidean distance. (A, B) Single
pair cross-correlograms are shown for
both wild-type (A) and Gjd2 knock-out
(B) in between time shifts of -200ms to
+200ms (x-axis) and euclidean distances
between 300µm and, 2000µm. Only sig-
nificant peaks of each cell pair are in-
serted in a 2D matrix (oriented with the
bigger side peak (N1 or P1) to positive
delays) and after that the whole matrix is
convolved with a 2D-kernel (details, see
methods). For the wild-type the pop-
ulation is separated into close-by pairs
(<=900µm euclidean distance) and dis-
tant (>900µm euclidean distance) pairs,
the band of aligned side peaks in the
close-by sub-population is indicated by a
green-shaded box in Fig. 7a. (C) Normal-
ized cross-correlograms of the close-by
(<=900µm euclidean distance) and dis-
tant (>900µm euclidean distance) sub-
populations of correlated wild-type pairs,
showing a clear side peak at a delay of ap-
prox. +90ms in the close-by group (cross-
correlograms of single pairs are indicated
by green-shaded box in A). (D) As in C,
but for correlated mutant cell pair, here
not showing a clear side peak.

less alignment and amplitude in the side peak. Interestingly, the P1 side peak was
more pronounced than the N1 side peak, suggesting a potential directional preference
in which Purkinje cells fire complex spikes, i.e. from medial to lateral. The MT data
(Fig. 6D) showed a clear absence of the side peak at either side while the center peak
was stronger in amplitude. Those few cell pairs that showed significant side peaks
seemed less aligned at fixed delays. Additionally, the amplitude of these timebins
was smaller in MT than in WT cell pairs.

Stronger stimulation-evoked correlations in mutants than in wild-types
To further explore the increased complex spike synchrony in Gjd2-mutants, we calcu-
lated cross-correlograms during periods of 1 Hz air puff stimulation on the whisker
pad and compared it to periods of spontaneous activity for both MT and WT mice.
We analyzed recordings from 44 MT and 66 WT cell pairs that contained sufficient
data for both spontaneous as well as stimulated data (Fig. 7, see methods).

In the WT data, center peaks showed no significant differences in strength and
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Figure 6 Separation into column groups and row groups of MT and WT cell pairs. (A) The WT (blue)
and MT (red) data are split up based on the distance between Purkinje cells in terms of electrode matrix
columns, reflecting medio-lateral distance. Within genotype comparisons of center-peak properties were
made between column group 0 and each other column group, with asterisks indicating significance for WT
(blue) cell pairs (there were no significant differences for the MT group). Black asterisks denote between
genotype comparisons at each column group. (B) Similar to A, here separating the data on the distance
between Purkinje cells in terms of electrode matrix rows, reflecting rostrocaudal distance. (C, D) Single pair
cross-correlograms of the column groups are shown for both WT (C) and MT (D) cell pairs, in between time
shifts of -200ms to +200ms (x-axis) and euclidean distances between 300µm and, 2000µm. Only significant
peaks of each cell pair are inserted in a 2D matrix and after that the whole matrix is convolved with a 2D-kernel
(see methods).
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Figure 7 Correlation of spontaneous
and stimulated complex spike activ-
ity for wild-type and Gjd2 knock-out
cell pairs. Cross-correlograms of sepa-
rate epochs of the stimulated and spon-
taneous condition are analyzed for both
genotypes, resulting in four groups. For
both center peak (left column) and side
peak (right column), amplitude (top row),
duration (middle row), and delay (bot-
tom row) are shown for each of these
groups. Statistical comparisons are
done between the identical genotypes
across conditions (Wilcoxon ranked-sum
test) and between the identical conditions
across genotypes (Mann-Whitney U test).

timing between spontaneous and stimulation-evoked complex spikes (Fig. 7; Table 3).
However, in MT cell pairs, center peaks were more concentrated in the stimulation
data, as apparent from an increase in amplitude (p = 0.039; Table 3), and a decrease
in duration (p = 0.027) relative to spontaneous MT data. For the side peaks, there
was a significant reduction in the delay in both the WT and MT stimulation data
compared to spontaneous data. In the MT data, this effect was accompanied by a clear
increase in amplitude (p < 0.001; Fig. 7; Table 3) and, together with an upward trend
in duration (p = 0.074), a clear increase in area (p < 0.001). Together, these results
suggest olivary responsiveness was more sharply affected by the stimulus in the MT
population than in that of the WT.

In the MT but not WT data, side peaks showed substantially higher amplitudes
during stimulation than during spontaneous activity (MT: p < 0.001; WT: p = 0.84; Fig.
7; Table 3). For both mouse groups, side peaks occurred at reduced delays during
stimulation compared to spontaneous activity, although this difference did not reach
significance for WTs (MT: p = 0.046; WT: p = 0.066, Table 3). Together, these results
suggest olivary responsiveness was more sharply affected by the stimulus in the MT
population than in that of the WT.
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Table 3 Center and side peak properties based on spontaneous
and stimulation-evoked complex spikes.

WT (median ± SD)
Center peak Spont. Stim. p-value

Duration [ms] 18 ± 23 21 ± 17 0.45
Amplitude [SD] 1.3 ± 3.3 2.4 ± 3.7 0.15

Delay [ms] 9.5 ± 15.4 16 ± 14.3 0.74
Side peak

Duration [ms] 12 ± 11 9 ± 8.4 0.078
Amplitude [SD] 1.02 ± 0.99 0.85 ± 1.16 0.84

Delay [ms] 97 ± 25.3 69 ± 27.8 0.066
MT (median ± SD)

Center peak Spont. Stim. p-value
Duration [ms] 42 ± 20 30 ± 13 0.027*

Amplitude [SD] 2.4 ± 2.9 3.8 ± 3.5 0.039*
Delay [ms] 5 ± 13.8 5.5 ± 13.8 0.3
Side peak

Duration [ms] 11 ± 9.4 17 ± 9.2 0.099
Amplitude [SD] 0.68 ± 0.6 1.53 ± 1.79 <0.001***

Delay [ms] 106 ± 32.7 70 ± 28.2 0.046*
MT vs WT (p-value)

Center peak Spont. Stim.
Duration [ms] 0.033* 0.049*

Amplitude [SD] 0.059 0.007**
Delay [ms] 0.53 0.049*
Side peak

Duration [ms] 0.17 0.014*
Amplitude [SD] 0.058 0.13

Delay [ms] 0.31 0.94

Zero-lag Pearson correlation approach of synchrony

Previous studies exploring complex spike synchrony across the cerebellar cortex,
both in anesthetized (Llinás & Sasaki, 1989; Blenkinsop & Lang, 2006) and awake
non-moving preparations (Lang et al., 1999), focused on cross-correlations within
a millisecond range around complex spike activity, also called zero-lag synchrony.
The levels of zero-lag synchrony were calculated in the current data and compared
to the results here presented. As could be expected, longer delays of the center
peak maximum amplitude related to lower zero-lag synch, as did larger center peak
asymmetry (Fig. 8). Importantly, these effects were more robust in WT (delay: r =
-0.38, p < 0.001; asymmetry: r = -0.39, p < 0.001) than in MT data (delay: r = -0.22, p =
0.068; asymmetry: r = -0.31, p = 0.01), suggesting that particularly in WT data, zero-lag
synchrony may disregard substantial relevant cross-correlation. Indeed, while in the
MT there is a significant correlation between zero-lag synchrony and center peak area
(r = 0.28, p = 0.015, data not shown) and a clear correlation trend with center peak
amplitude (r = 0.21, p = 0.079), there was a complete lack of correlation between these
parameters in the WT data (area: r = 0.03, p = 0.8; amplitude: r = 0.07, p = 0.53, data
not shown). Thus, given the striking prevalence of off-zero cross-correlation in WT
cell pairs, the more elaborate cross-correlation approach outlined in the current work
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Figure 8 Comparison with a zero-lag synchrony approach. Scatterplots plotting the correlation coeffi-
cients from the zero-lag synchrony approach against the parameters from the approach in the current study
are made and their correlations analyzed with a linear regression. Scatterplots with the two parameters delay
(left panel; WT: Pearson r = -0.38; p<0.001, MT: Pearson r = -0.22; p=0.068) and asymmetry (right panel;
(WT: Pearson r = -0.39; p<0.001; MT: Pearson r = -0.31; p=0.01) are shown, indicating significant correla-
tions between the zero-lag synchrony correlation result and our parameters delay and asymmetry for both
genotypes.

may prove a fruitful alternative to the zero-lag synchrony approach in the pursuit of
a complete understanding of how two Purkinje cells synchronize their complex spike
activity.

Discussion
Inferior olivary neurons heavily express Gjd2 (Condorelli et al., 1998; Belluardo et
al., 2000), which is required for formation of functional gap junctions in the olivary
network (De Zeeuw et al., 2003). Gap junctions in the inferior olive were discovered
more than 40 years ago (Llinás et al., 1974; Sotelo et al., 1974) and their functional
properties have been studied extensively ever since (Llinás & Yarom, 1981; Yarom Y. &
Llinás, 1981; Llinás & Yarom, 1986). In addition, STO's have been one focus of interest;
it was found that phases and amplitudes of olivary neurons can change together, but
this relationship is dynamic rather that static and can change over time depending on
the speed and sequence of movements (Devor & Yarom, 2002b; Jacobson et al., 2009).
The absence of gap junctions leaves a relatively mild behavioral phenotype, which
becomes more apparent under locomotion or demanding experimental conditions
such as learning and adaptation (Kistler et al., 2002; Van Der Giessen et al., 2008; De
Gruijl et al., 2014). The present study suggests that the temporal and spatial structure
in complex spike signals of the cerebellar cortex (resulting from largely decoupled
olivary neurons) may contribute to reduced neuroplasticity, and thereby reduced
behavioral flexibility, in Gjd2 mutants. These systems level physiological findings
contribute to behavioral phenotypes under demanding experimental conditions (Van
Der Giessen et al., 2008; De Gruijl et al., 2014).

The present results used cross-correlograms between delays of -250ms and +250ms
of wild-type and Gjd2 knock-out mice and highlighted the occurrence, shapes, and
position of significant peaks. These peaks are described with the help of several
parameters and statistically compared across different conditions and genotypes.
Cross-correlations have been used in several studies to analyze complex spike syn-
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chrony effects in the cerebellar cortex. Although many studies have focused on the
0ms timebin in cross-correlograms (investigating what happens simultaneously =
< 500µs delays) in anesthetized (Llinás & Sasaki, 1989; Lang et al., 1996; Marshall
et al., 2007) and awake animals (Lang et al., 1999), few studies looked at full cross-
correlograms over hundreds of milliseconds (Bell & Kawasaki, 1972; Wise et al., 2010).
To our knowledge, the present study is the first to quantify cross-correlation effects in
detail over successive olivary oscillation cycles and as a result has captured important
functional consequences.

How does Gjd2 influence temporal dynamics of complex spikes?
Here we presented data showing that, by removing Gjd2, cells act in a more inde-
pendent fashion, as is expected if the Gjd2 protein is to be necessary for functional
gap junctions between olivary neurons, which allows their depolarization state to
spread. We observed firstly that reduced coupling between olivary neurons results
in more symmetric and stronger simultaneous (center peak) correlations in the MT
cell pairs. In a normally functioning olive, small consistent delays (< approx. 20ms)
make different olivary neurons fire with a fixed offset in the same oscillation cycle.
When this happens consistently, non-centric peaks emerge in the center peak time
window. We observed this effect in the WT, but not in the MT, which implies that
gap junctions may be necessary for these small but consistent delays in Purkinje
cells’ complex spike activity in the cerebellar cortex. This is in agreement with earlier
studies that report reduced alignment and temporal precision of olivary spikes to
preferred firing windows in the Gjd2 MT (Bazzigaluppi et al., 2012). We also observed
shorter durations of the side peak of MT mice (accompanied by a trend for reduced
amplitudes), as well as poorer temporal alignment in their distribution compared to
WT cell pairs. This would suggest a reduced consistency in fixed delays of olivary
spiking may also hold during successive olivary oscillation cycles.

How does Gjd2 influence excitability of olivary neurons?
Whisker stimulation responsiveness of single olivary neurons is increased in MT's
compared to WT's cell pairs. A higher ratio of MT cell pairs showed center peaks,
which had longer durations and higher amplitudes than WT cell pairs. These results
are in line with previous studies, suggesting an increased excitability in olivary
neurons lacking Gjd2 caused by increased calcium currents (De Zeeuw et al., 2003) or
less gap leakage currents (De Gruijl et al., 2012). The side peak in MT cell pairs had
highly increased amplitudes and a trend towards longer durations, both combined
resulting in an increased area. This is in line with an earlier study that reports
increased number of complex spike doublets in the MT (Van Der Giessen et al., 2008).
On the other hand, these results seem to be at odds with earlier studies investigating
the zero-lag synchrony in complex spikes in Gjd2 MT and WT mice, reporting reduced
complex spike synchrony in the MT (Marshall et al., 2007).

We would like to emphasize that, even though the animal genotypes are identical,
the recording conditions as well as the data processing steps in this article are different
from the Marshall et al., paper (2007). In the latter study, animals were recorded under
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anesthesia and all Purkinje cells were located in the superficial Purkinje cell layer in
the cerebellar cortex. We were interested in how far their results could be translated
to awake and behaving animals and how Purkinje cells within the folded cerebellar
cortex would fit into the existing picture. Since both the awake state (Bengtsson
& Jörntell, 2007) as well as the more complex spatial orientation of the cell pairs
have most likely introduced more variability in the synchrony results, we decided
to take a look at full cross-correlograms of complex spikes, accounting (and partially
compensating) for temporal jitter by using a convolution kernel. In doing so, we
aimed to find sequences of complex spike events across the cerebellar cortex and
investigate how these sequences are influenced by olivary gap junctions.

The lack of Gjd2 could also mean that incoming current cannot flow to neighboring
olivary neurons. If the input-receiving neuron is excited for a longer time it may
increase the chance of firing two spikes in successive olivary oscillation cycles. Indeed,
an increased occurrence of complex spike doublets in the Gjd2 MT was observed (Van
Der Giessen et al., 2008).

Another result that supports increased excitability in olivary neurons lacking
Gjd2 is based on the fact that the direct projection from the cerebellar nuclei to the
inferior olive is inhibitory while the indirect projection (via the mesodiencephalic
junction (MDJ)) is excitatory. Lesioning the direct projection removes the inhibitory
input coming from the cerebellar nuclei, which results in a strongly coupled Olivary
ensemble that is difficult to depolarize (de Zeeuw et al., 1989; De Zeeuw & Ruigrok,
1994; Ruigrok & Voogd, 1995). This is in line with pharmacological studies showing
that inferior olivary neurons exhibit synchrony also under blockage of its inputs.
While blockage of excitatory input (with the glutamate-antagonist NBQX) reduced
the complex spike firing rate by 50%, it actually elevated the parasagittal stripes of
synchrony in the cerebellar cortex (Lang, 2001). Blockage of inhibitory input however
(with the GABA-antagonist Picrotoxin) abolished the pattern of parasagittal stripes in
the cerebellar cortex, by that increasing the overall synchrony (Lang, 2002).

In combination with recent results reporting that inhibitory input to the inferior
olive directly influences the coupling coefficients between olivary neurons (Lefler
et al., 2014), it is plausible that inhibitory input to the olive can directly decouple
ensembles of olivary neurons. An inactivation of the gap junctions could then have
a similar effect of highly uncoupled olivary cells, which could lead to more easily
excitable olivary neurons shown here.

How do increased complex spike firing rates in MT's influence systems
level function?
We observed a significantly higher complex spike firing rate in our MT population
compared to our WT population. Earlier studies found no differences between these
genotypes under awake conditions (Van Der Giessen et al., 2008; De Gruijl et al.,
2014) and even significantly lower firing rates in the MT under anesthesia (Marshall
et al., 2007). Since the MT results correlated significantly with the firing rate, we
calculated the potential influence of the firing rate on the found results. We found
that the increased firing rate could explain approx. 20% of the increased effect size.
We conclude that the remaining difference indeed results from structural differences
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in the inferior olive, that are induced by the genetic manipulation.
Another result that supports increased excitability in olivary neurons lacking Gjd2

is based on the fact that the direct projection from the cerebellar nuclei to the inferior
olive is inhibitory while the indirect projection (via the mesodiencephalic junction
(MDJ)) is excitatory. Lesioning the direct projection removed the inhibitory input
from the cerebellar nuclei, which resulted in a strongly coupled olivary ensemble that
was difficult to depolarize (de Zeeuw et al., 1989; De Zeeuw & Ruigrok, 1994; Ruigrok
& Voogd, 1995). This was in line with pharmacological studies showing that inferior
olivary neurons exhibit synchrony also under blockage of its inputs. While blockage
of excitatory input (with the glutamate-antagonist NBQX) reduced the complex spike
firing rate by 50%, it actually elevated the parasagittal stripes of synchrony in the
cerebellar cortex (Lang, 2001). Blockage of inhibitory input however (with the GABA-
antagonist Picrotoxin) abolished the pattern of parasagittal stripes in the cerebellar
cortex, increasing the synchrony overall (Lang, 2002). In combination with recent
results reporting that inhibitory input to the inferior olive directly influences the
coupling coefficients between olivary neurons (Lefler et al., 2014), it is plausible that
inhibitory input to the olive can directly decouple ensembles of olivary neurons. An
inactivation of the gap junctions could then have a similar effect of highly uncoupled
olivary cells, which could lead to more easily excitable olivary neurons shown here.

How does distance influence the results?
We found no difference in duration, amplitude and area in the rostro-caudal nor in
the medio-lateral direction when considering correlation strength. However when
comparing MT and WT cell pairs, we do see stronger responses in all three parameters
in the majority of comparisons. When considering the temporal precision with a
coupled olive we observe increasing but consistent delays between complex spike
firing in the medio-lateral direction, which become apparent from non-centered peaks.
This effect is absent in the rostro-caudal direction or in the uncoupled olive.

Earlier results observed strongly increased complex spike synchrony almost ex-
clusively in the medio-lateral direction (Llinás & Sasaki, 1989; Sasaki et al., 1989;
Lang et al., 1996; Lang et al., 1999; Lang, 2001; Lang, 2002; Lang, 2003; Blenkinsop
& Lang, 2006; Lang et al., 2006). We cannot confirm this effect, instead reporting
a mixed picture with single coupled cell pairs at virtually all possible orientations
with correlation peaks at various strengths or delays. At the population level, certain
orientations do represent stronger effects than others, most of which are in line with
above mentioned studies, but the effects we observed are weaker and more spread out.
A number of factors may have contributed to this result. First, our recordings were
made in awake behaving animals, which is likely to introduce more variability than
studes done on anesthetized animals or in awake ones under exclusion of time epochs
of locomotion (Lang et al., 1999). Second, our temporal region of interest was much
broader than that of previous work, making comparisons with previous studies less
straightforward. Third, most of the previous work focused on superficial cerebellar
cortical layers, while our recordings were made across the entire depth of crus I and II,
likely increasing the variability observed in our data. Lastly, our mouse preparation
may have lead to larger relative distances between cell pairs, compared to most of
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the previous work done in rats with comparable distances between electrodes. These
factors should all be considered when drawing comparisons between the current
study and previous work.

How does whisker stimulation influence complex spike firing patterns?

The increased excitability of Olivary neurons should be even more pronounced when
common input is received by the inferior olive. This should happen during sensory
input as well as motor output. Increased complex spike synchrony has been shown
under electrical stimulation in motor cortex (Lang, 2002) as well as during spontaneous
movement (Ozden et al., 2009; Hoogland et al., 2015; Tsutsumi et al., 2015). In our data
we observed an increased responsiveness of olivary neurons to stimulated airpuff
events especially in the MT population. A higher ratio of MT cell pairs showed center
peaks, which had longer durations and higher amplitudes than WT cell pairs.

When we consider the stimulation effect on each genotype separately we see that
MT center peaks get even sharper under stimulation, as can be seen from increased
amplitude and decreased duration values; stimulation induced no significant differ-
ences in the WT. This effect is even stronger in the side peak: stimulation forces the
MT cell pair to fire an additional spike in the successive oscillatory cycle; this spike
is fired at short and consistent delays; this effect is again absent in the WT. These
results are in line with previous studies, suggesting an increased excitability in olivary
neurons lacking Gjd2 caused by increased calcium currents (De Zeeuw et al., 2003)
or less gap leakage currents (De Gruijl et al., 2012). The side peak in MT cell pairs
had highly increased amplitudes and a trend towards longer durations. This is in line
with an earlier study that reports increased number of complex spike doublets in the
MT (Van Der Giessen et al., 2008).

Effects outside exact synchrony

We also conclude, that the zero-lag synchrony parameter does not capture all meaning-
ful effects of Purkinje cell function. small but consistent delays between complex spike
firing of two cells cannot be detected by this approach. Beside that, small variations
in response times, resulting in a temporal jitter between complex spike signals can
potentially diminish the correlation. We overcame these issues by analyzing full cross-
correlograms within several olivary oscillation cycles. Beside that we compensated
for small variabilities by using the convolution kernel, which combines neighboring
timebins. The analysis of full cross-correlograms is essential in order to capture the
delays of chemical and electrical synapses, which induce delays of 1 to 5 milliseconds
(Kandel et al., 2013; Goyal & Chaudhury, 2013). The delay of electrical synapses is
mainly caused by the conductance of the gap junctions and the post-synaptic capacity
(Bennett, 1997; Bennett & Zukin, 2004).
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How does coupling influence olivary oscillations?
Single olivary neurons express subthreshold oscillations in frequencies between 1-1
OHz, which influences the probability of spiking during the rising slope and peak of
the oscillation. This results in preferred firing windows in single oscillatory cycles
(Llinás & Yarom, 1981 ; Yarom Y. & Llinás, 1981 ; Llinás & Yarom, 1986; Bazzigaluppi
et al., 2012; De Gruijl et al., 2012). The subthreshold oscillations of neighboring olivary
neurons are coupled by gap junctions, which can synchronize their individual STO's
and promote synchrony in their elicited spikes (Llinás et al., 1974; Sotelo et al., 1974).
It is still under debate, if these two olivary properties are independent or if they
influence each other. Assuming both properties are independent, we would expect to
find unaltered STO properties in the absence of gap junctions. If they are dependent
on each other, we would expect to find altered STO properties. In our view, this
analysis does not necessitate multiple cell analysis, but can also be investigated at the
single-cell level. A coupled neuron would be influenced by its neighbors, with which
it would exchange current via its gap junctions. This current flow would be likely to
influence its subthreshold oscillations toward shorter or longer oscillations, by that
potentially advancing or delaying an olivary spike; both seem possible depending on
the filtering properties of gap junctions. We found a second auto-correlogram peak
for the MT Purkinje cells at approx. 70 ms (Fig. 2E). This reflects shortened complex
spike delays in the absence of gap junctions, which would correspond with faster
STO frequencies. A coupled network might therefore provide a huge sink, which
could absorb and distribute incoming current, by that holding back single olivary
neurons from spiking and recruiting them in the network. This would also be in
line with our observation of an increased peak amplitude in the MT population (Fig.
4E), and in the overall increased complex spike firing rate of our MT population.
Taken together, these results hint in the direction that coupling is not essential for
the expression of STO's, but STO properties do get modulated by it. It therefore
seems unlikely that subthrehold oscillations and olivary coupling are completely
independent phenomena.

Conclusion
It has been found that local electrical stimulation in the cerebellar cortex as well as
optical stimulation in Channelrhodopsin infected Purkinje cells trigger local rebound
complex spikes after short delays which support the closed-loop theory (Llinás &
Sasaki, 1989; Lang et al., 1996; Jörntell et al., 2000; Chaumont et al., 2013). Different
modules could be dynamically controlled based on the current state of the animal and
coordinate motor output (Welsh et al., 1995; Garwicz et al., 1998; Lefler et al., 2014;
Devor & Yarom, 2002a). As shown here diverging climbing fiber signals orchestrating
the cerebellar cortex via complex spikes are essential to output control to the cerebellar
nuclei (Lang & Blenkinsop, 2011; Person & Raman, 2011; Person & Raman, 2012) and
later cerebellar output. Our data therefore supports a crucial role of Gjd2 in the
synchronization of olivary neurons. It is essential for the dynamic spatiotemporal
compartmentalization of olivary neurons and orchestration of consistent delays in
complex spike activity.
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Methods

Subjects
For the current study, 12 Gjd2-/- global knockout mutant mice (MT) were used, as well
as 19 wild-type (WT) mice, of which 8 mice were Gjd2 littermates (C57bl6 background,
regularly crossed back), and 9 mice were L7-∆γ2 wild-type littermates (also C57bl6
background). The latter control mice were part of a separate cohort of L7-∆γ2 mice,
in which the Purkinje cells of mutants lack a γ2-subunit of the GABAA receptor (Wulff
et al., 2009). In brief, we used crossings of mice in which the gene for the regulatory
subunit (γ2) was flanked by loxP sites (Zeng et al., 2001) with transgenic mice express-
ing Cre under control of the L7 promoter (Barski et al., 2000). All three non-mutant
groups were used, i.e. L7-Cre-/-∆γ2+/+, L7-Cre-/-∆γ2f/f, and L7-Cre+/+∆γ2-/- mice.
We combined these groups into our wild-type groups to gain power for our analyses.
A cluster algorithm was used to control for result deviations due to the mutation. We
found that the majority of MT mice clustered and separated from the majority of WT
mice. Both types of wild-type mice were mostly intermingled (Fig. 9). We therefore
conclude that no bias is introduced due to the genetic types of our WT group. All
mice were 20-25 weeks of age, were kept at a regular 12:12 hour light/dark cycle, and
carried a body weight of 22-25 g during recordings. All experimental procedures were
approved by the institutional animal welfare committee as required by Dutch law.
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Gjd2 knockout (MT)
Gjd2 wild-type littermate (WT)
L7�γ2 wild-type littermate (WT)

Figure 9 Cluster analysis of genotypes. A cluster analysis was applied on various parameters and results
for details see methods). The resulting dendrogram presents that most MT data is separated from the WT
data and that WT data of both types are mostly intermingled.

Surgery
The surgery and recovery procedure was similar to that used in Bosman et al., (2010).
In brief, mice received a magnetic pedestal that was attached to the skull above bregma
using Optibond adhesive (Kerr Corporation, Orange, CA) under isoflurane anesthesia
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(2-4% V/V in O2). A craniotomy was performed on the occipital bone under isoflurane
(4% V/V in O2) and local lidocaine (approx. 1 µg applied to the skull). Post-surgical
pain was treated with carprofen (5 mg/kg, injected subcutaneously) and lidocaine
(approx. 1 µg applied to the wound). After surgery, mice were allowed to recover at
least three days prior to habituation to the setup and electrophysiological recordings,
as described previously (Bosman et al., 2010).

Electrophysiology
Single-unit recordings were made using quartz-coated platinum/tungsten electrodes
(2-5 MΩ, outer diameter = 80 µm, Thomas Recording, Giessen, Germany). The
electrodes were placed in an 8x4 matrix (Thomas Recording) (Fig. 1B), with an
inter-electrode distance of 305 µm over Crus 1 and Crus 2 ipsilateral to the airpuff
stimulation (Fig. 1A). All recordings were made at a minimal depth of 500 µm to avoid
unstable recordings. The electrophysiological signal was digitized at 25 kHz, using a
30-6,000 Hz band-pass filter, 22x pre-amplified and stored using a RZ2 multi-channel
workstation (Tucker-Davis Technologies, Alachua, FL). Spikes were detected offline
using SpikeTrain (Neurasmus BV, Rotterdam, The Netherlands) or a custom program
written in Labview (National Instruments, Austin, TX). We identified Purkinje cell
activity by the presence of both complex spikes and simple spikes. Complex spikes
were recognized based on their downward (molecular layer) or upward (Purkinje cell
and granular layer) deflection as well as their waveform including the presence of
spikelets following the initial sodium spike. For each recording, we constructed a
histogram of simple spike time stamps triggered by complex spike time stamps. We
accepted a recording as a single unit if the first 7 ms following a characteristic complex
spike were devoid of simple spikes. Further analysis was exclusively done on single
unit Purkinje cell recordings that had a clear signal-to-noise ratio. Cross-Correlation
analysis was exclusively done on cell pairs which were recorded for a period of at
least 200s.

Data analysis
For the cross-correlations, the complex spike timestamps from both cells were binned
into binary spike vectors at 1ms precision (‘‘raw data’’), value ‘‘1’’ denoting the onset
of a complex spike in the respective time bin, value ‘‘0’’ no onset of a complex spike
(Fig. 1C). Cross-correlations were calculated in Matlab (MATLAB R2011a Version
7.12 and Statistics Toolbox Version 7.5, The MathWorks, Inc., Natick, Massachusetts,
United States) using the function ‘‘crosscorr’’, normalized by the complex spike count
of both input cells [(NCS_Cell1*NCS_Cell2)0.5]. The cross-correlation was convolved with a
‘‘mixture of gaussians’’ kernel, consisting of three individual gaussian kernel functions
having the halve widths 11ms, 16ms and 24 ms; normalized to the area 1 (function 1a).
After the convolution, we received the convolved cross-correlogram (‘‘conv data’’),
which was used for all analyses.

Significance was determined by using the bootstrap method. For this the inter-
spike intervals ISICS were calculated from the complex spike timestamps of each cell in-
dividually (function ‘‘diff’’), their sequence randomized (function ‘‘randperm’’) and re-
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transformed in successive timestamps (function ‘‘cumsum’’). The cross-correlogram
was calculated in an identical way as described above for the original data. The
bootstrap was iterated 500 times per cell and the 97.5 percentile was determined
individually per cross-correlogram timebin as confidence interval threshold to assess
significance.

Cross-correlogram time bins were evaluated between delays of -250ms to 250ms
for crossing of the threshold. If the number of significant time bins exceeded the
expected number of time bins that should occur by chance (2.5% of 501 time bins =
12.53 => rounded up to 13 time bins), the cell pair was deemed as being correlated
significantly. All significant time bins were combined into successive epochs; only
those epochs being 5ms or longer were considered for further analysis (‘‘peaks’’).
The data was separated into time windows of 100ms, because the oscillations in the
inferior olive were approximated to be 10 Hz in our data (reasoning in main text). The
time window of the center peak was defined between -50ms <= delay <= 50ms. The
first side peak to both sides was defined as P1 at 50ms < delay <= 150ms and N1 at
-150ms <= delay < -50ms (Fig. 1D).

In each time window, the peaks were evaluated separately by assessing different
parameters of each peak:

Duration – measured as the number of significant timebins in all peaks in the
respective time window (Fig. 1C, #1). This parameter shows the span of delays at
which the two cells show significantly correlated complex spikes. It can be interpreted
as temporal accuracy of the correlation or stability of the coupling. A less strongly
coupled pair is supposed to show less temporal accuracy in between its events and
therefore tend to show a lower and wider peak.

Amplitude – measured as the maximum amplitude in the unit standard deviations
(std) of all time bins in the respective time window, subtracting 1.96 stds to consider
only the amplitude exceeding the threshold (Fig. 1C, #2). This parameter measures
the amplitude of the peak maximum and can be interpreted as the strength of the
correlation at its single strongest delay (partially accounting for temporal jitter by the
convolution kernel).

Area – sums the amplitude of all significant time bins in all peaks in the respective
time window (Fig. 1C, #3). This parameter represents the overall magnitude of the
correlation strength in a combined fashion of parameters 1 and 2.

Delay – measures the location of the maximum amplitude peak relative to zero
(Fig. 1C, #4). This parameter can be interpreted as delay of the most frequently
occurring complex spike pair of the two cells.

Asymmetry – The absolute difference between the onset and the offset of the most
centered peak in the respective time window (Fig. 1C, #5). This parameter measures
to which extent the peak is symmetric around zero or leaning away from zero towards
positive values (meaning that cell 2 leads over cell 1) or negative values (meaning that
cell 2 leads over cell 1). This can be interpreted as measurement of the two cells being
equally coupled in both directions or being stronger coupled from cell 1 to cell 2 than
vice versa.

In a sub-set of experiments, airpuffs were delivered to the peripheral whisker
field as a stimulus at fixed frequencies of 0.25Hz or as pseudo-random distributions of
0.25Hz. For all airpuff blocks of data, the data was separated into two conditions: the
‘‘stimulated conditions’’, comprising all complex spike events between each airpuff
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stimulus and 400ms after, and the ‘‘spontaneous condition’’, comprising the remaining
data. The time limit of 400ms after each airpuff stimulus was determined by testing
Peri-Stimulus Time Histograms (PSTH's) for complex spike peaks of modulation,
which we found reaching up to 300ms after the stimulus. Confidence intervals
were calculated for both conditions separately; paying attention for the stimulated
conditions that equal-sized valid time windows were correlated of the two cells. For
further analysis of the stimulated condition, only cell pairs which were recorded
together for at least 30 air-puffs were considered.

For the time-shifted PSTH plots (Fig. 2C), time windows of 120s were used per
single row, which was pushed forward by 20s in between successive rows. For each
time window the cross-correlogram was calculated individually as described above.

For the distance cross-correlograms (Fig. 5, 6C, D), we inserted all peaks (x-axis) at
their respective euclidean distance (y-axis) with their respective amplitude parameter
value in a matrix (resolution: x-axis 1ms, y-axis 1µm). After adding all significantly
correlated cell pairs per genotype, we convolved the matrix with a two-dimensional
gaussian kernel with half-width 20ms (x-axis) and 12µm (y-axis), normalized to
volume 1.

Continuous variables in the notation ‘‘x ± y’’ refer to x being the population mean
and y being the population standard deviation. For statistics, we used Fisher Exact
Tests for dichotomous variables and Mann-Whitney tests for continuous variables if
not further mentioned. Significance was determined at confidence intervals of 5% (*),
1% (**) and .1% (***).

Cluster analysis was performed using PAST software (Hammer et al., 2001). First,
we normalized all quantifiable parameters (complex spike firing rate cell 1, complex
spike firing rate cell 2, center peak amplitude, center peak duration, center peak area,
center peak delay, center peak asymmetry, side peak amplitude, side peak duration,
side peak area, side peak delay) to values between 0 and 1. Next, we performed a
cluster analysis using Ward's method (with 1,000 bootstraps).
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Conditioned climbing �ber responses
in cerebellar cortex and nuclei

The eyeblink conditioning paradigm captures an elementary form of 
associative learning in a neural circuitry that is understood to an 
extraordinary degree. Cerebellar cortical Purkinje cell simple spike 
suppression is widely regarded as the main process underlying condi-
tioned responses (CRs), through disinhibition of neurons in the cerebel-
lar nuclei that innervate eyelid muscles downstream. However, recent 
work highlights the addition of a conditioned Purkinje cell complex 
spike response, which at the level of the interposed nucleus seems to 
translate to a transient spike suppression that can be followed by a 
rapid spike facilitation. Here, we review the characteristics of these 
responses at the cerebellar cortical and nuclear level, and discuss 
possible origins and functions.

M.M. ten Brinke, H.J. Boele, & C.I. De Zeeuw (Submitted)



Chapter 9

The Purkinje cell CR: simple spike suppression
Over the past decades, research on Pavlovian eyeblink conditioning has established
the necessity of specific regions in the cerebellar cortex and nuclei for the acquisition
of well-timed conditioned behavior (Clark et al., 1984; Yeo et al., 1984, 1985a, b;
McCormick & Thompson, 1984a, b; Berthier & Moore, 1986; Hesslow & Ivarsson, 1994;
Yeo & Hesslow, 1998; Green & Steinmetz, 2005; Kotani et al., 2006; Jirenhed et al.,
2007; Halverson et al., 2015; ten Brinke et al., 2015). As the conditioned stimulus (CS,
e.g. a light or a tone) is paired with the unconditional stimulus (US, e.g. corneal air
puff), the corresponding neural signals are carried to the cerebellum through mossy
fiber and climbing fiber afferents and entrain cerebellar cortical Purkinje cells. Their
resultant simple spike rate suppression (Fig. 1A, B) disinhibits the cerebellar nuclei in
a manner that leads to the well-timed recruitment of downstream nuclei that innervate
the eyelid muscles, leading to preemptive eyelid closures, i.e. conditioned responses
(CRs). This simple spike suppression is also termed the Purkinje cell CR (Jirenhed
et al., 2007), and constitutes a quintessential expression of the rate coding model of
cerebellar learning (Walter & Khodakhah, 2006, 2009) in a zebrin-negative module
(De Zeeuw & ten Brinke, 2015), where timed cortical spike rate suppression translates
straightforwardly to nuclear excitation and resultant behavior.

Long term depression and potentiation at parallel fiber to Purkinje cell synapses
have long been considered to adapt simple spike responses under the supervision of
climbing fiber signals (Marr, 1969; Albus, 1972; Ito & Kano, 1982; Coesmans et al., 2004;
Linden et al., 1991), and numerous models that build on this principle can accurately
reproduce conditioned behavior while considering the translation from cerebellar
cortex to nuclei to be a simple linear inversion (Buonomano & Mauk, 1994; Medina et
al., 2000; Yamazaki & Tanaka, 2007; see Steuber, 2015). Nevertheless, there is an ever-
growing inventory of additional sites of synaptic, intrinsic, and structural plasticity in
the cerebellum (Hansel, Linden, & D'Angelo, 2001; Gao, van Beugen, & De Zeeuw,
2012; Johansson et al., 2015; Boele et al., 2013), as well as alternative neural encoding
methods (Steuber et al., 2007; De Zeeuw et al., 2011; Person and Raman, 2012). In
line with this rich capacity for neural communication, recent electrophysiological
work expands on Purkinje cell simple spike suppression and its inverted effect in the
cerebellar nuclei by highlighting some additional cerebellar neuronal responses in
the eyeblink conditioning paradigm (Ohmae et al., 2015; Chapter 2: Ten Brinke et al.,
2015; and Chapter 6: Ten Brinke et al., submitted).

Conditioned climbing fiber responses

Cerebellar cortical lobule HVI: CS-complex spikes
Mentioned as early as in Berthier and Moore (1986), the occurrence of a consistent
complex spike response within the CS-US interval in eyelid-related Purkinje cells,
here called CS-complex spikes, was reported in detail in Ohmae and Medina (2015)
and ten Brinke et al. (2015), based on single unit recordings in eyeblink-conditioned
mice (Fig. 1C, D). Purkinje cells were considered to be eyelid-related if they reliably
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Figure 1 Conditioned responses in cerebellar cortex and nuclei. (A) Example eyelid and lobule HVI
Purkinje cell trace before (left) and after (right) conditioning. (B) Average simple spike traces for 17 Purkinje
cells before training (left), and 26 Purkinje cells after training (right), showing spike rate as percentage of
baseline. (C) Same as in B, here showing average complex spikes traces (in Hz). (D) Climbing fiber (cf)
evoked Purkinje cell (PC) complex spike raster plots for nine of the cells in (C) (each rule represents a trial),
recorded after conditioning. (E) Spike raster plots for seven interpositus nucleus (lpN) neurons, recorded after
conditioning. (F) Average spike traces for the lpN neurons in E. Data adapted from Chapters 2 and 6.

responded to the US with a complex spike, which indicates that their output can
be adapted through perturbations of the eye. CS-complex spikes occur somewhat
ahead of the typical CR onset latency, at 60-100 ms after CS onset in the case of
an LED light CS, and across 220, 250, and 370 ms CS-US intervals; tone CSs elicit
both earlier CRs and CS-complex spikes, Ohmae & Medina, 2015). Moreover, the
response seems to be acquired over the course of conditioning, as they were virtually
absent in eyelid-related Purkinje cells in naïve mice (Ohmae & Medina, 2015; Chapter
2). This agrees with one part of a dopamine neuron analogy that was put forward
by Ohmae and Medina (2015), which suggests that CS-complex spikes may convey
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an anticipatory signal for the impending US, a feat that should only be feasible in
mice that have gone through some training. Another part of their dopamine analogy,
however, suggests CS-complex spikes to reflect the novelty of the CS, which by
contrast presupposes its occurrence specifically in mice that have not been previously
exposed to the conditioning stimuli. Importantly, because novelty signals are not
inherently related to the US, or to the eyeblink conditioning paradigm or to any
specific olivo-cerebellar module in particular, any climbing fiber response they would
elicit should be in itself ‘‘naïve’’, in contrast to the climbing fiber response which has
developed over time in specifically eyelid-related modules. Given this qualitative
difference, we shall only consider the latter, conditioned climbing fiber response
relevant to the eyeblink conditioning paradigm, in this review.

There are many questions about the CS-complex spike that the currently available
data is too limited to provide definitive answers to. Where does the olivary input
underlying it originate and what neuronal activity mediates the plasticity leading to
its emergence? Is the response in any way physiologically distinct from the climbing
fiber and Purkinje cell responses that occur spontaneously or that are unconditionally
elicited? Does it serve any direct or indirect purposes with regards to the conditioning
paradigm, does it introduce robustness to the system through redundancy, or is it little
more than a byproduct of network plasticity processes? While dedicated experiments
are needed to empirically answer these questions, it is worthwhile to assess the clues
that exist in the CS-complex spike data that is currently at hand.

With regards to the manifestation of CS-complex spikes, some observations would
suggest the response carries some properties that may distinguish it from spontaneous
complex spike activity. First, there are cases in which consecutive CS-complex spikes
consistently occur within the CS-US interval (Fig. 2A, B; Chapter 2). These double
responses were mirrored in the spike activity of interpositus neurons (Fig. 2C, even
hinting at a third complex spike in cell 1), which are discussed further below. In the
example cell in Fig. 2, the latencies of these double complex spikes relative to the CS
correlated (Fig. 2D), with their interval averaging 48.8 ms (Fig. 2E). Complex spike
doublets have been reported previously (Van Der Giessen et al., 2008; De Gruijl et al.,
2014), and indeed with a higher incidence upon perturbation (De Gruijl et al., 2014).
However, the reported latencies were more in line with olivary oscillations under 12
Hz (140 ± 12 ms, Van Der Giessen et al., 2014), in similarly awake behaving mice. This
frequency seems to be an upper limit for olivary subthreshold oscillations (e.g. Van
Der Giessen et al., 2008; Bazzigaluppi et al., 2012), making the observed CS-complex
spike doublet intervals remarkably short. This length of time has been reported
previously, however: Sedgwick and Williams found complex spike doublets spaced a
similar distance apart after 0.3 ms electrical stimulation of the caudate nucleus, in cats
(1967; Fig. 2A, inset). Thus, CS-complex spike doublets may reflect their stimulus-
evoked nature. Moreover, given that non-functional olivary coupling through gap
junctions was shown to lead to a substantially higher occurrence of doublets (Van Der
Giessen et al., 2008), a dynamically decoupled state of olivary neurons could also play
a role in the manifestation of CS-complex spike doublets.

Another observation potentially distinguishing CS-complex spikes from sponta-
neous, and even US-elicited complex spikes, relates to the complex spike waveform,
which generally includes spikelets in extracellular recordings near Purkinje cell so-
mas. Complex spikes have been shown to exhibit different spikelet characteristics,
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Figure 2 Double CS-complex spike responses. (A) Single unit Purkinje cell activity during four example
trials that were given to a trained mouse, and show double CS-complex spike responses. Inset shows two
responses in an olivary neuron after caudate stimulation (first deflexion is stimulus artefact), adapted from
Sedgwick & Williams (Fig. 9; 1967). (B) Complex spike raster plot for the entire recording corresponding
to the example trials in A. For complex spikes occurring between 50 and 170 ms post-CS, distinction was
made between initial CS-complex spikes (Csp1, red), and optional second CS-complex spikes (Csp2, blue).
(C) Rasterplots for two interpositus neurons that show hints of a second transient pause response roughly
consistent with the latency of the second CS-complex spike. (D) Csp1 latency correlated to Csp2 latency,
across 29 of the trials in Bin which both occurred (r = 0.674, p = 0.0001, Spearman). (E) The interval
between Csp1 and Csp2 averaged 48.9 ± 13.8 ms. Data adapted from Chapters 2 and 6.

depending for instance on preceding simple spike (Servais et al., 2004) and complex
spike activity (Warnaar et al., 2015) and the oscillatory phase of the source olivary cell
(Mathy et al., 2009). An interesting observation among some of the Purkinje cells from
Chapter 2 was that CS-complex spikes seemed inclined to exhibit an idiosyncratic
waveform, as was the case in the example cell in Fig. 3. An unsupervized k-means
clustering algorithm separated different clusters of complex spike waveforms (Fig.
3A), and a subsequent investigation of the proportional representation of the cluster la-
bels among spontaneous and CS- and US-related complex spikes (Fig. 3B, C) revealed
a uniquely high prevalence of one cluster among the CS-complex spikes (Fig. 3D).
Given that preceding Purkinje cell activity is thought to relate to the manifestation of
spikelets in complex spikes (Burroughs et al., 2016), this finding could mean that a
particular transfer of conditioned neural activity is reliably in progress by the time the
CS-complex spike is triggered.

Do CS-complex spikes enhance conditioned behavior? Both Ohmae and Medina
(2015) and Chapter 2 report marginally better CRs in trials with a CS-complex spikes
compared to those without. Additionally, among trials with a CS-complex spike, its
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complex spike waveform. (A)
For an example eyelid-related
Purkinje cell from Chapter 2, all
complex spike waveforms from
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clustered with a k-means algorithm,
minimizing squared euclidean
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latency seemed slightly earlier in trials with a CR compared to those without a CR
(Chapter 2). However, there were no trial-by-trial correlations between CS-complex
spike latency and CR onset latency (Ohmae & Medina, 2015). Compared to the
substantial influence of simple spike suppression on CR expression, it would seem
that CS-complex spikes may be more indirectly relevant, for instance for plasticity
processes that enhance cerebellar output, or for an altogether different purpose than
the expression of CRs, such as the anticipatory signal hypothesized by Ohmae &
Medina (2015).

Beyond the single Purkinje cell-level, we would argue that CS-complex spikes
may carry more substantial influence on conditioned cerebellar output, and thereby
on conditioned behavior, at the ensemble level. While studies employing two-photon
calcium imaging of strips of adjoining Purkinje cells report substantial levels of
climbing fiber synchrony in response to stimuli (Ozden et al., 2009, 2012; Jacobson et
al., 2009; De Gruijl et al., 2014), they are still far too low for the complex spike activity
of one Purkinje cell to accurately predict that of the population on an across-trial basis.
Stimulus-evoked climbing fiber synchrony ranged from 20% (De Gruijl et al., 2014)
to about 40% (Ozden et al., 2012) of Purkinje cells in a 200 m window, with different
dendrites responding from trial to trial (Ozden et al., 2009). Indeed, the correlation
between even the most proximal pairs of Purkinje cells did not exceed 0.3 (De Gruijl et
al., 2014). This suggests that rather than operating uniformly, an ensemble of olivary
cells may reliably elicit specific degrees of synchronous complex spike input to the
cerebellar nuclei based on the combined spike probabilities of the constituent olivary
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cells. The stability of this synchrony across trials is inversely linked to the degree
of correlation among olivary cells; high correlation means that on some trials many
climbing fibers coactivate and on others many climbing fibers do not activate, and
conversely no correlation means that the ensemble should show a similar fraction
of coactive climbing fibers across trials. Given that neuronal activity should convey
stimulus information stably across trials, rather than erratically, it is more likely that
individual Purkinje cell complex spikes should generally only reflect a fraction of the
ensemble climbing fiber input to a cerebellar nuclear neuron.

Thus, in spite of only marginal correlations with CR behavior at the individual
Purkinje cell level, the CS-complex spike may still carry a substantial contribution at
the ensemble level, at which it is established that Purkinje cells can transfer relevant
information (Person & Raman, 2012; Hoogland et al., 2015; Tang et al., 2016). If this
is the case, this should be reflected in neuronal responses in target neurons in the
cerebellar interpositus nucleus, which is discussed in the next section.

Cerebellar interposed nucleus: CS pause and subsequent rapid excita-
tion
A number of studies show that synchronized complex spike activity, spontaneous
(Tang et al., 2016), elicited with optogenetic (Lu et al., 2016) or electrical (Hoebeek et
al., 2010) inferior olivary stimulation, or with electrical skin stimulation (Bengtsson et
al., 2011), leads to a transient spike pause in target neurons in the cerebellar nuclei.
In line with these findings, single-unit recordings in the interposed nuclei confirm
an increasing prevalence over the course of eyeblink conditioning of transient spike
pauses at latencies similar to those of CS- and US-related complex spikes (Fig. 1E, F;
Chapter 6). Particularly in regions confirmed through micro-stimulation to be eyelid-
controlling, more than half of the interpositus neurons that showed facilitation in the
CS-US interval also showed this so-called CS pause, in well-trained mice. The latency
of minimal average firing rate in the CS-pause time window (50-125 ms after CS
onset) was related to the average latency of the CR (r = 0.582, Chapter 6). This seems
contradictory with the fact mentioned earlier that CS-complex spike latency was not
substantially different between a 200-, 250- and a 370-ms CS-US interval, but this is
not surprising given that CR onset does not show a pronounced difference across
these intervals either. Note also that the link between the latencies of conditioned
climbing fiber responses and the CR seems to only apply to their averages, as trials
with an early CR onset did not show earlier CS-complex spikes than did trials with a
late CR (Fig. 4c, f, in Ohmae and Medina, 2015).

Importantly, in many cases, the CS pause led to a rapid excitation that generally
peaked within 50 ms (Chapter 6). This rapid excitation was largely unexplained by
modeled IpN spike activity that was based on simple spike suppression profiles. A
similar pause-excitation pattern in response to the US was apparent in IpN neurons
that were recorded later in training during worse CR performance. Moreover, in
12 IpN neurons recorded during paired and US-only trials, strikingly similar pause-
excitation patterns were elicited by CS and US, respectively. In fact, the profile of the
excitatory component elicited in US-only trials neatly overlapped with an initial part
of the CS-US facilitation, much like the part that IpN activity modeled from simple
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spike suppression could not explain. Thus, within the CS-US facilitation profile,
there seemed to be an initial component that seems dependent on complex spike
input, called Facilcsp, and a subsequent broader facilitation component that seems
dependent on simple spike suppression, Facilssp, in facilitation cells with a CS pause.
The Facilcsp component fits well with neuronal response profiles found in previous
work on cerebellar nuclear rebound excitation (Hoebeek et al., 2010; Bengtsson et al.,
2011; Bengtsson & Jörntell, 2014). Moreover, given its prevalence decidedly later in
the course of conditioning, Facilcsp likely constitutes an additional acquired neuronal
response in the eyeblink conditioning paradigm. The notion of Facilcsp as an instance
of acquired rebound excitation will be discussed separately further ahead.

Possible origins of conditioned climbing fiber responses

Cerebellar output
Given the acquired nature of conditioned CS-complex spikes, the inferior olivary cells
that are part of eyelid-related olivocerebellar modules need to receive spike-eliciting
input after training that they did not receive beforehand. The probability with which
these cells elicit CS-complex spikes in their target Purkinje cells strongly related to the
latter's average magnitude of simple spike suppression (r = 0.8; Chapter 2). Based on
this relation, we have previously speculated that the plasticity processes underlying
these reponses may lie close together (Chapter 2). One form of plasticity that was
shown to occur over the course of eyeblink conditioning concerns the structural
outgrowth of mossy fiber collaterals to the interposed nucleus (Fig. 4, Boele et al.,
2013), which offers an interesting possibility of how CS-complex spikes can come
about. These newly sprouted mossy fiber collaterals could carry CS signals to nuclear
excitatory projection neurons that innervate nuclei in the mesodiencephalic junction,
which has numerous excitatory projections to the inferior olive (De Zeeuw et al., 1990).
Indeed, Bazzigaluppi et al. (2012) show that electrical stimulation in the cerebellar
nuclei can elicit short-latency EPSPs in inferior olivary cells after 38.2 14.2 ms, and with
probabilities of 43.1% and 29.1%, depending on the type of oscillations exhibited by the
cell (sinusoidal subthreshold oscillations vs low-threshold oscillations, respectively).
Since electrical stimulation excites both excitatory projection neurons as well as direct
inhibitory nucleo-olivary projections (Hesslow & Ivarsson, 1996; De Zeeuw et al.,
1997), the same experiment was able to show that nucleo-olivary inhibition takes effect
after the time-window of the short-latency EPSP (Bazzigaluppi et al., 2012). Thus,
even if mossy fiber collaterals also innervated nucleo-olivary cells, this should not
obstruct the effect of a potential disynaptic excitatory projection to the olive.

The main problem with the idea that cerebellar output drives CS-complex spikes is
that, in terms of rate coding, there do not seem to be any meaningful spike responses in
the interpositus nucleus at the required latency of approximately 40 ms post-CS (given
an 80 ms latency of the CS-complex spike, and a 38.15 ms delay from nuclear excitation
to olivary EPSP), judging from multiple electrophysiological studies on classical
conditioning in the cerebellar nuclei (Berthier & Moore, 1990; Choi and Moore, 2003;
Halverson et al., 2010; Gruart et al., 2000; Delgado-Garcia & Gruart, 2005; Chapter 6).
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signals through the magnocellular part of the red nucleus (RNm) to the facial nucleus, effecting a well-timed
CR (pathway shown in teal). Toward the 10, the lpN sends a direct inhibitory projection (purple pathway), as
well as a disynaptic excitatory projection through the mesodiencephalic junction and numerous other brain
stem nuclei (MDJ+). Axonal outgrowth of mossy fiber collaterals to the lpN (light green, labelled with a 1)
provides a possible pathway for CS signals to hook up to this excitatory projection via the MDJ. Alternatively,
plasticity involving extra-cerebellar, likely cerebral sources, could send anticipatory signals evoked by the CS
to the 10 via a number of possible nuclei in MDJ+ (light green, labelled with a 2). For example, the basal
ganglia send efferents to the lateral deep mesencephalic nucleus (LDMN), which has a reciprocal connection
with eyelid-related olivocerebellar modules. APN, anterior pretectal nucleus; PfPr, nucleus parafasciculus
prerubris; GN, gigantocellular nucleus.

Moreover, the notion that the link between simple spike suppression strength and
CS-complex spike probability implies common underlying plasticity processes may
not hold in a very straightforward manner. Purkinje cells in trained mice showing
CS-complex spikes did so with a probability (46.7 18%) that was comparable to
the probability of eyelid-related Purkinje cells in naïve mice showing US-complex
spikes (42.1 15%; p = 0.5457, Mann-Whitney U test; Chapter 2). In fact, from a
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strong correlation that Ohmae and Medina (2015) report between CS-complex spike
probability in paired trials and US-complex spike probability in US-only trials (r =
0.72), it seems that the responsible olivary neurons simply exhibit similar excitability
to their CS- and US-related inputs. Together with the notion from central cerebellar
learning theories (Marr, 1969; Albus, 1972; Ito & Kano, 1982; Coesmans et al., 2004)
that modulation of Purkinje cell output is mediated by US-complex spike signals, it
should logically follow that simple spike suppression be linked to the probability
of CS-complex spikes. That is, higher US-complex spike probability means more
instructive signals to effect conditioned Purkinje cell simple spike suppression, and
comparable excitability of olivary cells to CS and US input means comparable CS-
and US-complex spike probability. Thus, US-complex spike probability may be the
variable mediating the link between CS-complex spike probability and simple spike
suppression. Nevertheless, it could still be that downstream plasticity mediated by
simple spike suppression and resultant cerebellar output tunes the level of excitation
elicited by the CS at the olivary level. In conclusion, as long as the relevant olivary
neurons simply respond to CS- and US-related input with a similar probability, the
CS-related input could essentially come from anywhere in the brain.

Extra-cerebellar sources
If indeed the latency of CS-complex spikes precludes the reasonable inclusion of a
roundtrip through the cerebellum in its route of origin, and its underlying plasticity
process does not have to have any special relationship with that underlying simple
spike suppression, it seems our focus should point to neural sources upstream from
the cerebellum. Given the specificity of the conditioned CS-complex spike within
eyelid-related Purkinje cells, these sources would have to be capable of learning to
excite specifically eyelid-related olivary neurons in response to the CS. Thus, the
following three aspects are important in the consideration of candidate regions: i) it
should send excitatory projections to the inferior olive, including those parts that are
involved in eyeblink conditioning; ii) it should receive CS-related information; and iii)
it should likely receive input reflecting the eyelid-controlling olivocerebellar modules
to allow for selective potentiation among their olivary efferents (Fig. 4).

The olivocerebellar modules shown to be involved in eyelid behavior are cerebellar
cortical zones C1, C3 (Hesslow, 1994; Gruart et al., 1997) and D0 (Sugihara & Shinoda,
2007; Mostofi et al., 2010), which are linked to the cerebellar anterior interposed
nucleus and dorsolateral hump (DLH, Morcuende et al., 2002), and in the inferior olive
to mainly the ventral/rostral dorsal accessory olive (v/rDAO) and the dorsomedial
group (DM; De Zeeuw et al., 1996; Sugihara & Shinoda, 2007; Sugihara, 2011; Voogd
et al., 2013), respectively. Two afferents of these regions that are central to the
eyeblink conditioning paradigm concern the excitatory afferents from the trigeminal
nucleus (Swenson & Castro, 1982; Morcuende et al., 2002), which relay US signals
from the eye, and inhibitory afferents from the corresponding cerebellar nuclear
regions (De Zeeuw et al., 1988; Hesslow & Ivarsson, 1996), which may regulate olivary
coupling (De Zeeuw et al., 1998; Lefler et al., 2014). Note that in the pursuit of extra-
cerebellar candidate regions that could underlie conditioned climbing fiber activation,
the available anatomical research dates back several decades and the employed
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methods often do not permit inferences on whether projections are excitatory or
inhibitory. Nevertheless, it would seem extra-cerebellar input to the olive is principally
excitatory (De Zeeuw et al., 1998). Another concern is that the anatomy work is done
on different species that can show substantial anatomical differences. For instance,
while olivary DM and cerebellar nuclear dorsolateral hump are identifiably distinct in
rodents, they are not in cats or rabbits (Voogd et al., 2013), and while the red nucleus
and the nucleus of Darkschewitsch show substantial projections to the inferior olive
in cats (Onodera, 1984; De Zeeuw & Ruigrok, 1994), they barely seem to in rats
(Rutherford et al., 1984). Thus, work in non-rodent species should be relied on with
some caution, as should the default assumption of the excitatory nature of extra-
cerebellar projections to the inferior olive. Several extra-cerebellar inputs to rDAO
and/or DM arise in the brainstem. Neurons in the ventral anterior pretectal nucleus
and some surrounding pretectal neurons (from the dorsal pretectal nucleus and the
nucleus of the posterior commissure) were shown to project to rDAO in rabbit and cat
(Kitao et al., 1989; Itoh et al., 1983; Kawamura & Onodera, 1984; see Voogd et al., 2013).
In addition, the prerubral parafascicular nucleus projects heavily to the inferior olive,
including all subdivisions of the DAO in rats (Carlton et al., 1982). Finally, nuclei in
the reticular formation, in particular the medullary gigantocellular (cats: Courville et
al., 1982; rats: Swenson & Castro, 1983) and lateral deep mesencephalic nuclei (LDMN,
Swenson & Castro, 1983), were shown to also project to rDAO and DM (although
Swenson and Castro did not identify DM as such).

The LDMN has some interesting afferents; retrograde horse-radish peroxidase
(HRP) tracers injected in rat mesencephalic reticular formation revealed pronounced
labelling in cerebellar nuclear DLH (Shammah-Lagnado et al., 1983). Additionally,
motor and somatosensory cortex, entopeduncular nucleus, zona incerta, substantia
nigra, and superior colliculus project to LDMN in rat (Veazey & Severin, 1982). The
LDMN's reciprocal connections with thalamus and basal ganglia (Veazey & Severin,
1980, 1982), together with the input it receives from eyelid-related DLH (Shammah-
Lagnado et al., 1983), provide potential pathways through which the salience of the
CS could be modulated, and CS-related excitatory input to the eyelid-related olivary
regions could be shaped.

The simultaneous involvement of multiple pathways during eyeblink condition-
ing is apparent from the fact that eyelid CRs can simultaneously include startle
responses, short-latency responses, and conditioned responses that are timed with the
onset of the US (Boele et al., 2010). Boele et al. (2010) propose an amygdala-cerebellum-
dynamic-conditioning (ACDC) model, in which CS and US information converge both
in the amygdala and in the cerebellum, with each pathway dynamically shaping the
short-latency and well-timed eyelid response components, respectively. In a review
on the involvement of prefrontal regions in the eyeblink conditioning paradigm, Weiss
and Disterhoft (2011) emphasize their likely involvement in the modulation of pontine
input to the cerebellum, in particular in trace conditioning and in situations where
the US would not elicit enough emotional arousal for the sufficient development of
conditioning through amygdala-driven pathways, e.g. when an air puff instead of a
periorbital shock is used (Oswald et al., 2006). Note that this difference between air
puff and shock US may in part be due to and/or confounded with a likely degree of
operant conditioning that occurs with air puff-driven but not shock-driven paradigms
(Longley and Yeo, 2014). White et al. (1994) show how the caudate nucleus in rabbits
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showed increased spike activity during the CS-US interval (250 ms) after a delay
eyelid conditioning paradigm using an air puff US. Moreover, perturbation of the
caudate through haloperidol injections reduced CR behavior only when the weaker
of two tone CSs was used (80 vs 90 dB; White et al., 1994). These findings lend further
support to the idea that multiple may potentiate and contribute over the course of
conditioning (Weiss & Disterhoft, 2011), and multiple sites of convergence of CS and
US information may simultaneously effect conditioned response processes in the brain
(e.g. Weinberger, 2011). This also implies there are likely myriad potential pathways
in the brain that will include points at which the criteria proposed at the start of this
section are sufficiently met. Given its appropriate connectivity, the involvement of the
basal ganglia in delay eyeblink conditioning, and the ability of activity in the caudate
to elicit olivary complex spike doublets (Fig. 2), we would propose the LDMN is one
of these potential points at which CS-related signals may develop to elicit excitation
of eyelid-related olivary cells (Fig. 4).

Possible functions of conditioned climbing fiber
responses

Conditioned rebound excitation: a hypothesis
There is a striking similarity between the CS- and US-related pause-excitation pattern
of IpN spikes in Chapter 6 (Fig. 5A-C), and those induced by electrical olivary
stimulation (Hoebeek et al., 2010), and manual and electrical stimulation of skin areas
that are part of IpN neurons'climbing fiber receptive fields (Fig. 5D; Bengtsson et al.,
2011; Bengtsson & Jörntell, 2014). These studies were largely aimed at addressing an
open question in the cerebellar field: does cerebellar nuclear rebound depolarization
constitute a meaningful coding mechanism in the cerebellum? In vitro, it was shown
that upon hyperpolarizing input, cerebellar nuclear neurons are capable of showing
strong post-inhibitory spike responses exceeding baseline firing frequency (Jahnsen,
1986; Llinás & Mühletahler, 1988), that could last for hundreds of milliseconds, even
when excitatory transmission was blocked (Aizenman & Linden, 1999; Molineux et al.,
2006; Alviña et al., 2008; Zheng & Raman, 2009; Tadayonnejad et al., 2010). Rebound
depolarization seems to be mediated in part by T-type calcium channels (Llinás &
Mühletahler, 1988; Alviña et al., 2009; Engbers et al., 2011), hyperpolarization-gated
cyclic nucleotide channels (Engbers et al., 2011), and persistent sodium channels
(Sangrey & Jaeger, 2010; Steuber et al., 2016), as well as concurrent mGlur1 activation
(Zheng & Raman, 2011). The capacity for rebounds seems to apply more to the large
excitatory projection neurons than to the nucleo-olivary neurons in the cerebellar
nuclei (Najac & Raman, 2015; Steuber, 2016). In vivo, rebound excitation in the
cerebellar nuclei is not a given; while the work by Hoebeek et al. (2010) and Bengtsson
et al. (2011) reports clear rebounds, the only way to do so was through stimulus-
evoked highly synchronous climbing fiber activity. By contrast, Lu et al. (2016)
did not report any rebound excitation upon optogenetic stimulation in the inferior
olive. Similarly, while Witter et al. (2013) report clear rebound excitation after
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Chapter 6

Figure 5 Rapid excitatory response
following complex spike induced
spike pause In lpN neurons. (A)
Average spike traces for 12 lpN neu-
rons recorded in well-trained mice, dur-
ing paired trials, with mean and SEM
(in brown and pink, respectively), and
during US-only trials (orange and yel-
low). (B) Overlay of the mean traces of
the paired trial data (with SEM, brown
and pink) and US-only trial data (or-
ange and yellow) in A, after standard-
izing by baseline. For reference, US
pause-aligned traces for naNe mice re-
ceiving paired trials are shown in black
and gray. (C) Difference plot for the
mean traces in C, showing black - or-
ange (gray), orange - black (yellow),
and brown - yellow (pink). (D) Stacked
comparison of stimulus-evoked spike
responses of cerebellar nuclear cells.
The top peri-stimulus time histogram
(PSTH) was adapted from Bengtsson
et al. (2011; Fig. BA), where the stim-
lus was electrical skin stimulation in the
cell's climbing fiber-receptive field. The
second PSTH was adapted from Hoe-
beek et al. (2010; Fig. 3E), where
electrical stimulation of the inferior oli-
vary was the stimulus. The bottom two
PSTHs, like the other panels from this
figure, were adapted from data from
Chapter 6, here depicting US-only data
for two of the cells in A. The stimulus
was an unexpected periocular air puff
of 20 ms.

optogenetic activation of Purkinje cell ensembles, Alviña et al. (2008) only observed
rare occurrences of rebound after electrical stimulation of Purkinje cell afferents to
cerebellar nuclear cells.

While empirical evidence has still not resolved the normal functional expression
of cerebellar nuclear rebound excitation, numerous models and mechanisms of coding
and plasticity presume its contribution (Kistler & Van Hemmen, 1999; Steuber et
al., 2007; Pugh & Raman, 2008; Wetmore et al., 2008; Jaeger, 2011; De Zeeuw et al.,
2011). Although the involvement of rebound in the performance of movement is
contested, there seems to be some agreement that rebound excitation may play a
role in cerebellar learning (De Zeeuw et al., 2011; Bengtsson et al., 2011; Reato et al.,
2016), perhaps particularly in zebrin-negative zones (De Zeeuw & ten Brinke, 2015;
Steuber, 2016). Given this suggestion, and given the striking similarity between the
rebound excitation in previous work (Hoebeek et al., 2010; Bengtsson et al., 2011), and
the CS- and US-related pause-excitation patterns reported in Chapter 6, we propose
that rebound excitation may manifest in cerebellar nuclear neurons in the behavioral
context of classical conditioning.

The post-inhibitory rebound state in the cerebellar nuclei may augment the effects
of simple spike suppression by virtue of its occurrence after the conditioned CS-
related climbing fiber input (Ohmae & Medina, 2015; Chapter 2), it may mediate
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potentiation of CS-carrying mossy fiber input to the nuclei through its inhibition-
excitation dynamic (Pugh & Raman, 2008), and it may provide feedback signals
to upstream targets, such as the pons (Clark et al., 1997) or the cerebellar cortex
(Gao et al., 2016), to further tune the neuronal circuitry to CS signals and amplify
cerebellar conditioned output (e.g. Giovannucci et al., 2017). Of course, future research
needs to establish whether the post-pause excitation as reported in Chapter 6 in fact
concerns rebound, for instance by establishing its abolition upon injection of T-type
calcium channel blocker TTA-P2 (Boehme et al., 2011), or NNC 55-0396 (Alviña et
al., 2009). Moreover, to explore a possible interaction with mGluR activity elicited
by mossy/climbing fiber collaterals, competitive mGluR antagonist CPCCOEt could
be used (Zheng & Raman, 2011). Reductions in conditioned behavior as a result of
these pharmacological interventions will simultaneously shed light on the weight of
the contribution of rebound excitation to cerebellar eyeblink conditioning. Finally,
it should be noted that the rebound excitation-like responses in Chapter 6 seemed
to develop over the course of conditioning, and that the plastic modification of the
intensity of rebound may be mediated by climbing fiber synchrony (De Zeeuw et al.,
1998; Tang et al., 2016; Bengtsson et al., 2011). The potential absence of post-pause
excitation responses in mice that lack gap junctions, such as the Gjd2-mutant, would
provide compelling evidence for the functional role of gap junctions in mediating
nuclear rebound excitation during cerebellar learning.

Second order conditioning

Beyond the conventional eyeblink conditioning paradigm, the CS-related complex
spike imparts the CS with the crucial US-related property of eliciting error signals
in the eyelid-related modules of the cerebellum. Like the US, the CS could, after
conditioning, be paired with a novel neutral stimulus, which could then develop
its own conditioned simple spike suppression under the instruction of CS-related
complex spikes. This principle is called second order conditioning (Gewirtz & Davis,
2000; Rizley & Rescorla, 1972), and was shown to work approximately half as well as
the original, first order conditioning paradigm (Pavlov, 1927). Second order eyeblink
conditioning in mice, where the second CS is only paired with the first CS but never
with the US, has so far not led to successful secondary CR behavior (De Zeeuw
group, unpublished results). While similar future experiments may result in an
effective second order conditioning paradigm, it is very much the question whether
cerebellar control of movement, which hinges on accurate timing, has any benefit
from transferring conditioned responses to the space between a second order and a
first order CS. By contrast, types of conditioning not so dependent on timing, such as
fear conditioning, may be more suited for the transference of behavioral responses
from one CS to another by a process of association.
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Toward an exhaustive inventory of synergistic plasticity
mechanisms underlying associative learning
It is perhaps no surprise that the expanding body of research on the cerebellar system
is bound to tear into monolithic models of cerebellar learning. Given the notion
of synergistic interaction of multiple plasticity processes, the challenge now is to
actually inventory these different processes, and determine the magnitude of their
contributions, their interdependencies, and the degree of redundancy they introduce.
Recent advancements contributing to this aim underline graded mediation of Purkinje
cell plasticity based on complex spike duration (Yang & Lisberger, 2014; Rasmussen
et al., 2013), molecular layer interneuronal inhibition (Chapter 2), intrinsic Purkinje
cell mechanisms (Johansson et al., 2015), dense coding at the granule cell level (Gio-
vannucci et al., 2017), and internal amplification through cerebellar nucleo-cortical
feedback (Gao et al., 2016). The present review evaluates evidence for two additional
contributors to specifically cerebellar classical conditioning. First, over the course of
conditioning, an acquired climbing fiber response to the CS is reflected in complex
spikes in eyelid-related Purkinje cells in mainly lobule HVI in the cerebellar cortex
(Ohmae & Medina, 2015; Chapter 2). Second, in the cerebellar interpositus nucleus,
this conditioned climbing fiber response, as well as a similar response to the US,
are reflected as transient spike pauses (Chapter 6). Lastly, after conditioning, these
complex spike-related spike pauses lead to strong excitatory responses in the cerebel-
lar interpositus nucleus. Given that the circumstances and temporal profile of this
pause-excitation pattern strikingly fits the reported post-inhibitory rebound excitation
reported in Hoebeek et al. (2010) and Bengtsson et al. (2011; Fig. 5), we hypothesize
the development of climbing fiber activation and subsequent rebound excitation in
the cerebellar nuclei as additional conditioned cerebellar responses. Together, they
could complement established conditioned simple spike suppression so as to enhance
conditioned behavior, as well as mediate plasticity within the cerebellar nuclei (Pugh
& Raman, 2008) as well as possibly outside of the cerebellum. In all, the conditioned
responses here reviewed provide support for the idea that the inferior olive may
drive timed cerebellar output (Llinás, 2009; Lefler et al., 2013) in a fashion that is not
explained by rate coding mechanisms.
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Whereas our capacity for declarative memory formation can nowadays 
be readily surpassed by that of simple personal computers, our ability 
to retrieve and express procedural memories still outperforms that of 
the most advanced robots controlled by a supercomputer. To a large 
extent our procedural memories are formed in the cerebellum, which 
embodies more than two thirds of all neurons in our brain. In this 
review we will focus on the emerging view that di�erent modules of the 
cerebellum employ di�erent encoding schemes to form and express 
their respective memories. More specifically, zebrin-positive zones in 
the cerebellum, such as those controlling adaptation of the vestibu-
lo-ocular reflex, appear to predominantly form their memories by 
potentiation mechanisms and express their memories via rate coding, 
whereas zebrin-negative zones, such as those controlling eyeblink 
conditioning, appear to predominantly form their memories by 
suppression mechanisms and express their memories in part by 
temporal coding employing rebound bursting. Together, the di�erent 
types of modules o�er a rich repertoire to acquire and control senso-
rimotor processes with specific challenges in the spatiotemporal 
domain.

M.M. ten Brinke & C.I. De Zeeuw (2015)
Cold Spring Harbor Perspectives in Biology



Chapter 10

Introduction

In the formation of procedural memories, the cerebellum shows at least two types
of information coding within its massive neuronal networks (De Zeeuw et al., 2011;
Person and Raman, 2012; Heck et al., 2013; Yang and Lisberger, 2013). Modulation of
the average firing rate of neuronal spikes or ‘‘rate coding’’ is most often proposed as
the predominant mechanism of information coding used for motor learning (Boyden
et al., 2004; Lisberger, 2009; Walter and Khodakhah, 2009). However, spikes occur
at millisecond precision, and their actual timing or ‘‘temporal coding’’ can increase
the information content of spike trains and facilitate the entrainment of postsynaptic
activity (Markram et al., 1997; De Zeeuw et al., 2011). To a large extent, the coding
mechanisms used in the cerebellum for learning and expressing a particular form of
motor learning depend on the specific cerebellar module that is controlling the type of
behavior involved. The existence of cerebellar modules was discovered half a century
ago by Jan Voogd (1964). Simply by studying the thickness of myelinated Purkinje cell
axons in the white matter of the cerebellar cortex, Voogd observed distinct differences
that were consistently organized in sagittal zones (Fig. 1).

Subsequent tracing and immunocytochemical experiments showed that each
of these Purkinje cell zones provides an inhibitory projection to a distinct part of
the cerebellar nuclei, which in turn inhibits a specific olivary subnucleus (Fig. 2).
(Groenewegen and Voogd, 1977; De Zeeuw et al., 1994, 2011; Ruigrok and Voogd, 2000;
Ito, 2002; Schonewille et al., 2006a). Because the climbing fibers originating from each
olivary subnucleus project back to the Purkinje cells of the corresponding cerebellar
cortical zone, these circuitries form precisely topographically organized three-element
loops (Fig. 3A, B). They are referred to as the olivocerebellar modules and constitute
the fundamental building blocks of the cerebellar system. The mossy fiber –parallel
fiber system is superimposed in a largely orthogonal fashion on top of the sagittally
oriented Purkinje cell zones (Fig. 3C); individual mossy fibers innervate multiple
granule cells usually situated in multiple zones and the parallel fibers originating
from these granule cells consistently traverse multiple zones in the molecular layer.

Over the past decades, it has gradually become clear that each module is concerned
with control of specific tasks, such as execution of limb and finger movements, of
trunk movements for balance, of compensatory eye movements about particular
axes in space, reflexes of facial musculature, homeostasis of particular autonomic
processes, and probably even specific cognitive tasks, such as time-sensitive decision
making (De Zeeuw et al., 1994; Ito, 2008; Jörntell et al., 2000; Apps and Hawkes, 2009;
Rahmati et al., 2014). However, it was not until recently that the specific intrinsic
properties of different categories of modules emerged (Zhou et al., 2014). Here, we
review the intrinsic differences of cerebellar modules and the implications for the
coding mechanisms involved in cerebellar motor learning.

The sagittal zones of Purkinje cells in the cerebellar cortex can be identified
based on the alternating presence and absence of expression of proteins, such as
5'-nucleotidase, zebrin I (i.e., mabQ113 antigen) and zebrin II (i.e., aldolase C), phos-
pholipase Cb3 and b4, excitatory amino acid transporter 4 (EAAT4), GABAB2 receptors,
and splice variant b of the metabotropic glutamate receptor 1 (mGluR1b) (Brochu et
al., 1990; Leclerc et al., 1990; Dehnes et al., 1998; Mateos et al., 2001; Wadiche and
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Figure 1 Original identification of Purkinje cell zones in the cerebellar cortex of ferrets using Haggquist stain-
ing (based on data from Voogd, 1964).

Jahr, 2005; Apps and Hawkes, 2009). These zebra-like patterns of protein distribution
appear to be present in the cerebellum of all birds and mammals (Brochu et al., 1990;
Sillitoe et al., 2003; Chung et al., 2007; Apps and Hawkes, 2009; Graham and Wylie,
2012), and in many cases. they largely correspond to the organization of the olivo-
cerebellar modules (Figs. 2,3A –C) (Sugihara and Shinoda, 2004, 2007; Voogd and
Ruigrok, 2004; Pijpers et al., 2006; Sugihara et al., 2009; Sugihara, 2011). For example,
zebrin II, EAAT4, and GABAB2 receptors are distributed in Purkinje cells of zones C2,
D1, and D2, whereas mGluR1b is prominently expressed in zones B, C1, C3, and D0,
providing a complementary pattern (Mateos et al., 2001; Chung et al., 2007; Apps and
Hawkes, 2009). Importantly, Zhou and colleagues (2014) recently showed that these
distribution patterns determine the intrinsic simple spike activity of Purkinje cells
(Fig. 3B, C).

During sensorimotor stimulation and natural behavior, the simple spikes can
modulate as a consequence of excitation via the mossy fiber–parallel fiber pathway
and inhibition via the molecular layer interneurons, but at-rest Purkinje cells show
a relatively high level of intrinsic activity, which can reach levels up to 120 Hz. In
Purkinje cell zones positive for zebrin II and EAAT4 (referred to as zebrin-positive
zones), simple spike firing approximates 60 Hz, whereas in those zones positive for
mGluR1b (referred to as zebrin-negative zones), the average firing rate reaches 90 Hz
(Zhou et al., 2014). The intrinsic nature of this difference in simple spike activity at
rest cannot be inferred only from the fact that it can be correlated with differential
protein expression inside Purkinje cells, but also from the fact that this difference holds
when excitatory or inhibitory inputs to Purkinje cells are blocked (Wulff et al., 2009;
Galliano et al., 2013a; Zhou et al., 2014). The molecular mechanisms that determine
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the differences in firing frequencies in the zebrin-positive and zebrin-negative zones
have been only partly resolved. Blocking transient receptor potential cation channel
type C3 (TRPC3), which can be associated with zebrinnegative Purkinje cells and
is required for the mGluR1-mediated slow excitatory postsynaptic currents (EPSCs)
(Mateos et al., 2001; Hartmann et al., 2008; Chanda and Xu-Friedman, 2011; Kim et
al., 2012a,b; Nelson and Glitsch, 2012), reduces simple spike activity of Purkinje cells
in zebrinnegative, but not zebrin-positive Purkinje cells (Zhou et al., 2014). Thus,
tonic activation of mGluR1b by ambient glutamate in zebrin-negative Purkinje cells
might lead to opening of their TRPC3-channels and thereby to a relatively high level
of simple spike activity (Yamakawa and Hirano, 1999; Coesmans et al., 2003; Chanda
and Xu-Friedman, 2011). In contrast, similar glutamate-dependent increases may
be prevented in zebrin-positive Purkinje cells, in which EAAT4 might help to keep
glutamate concentrations relatively low (Dehnes et al., 1998; Auger and Attwell, 2000;
Wadiche and Jahr, 2005; cf. Zhou et al., 2014). Downstream from mGluR1, proteins,
such as the IP3-receptor (TRPC3 modulator), PLC-β3/4 (TRPC3 activator), protein
kinase C (PKC)-δ, and NCS-1, play key roles in calcium release from intracellular
calcium stores and consequently have electrophysiological impact in line with that of
TRPC3. Because several of these proteins are expressed in zebrin-like bands (Barmack
et al., 2000; Jinno et al., 2003; Sarna et al., 2006; Hartmann et al., 2008; Becker et al.,
2009; Furutama et al., 2010; Wang et al., 2011; Kim et al., 2012a,b), it is possible that
this entire pathway contributes to the high simple spike activity of zebrin-negative
Purkinje cells. To what extent zebrin itself (i.e., zebrin II or aldolase C) contributes to
this pathway is yet unknown, as the impact of its reaction products on simple spike
firing is unclear (Zhou et al., 2014).

Figure 2 Olivocerebellar modules in mammals. The three-element modules of the olivocerebellar system
are formed by a sagittal strip of Purkinje cells in the cerebellar cortex (A), which converge onto a particular set
of cerebellar and/or vestibular nuclei (B-D), which, in turn, innervate the subnucleus in the inferior olive (E,F)
that provides the climbing fibers to the corresponding strip of Purkinje cells, forming a closed triangular loop.
(A) The left part of the cerebellar cortex indicates the original zones described by Voogd (1964), whereas
the right part indicates the zebrin related groups described by Sugihara (2011). The color coding used in
panels B-F is the same as that used for describing Sugihara's groups in A (i.e., right half ), and together
they reflect which parts within a particular olivocerebellar module are connected. For reference, we indicated
the zebrin-positive strips with dark shading in Voogd's zones on the left. (A) 1-6(a/b/-/+) (see Sugihara
and Shinoda, 2004, 2007); I-X, lobules I – X; CP, copula pyramidis; Cr I/II, crus I/II of ansiform lobule; FL,
flocculus; Par, paramedian lobule; PFL, paraflocculus; Sim, lobulus simplex. (B,C ) AICG, anterior interstitial
cell group; AIN, anterior interposed nucleus; CP, copula pyramidis; DLH, dorsolateral hump; DLP, dorsolateral
protuberance; DMC, dorsomedial crest; (v)DN, (ventral) dentate nucleus; FN, fastigial nucleus; ICG, interstitial
cell group; PIN, posterior interposed nucleus. (D) DVN, descending vestibular nucleus; dY, dorsal group Y;
MVN, medial vestibular nucleus; PrH, prepositus hypoglossal nucleus; SVN, superior vestibular nucleus. (E,F)
β, subnucleus β; (c/v)DAO, (central/ventral) dorsal accessory olive; dc, dorsal cap; DM, dorsomedial group;
DMCC, dorsomedial cell column; MAO, medial accessory olive; (d/v)PO, (dorsal/ventral) principal olive; VLO,
ventrolateral outgrowth. Note that the X/CX-zones have only been found at the electrophysiological level
(Ekerot and Larson, 1982).
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Intrinsic differences among cerebellar modules
Whereas the simple spikes are to a large extent determined by the intrinsic activity
of Purkinje cells, the all-or-none complex spike activity directly reflects activity in
the afferent climbing fibers derived from neurons in the inferior olive (De Zeeuw et
al., 2011; Albergaria and Carey, 2014; Zhou et al., 2014). Interestingly, at rest, the
firing frequency of the complex spikes is aligned with that of the simple spikes in that
their firing frequency is also significantly higher in zebrin-negative zones compared
with that in zebrin-positive zones (Fig. 3B, C). Thus, even though the complex spike
activity copies perfectly the activity of olivary neurons at rest, it still follows the trend
of simple spike activity, which is determined by the intrinsic activity of Purkinje
cells. How can this come about? This alignment presumably results from a network
effect within the olivocerebellar modules engaging the GABAergic neurons in the
cerebellar nuclei (Chen et al., 2010; De Zeeuw et al., 2011). Enhanced simple spike
activity, as observed in the zebrin-negative modules, will lead to reduced firing of
these cerebellar nuclei neurons that inhibit the inferior olivary neurons leading to
an increase in complex spike activity (De Zeeuw et al., 1988). Because an increase in
complex spike activity suppresses simple spike frequency through cerebellar cortical
interneurons in the molecular layer (Mathews et al., 2012; Coddington et al., 2013),
this network effect ultimately provides an excellent way to mediate homeostasis of
activity within the olivocerebellar modules (Fig. 3B, C).

Figure 3 Olivocerebellar modules and Purkinje cell activity in relation to zebrin (II) distribution. (A) The
VZ and SG rows refer to the zones and groups of Purkinje cells described by Voogd (1964; VZ) and Sugihara
(2011; SG), respectively. The Zeb row indicates which zones and groups are zebrin positive (grey) and zebrin
negative (white). The inferior olive (IO) row indicates which subnucleus of the IO is providing climbing fibers
to a particular zone/group of Purkinje cells in the cerebellar cortex and collaterals to a particular part of the
cerebellar nucleus, depicted in the same column. The CN and VN row indicates the parts of the cerebellar
nuclei (CN) and vestibular nuclei (VN) that are innervated by the strip of Purkinje cells, depicted in the same
column. It should be noted that only those vestibular nuclei are indicated that both receive a Purkinje cell
input and provide a feedback projection to the inferior olive; because, for example, medial and superior
vestibular nuclei do not project to the IO, they are not incorporated in this scheme. In addition, it should
be noted that this overview is also incomplete in that some nuclei, such as the dorsomedial cell column
(DMCC), may receive inhibitory feedback from multiple hindbrain regions. CL indicates the color legends
used for Figure 2. AICG, anterior interstitial cell group; AIN, anterior interposed nucleus; β, subnucleus β;
c/rMAO, caudal/rostral medial accessory olive; dc, dorsal cap; DLH, dorsolateral hump; DLP, dorsolateral
protuberance; DM, dorsomedial group; DMC, dorsomedial crest; d/vDAO, dorsal/ventral dorsal accessory
olive; DVN, descending vestibular nucleus; d/vPO, dorsal/ventral principal olive; dY, dorsal group Y; floc,
flocculus; FN, fastigial nucleus; ICG, interstitial cell group; LVN, lateral vestibular nucleus; nod, nodulus;
PIN, posterior interposed nucleus; PrH, prepositus hypoglossal nucleus; vDN, ventral dentate nucleus; and
VLO, ventrolateral outgrowth. (B) Examples of raw traces of Purkinje cell activity from zebrin-positive (top
panels) and zebrin-negative (bottom panels) zones. Arrows indicate complex spike. (From Zhou et al., 2014;
reprinted, with permission from the authors.) (C) Intramodular connections via deep cerebellar nuclei (DCN)
explaining why the complex spike (CS) activity within a module follows the intrinsic differences in simple spike
(SS) activity of Purkinje cells (PC). PC and DCN are inhibitory, whereas climbing fibers are excitatory. (From
Albergaria and Carey, 2014; reprinted under the terms of the Creative Commons Attribution License, which
permits unrestricted use and redistribution provided that the original author and source are credited.)
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Together, the intrinsically determined simple spike and complex spike activity
at rest provide the baseline values around which the Purkinje cells are modulated
during natural sensory stimulation, such as that used to induce motor learning. This
raises the question as to whether motor learning in the different olivocerebellar mod-
ules is also dominated by different plasticity rules mechanisms. Given the baseline
firing frequencies, one might expect that zebrin-positive modules with relatively
low firing frequencies have ample room for mechanisms of potentiation, whereas
zebrin-negative modules showing high simple spike activity could be more prone
to suppression. Indeed, Wang and colleagues (2011) found in vivo that the activity
of zebrin-positive, but not zebrin-negative, Purkinje cells can be readily enhanced,
whereas Wadiche and Jahr (2005) found that, in vitro, the induction of long-term
depression (LTD) at the parallel fiber to Purkinje cell synapse can be readily induced
in zebrin-negative Purkinje cells in lobule III, but not in zebrin-positive cells in lob-
ule X. Below we will review the dominant learning rules for both a zebrin-positive
region, that is, the flocculus of the vestibulocerebellum controlling adaptation of the
vestibulo-ocular reflex (Lisberger, 1988; Ito, 2002; De Zeeuw and Yeo, 2005), and a
zebrin-negative region, that is, hemispheral lobule VI controlling classical eyeblink
conditioning (Hesslow, 1994a,b; Thompson and Steinmetz, 2009; Boele et al., 2010;
Mostofi et al., 2010).

Motor learning in a zebrin-positive module: Adaptation of
the vestibulo-ocular reflex
The flocculus, like the nodulus of the vestibulocerebellum, is virtually completely
zebrin positive, and indeed its Purkinje cells fire at an average of approximately 60
Hz at rest (Fig. 3B). It contains five zones, one for controlling compensatory head
movements (extension of the C2 zone) and four for controlling compensatory eye
movements about different axes in space (extension of D1 –D2 zones, but referred
to as F zones) (Fig. 4A) (De Zeeuw et al., 1994; De Zeeuw and Koekkoek, 1997;
Schonewille et al., 2006a; Voogd et al., 2012). The vestibulo-ocular reflex translates
head movement into compensatory eye movement so as to keep the observed image
in the center of the visual field. By experimentally moving a subject's head while
also moving the visual environment in the same or opposite direction (i.e., in or out
of phase), this reflex will prove insufficient or exaggerated, until the new rules are
integrated in the compensatory eye movements following a process of adaptation
learning. Mechanical or genetic lesions of floccular Purkinje cells severely hamper
adaptation of compensatory eye movements (Endo et al., 2009; Gao et al., 2012).
Recordings of Purkinje cells in the flocculus of awake behaving mammals during a
vestibulo-ocular reflex paradigm in the dark or light show simple spike modulation
that correlates well with both maximum head velocity and maximum eye velocity (De
Zeeuw et al., 1995). Adapting the reflex using gain-increase or phase-reversal training
leads to an increment in the modulation amplitude of simple spikes (Clopath et al.,
2014; K Voges and CI De Zeeuw, pers. comm.), whereas impairing the modulation
amplitude of simple spikes by genetically attenuating the parallel fiber to Purkinje
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cell synapse leads to a reduction in the peak of simple spike modulation as well as in
the adaptation and consolidation of the reflexive compensatory eye movements (Fig.
4B –E) (Galliano et al., 2013a).

Moreover, stimulating simple spike activity of Purkinje cells either pharmacologi-
cally or optogenetically leads to an increase in the excitatory phase of the modulation
amplitude of the simple spikes as well as an increase in the gain of compensatory
eye movements (van der Steen and Tan, 1997; De Zeeuw et al., 2004; Nguyen-Vu et
al., 2013). Thus, in line with the data obtained by Wang and colleagues (2011) and
Wadiche and Jahr (2005) in other zebrinpositive areas of the cerebellum, these data
suggest that strengthening the parallel fiber to Purkinje cell synapse (i.e., through
long-term potentiation or LTP) or enhancing the intrinsic excitability of Purkinje cells
form the dominating forms of plasticity in the zebrin-positive floccular zones control-
ling vestibulo-ocular reflex adaptation. Indeed, affecting both forms of potentiation
simultaneously by deleting PP2B specifically in Purkinje cells results in deficits in
various forms of adaptation of the reflex, such as gain increase, gain decrease, and
phase-reversal adaptation (Schonewille et al., 2010). Along the same lines, enhancing
Purkinje cell potentiation through an artificial or natural increase of estradiol also
improves vestibulo-ocular reflex learning (Andreescu et al., 2007).

In contrast, blocking expression of LTD at the parallel fiber to Purkinje cell synapse
by targeting proteins involved in late events of its signaling cascade at the level of
GluRs (GluRd7 knockin and GluR2K882A knockin) or related proteins that control
their trafficking (PICK1 knockout) does not lead to any obvious deficit in compen-
satory eye movement learning (Schonewille et al., 2011). These latter experiments
indicate that LTD is not essential for vestibuloocular reflex adaptation, but they do not
exclude the possibility that LTD contributes to this form of motor learning under phys-
iological conditions. Possibly, the blockage of LTD expression at the parallel fiber to
Purkinje cell synapse in the GluRd7 knockin, GluR2K882A knockin, and PICK1 knock-
out is compensated forbyLTPattheparallelfibertomolecularlayer interneuron synapse
(Jörntell and Ekerot, 2002; Gao et al., 2012; Tanaka et al., 2013). Even though motor
learning in the zebrin-positive floccular zones may be dominated by postsynaptic and
intrinsic potentiation of Purkinje cell activity, the olivocerebellar system is endowed
with various distributed forms of plasticity that operate in a synergistic fashion and
allow for ample compensation (Gao et al., 2012). This synergy results from the fact
that virtually all major forms of plasticity in the cerebellar cortex are controlled by the
climbing fibers, and climbing fiber activity is phase-dependent. For example, when
an optokinetic pattern moves into temporonasal direction, the subsequent activation
of complex spikes in the Purkinje cells of the floccular vertical-axis zones (Fig. 4A)
enhances LTD at the parallel fiber to Purkinje cell synapse as well as (on the ipsilateral
side) LTP at the parallel-fiber to molecular-layer interneuron synapse and potentiation
at the molecular layer interneuron to Purkinje cell synapse (Gao et al., 2014). Yet, when
the optokinetic stimulus moves in the opposite direction and the climbing fibers are
virtually silent (while being active on the contralateral side), it will induce LTP at the
parallel fiber to Purkinje cell synapse and LTD at the parallel-fiber to molecular-layer
interneuron synapse (Gao et al., 2012). Together, these climbing-fiber-driven forms
of plasticity are so prominent that selectively rerouting the climbing fibers from a
contralateral to an ipsilateral projection, while maintaining the laterality of the mossy
fiber system, completely reverses modulation of both Purkinje cells'simple spikes and
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Figure 4 Circuit of the vestibulo-ocular reflex and prominent role of modulation amplitude. (A) The
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the head rotates, the vestibular signals from the semicircular canals are transferred by the vestibular ganglion
cells (VG) to the second-order vestibular neurons in the vestibular nuclei (VN), which in turn innervate the
oculomotor neurons (OMs) driving the eyes to the opposite side. The vestibulocerebellum, which is super-
imposed on this three-neuron arc, is required to compensate for the delays introduced during input-output
processing. To minimize retinal slip during head movements, the accessory optic system (AOS) relays slip
signals through the climbing fiber (cf) system to the zebrin-positive Purkinje cells (PC) in floccular zones F1
–F4 in the vestibulocerebellar cortex (see inset), where the presence and absence of the climbing fiber ac-
tivity is integrated with vestibular, optokinetic, and eye movement signals mediated by the mossy fiber (mf )
–granule cell (GC) –parallel fiber (pf) pathway. The Purkinje cells in turn can inject well-calibrated, acceler-
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reduction in the peak of the modulation. (E) VOR phase reversal is a form of VOR adaptation, during which
the phase of the VOR is reversed by providing an in-phase optokinetic stimulus that is greater in amplitude
than the vestibular stimulus; α6Cre-Cacna1a KO mice have severe problems reversing the phase of their eye
movements indicating that mammals have their abundance of GCs and pfs to control motor learning rather
than basic motor performance. PA, pontine area; BC, basket cell; SC, stellate cell. (From Galliano et al.,
2013a; modified, with permission from the authors.)
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molecular layer interneuron activity (Fig. 5) and induces dramatically ataxic motor
behavior, which actually benefits from a cerebellectomy (Badura et al., 2013).

Downstream, it is probably the changes in simple spikes rather than the complex
spikes that largely contribute to the changes in eyemovement behavior during adap-
tation of the vestibulo-ocular reflex (De Zeeuw et al., 2004). Comparison between
recordings from floccular target neurons in the vestibular nuclei and floccular Purkinje
cells indicates that it is the simple spikes that can relay the prediction signals required
for this type of adaptation learning (De Zeeuw et al., 1995; Stahl and Simpson, 1995).
Indeed, through pure rate coding and plasticity mechanisms in both the flocculus and
vestibular nucleus neurons (Nelson et al., 2005), one can explain normal vestibulo-
ocular reflex learning and consolidation in regular wild-type animals as well as the
specific behavioral phenotypes and simple spike firing characteristics observed in
various mutant mice in which either the excitatory or inhibitory inputs to the Purkinje
cells are affected (Clopath et al., 2014).

Motor learning in a zebrin-negative module: Eyeblink con-
ditioning
The extensions of the zebrin-negative bands are more prominent in the rostral di-
rection of the cerebellum compared with their caudal counterparts (Sugihara and
Shinoda, 2004), endowing hemispheric lobule VI, or simplex, with a substantial
amount of zebrin-negative Purkinje cells that typically fire at 90 Hz, subdivided across
zones C1, C3, and D0 in particular (Sugihara and Shinoda, 2004; Ten Brinke et al.,
2014; Zhou et al., 2014). Together with zebrin-positive zone C2, zones C3 and D0 have
been shown to respond to periocular stimulation (Hesslow, 1994a,b; Mostofi et al.,
2010). Through tracer, lesion, and stimulation studies, it has become apparent that
cells in C2 are more generally receptive to different kinds of stimulation, whereas C3
and D0 are specifically engaged with eyelid behavior, with their Purkinje cell output
ultimately tying in to the eyelid muscle circuitry (Yeo et al., 1985a,b,c, 1986; Hesslow,
1994a,b; Attwell et al., 2001; Boele et al., 2010, 2013; Mostofi et al., 2010).

In the eyeblink-conditioning paradigm, a neutral stimulus leads to an eyeblink
response on repeated pairing with a subsequent blinkinducing stimulus (McCormick
and Thompson, 1984; Yeo et al., 1986; Thompson and Steinmetz, 2009; Boele et al.,
2010). Eyeblink conditioning has been found to coincide with the development of
a marked decrease in Purkinje cell simple spike firing with temporal characteristics
similar to those of eyelid conditioned responses (CRs) (Fig. 6) (Albus, 1971; Hesslow
and Ivarsson, 1994; Jirenhed et al., 2007; Ten Brinke et al., 2014). The conditioned
stimulus ([CS], e.g., a light or tone) and unconditioned stimulus ([US], e.g., a corneal
airpuff), in between which the CR occurs, find their respective physiological correlates
in the activity of a myriad of parallel fibers and a single climbing fiber synapsing
on the Purkinje cells. The repeated pairing of CS-related parallel fiber input with a
subsequent climbing fiber signal, an efferent copy of the eyeblink reflex loop (Fig.
6A), sensitizes the Purkinje cells to the CS in that its simple spike activity gradually
diminishes as the conditioning proceeds (Ten Brinke et al., 2014). Importantly, this
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increase in complex spikes is associated with a decrease in simple spikes, and vice versa. This reciprocal
firing is thought to be essential for motor behavior. Rerouting the climbing fiber system in Ptf1a-Robo3 mice
from a contralateral (dark blue line in top panel) to a predominantly ipsilateral projection (red line in top panel)
does not only reverse the modulation of complex spike activity during natural optokinetic stimulation (see
peri-stimulus time histograms (PSTHs), raster, and polar plots in left panel), but also that of the simple spike
activity (middle panel). Because the laterality of the mossy fiber projection is unaffected (green lines in top
panels), these data show that the proper timing of the climbing fiber input is essential for well-coordinated
motor performance by controlling the timing of simple spike firing. The phase of molecular layer interneurons
is also reversed in the mutants (right panel), which suggests that climbing fibers evoke their effects on simple
spike activity via molecular layer interneurons. VN, Vestibular nuclei; NRTP, nucleus reticularis tegmenti
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modified, with permission from the authors.)
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process is reversible; when the well-timed CS –US pairing is replaced with randomly
paired conditioned and unconditioned stimuli, the conditioned eyeblink response
and reduction in simple spike response are gradually and concomitantly extinguished
(Fig. 6B, middle panel). Following this extinction, simple spike suppression reap-
pears with a reoccurrence of the CRs in the reacquisition process (Fig. 6B, bottom
panel). This suppression of simple spike activity in a zebrin-negative module, which
necessitates plasticity reducing Purkinje cell activity, juxtaposes starkly with the pre-
dominantly simple spikeenhancing forms of plasticity implicated in vestibulo-ocular
reflex learning that takes place in zebrin-positive areas.

Historically, the main plasticity mechanism thought to underlie the simple spike
suppression during eyeblink conditioning was LTD at the parallel fiber to Purkinje
cell synapse (Ito and Kano, 1982; Hauge et al., 1998; Koekkoek et al., 2003). Indeed,
LTD at this synapse occurs when parallel fibers and climbing fibers are activated
conjunctively (Gao et al., 2012), which corresponds well to the situation created by the
paired CS –US trials of the eyeblink-conditioning paradigm. However, when parallel
fiber to Purkinje cell LTD is blocked following manipulation of the GluR2-AMPA
receptors described above (i.e., GluRd7 and GluR2K882A knockin), acquisition of
normal CRs is not significantly impaired (Schonewille et al., 2011; see also Welsh et
al., 2005). This finding is in line with the fact that most parallel fibers are probably
silent to begin with (Brunel et al., 2004; van Beugen et al., 2013) and that at-rest
Purkinje cells fire intrinsically at virtually the same rate with intact parallel fiber input
as they do without (Cerminara and Rawson, 2004; Galliano et al., 2013a; Hesslow,
2013). In terms of rate coding, this reduces the direct impact of the few depressed
CS-conveying parallel fibers on the overall simple spike suppression to negligible
proportions. Along the same line, Hesslow and colleagues found that the duration
of the parallel fiber activation, through which a Purkinje cell is trained, does not
determine the extent and duration of the simple spike suppression (Jirenhed and
Hesslow, 2011a,b).

Together, these findings suggest that there must be one or more mechanism(s)
other than parallel fiber LTD that can actively suppress the simple spike activity when
the conditioning signals have started to traverse across the parallel fibers. Two of these
potential mechanisms include LTP at the parallel-fiber to molecular-layer interneuron
synapse and potentiation at the molecular layer interneuron to Purkinje cell synapse,
thereby facilitating inhibitory effects of these interneurons onto the Purkinje cells
(Jörntell and Ekerot, 2002; Gao et al., 2012). Indeed, blocking both mechanisms in
effect by ablating the GABA-γ2 receptor specifically in Purkinje cells (Wulff et al.,
2009) significantly reduces the percentage and amplitude of CRs (Boele, 2014; Ten
Brinke et al., 2014). Yet, this inhibitory effect on conditioning behavior is not complete
(Boele, 2014; Ten Brinke et al., 2014), and the impact of gabazine on simple spike
suppression in decerebrate ferrets is limited (Johansson et al., 2014), possibly because
of extensive ephaptic inhibition at the pinceauforming terminals of the basket cells
(Blot and Barbour, 2014). If the interneurons are indeed relevant for the simple spike
suppression, LTD might still contribute to this process by reducing the excitation
in Purkinje cells during the period in which their parallel fiber input also excites
the adjacent molecular layer interneurons, evoking the active suppression. Other
possibilities for active suppression include LTP at the parallel fiber to Purkinje cell
synapse facilitating transmission of the CS signals and driving inhibitory intrinsic
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Figure 6 Eyeblink circuit and role of simple spike suppression. (A) During eyeblink conditioning, a
conditioned stimulus (CS), such as a tone or LED light, is repetitively paired with an unconditioned stimuli
(US), such as an airpuff, to learn a well-timed conditioned response (CR). CS and US sensory information
converges at zebrin- negative Purkinje cells (PCs) in D0 and C3 (see inset) through the mossy fiber (mf )
–granule cell (GC) –parallel fiber ( pf ) pathway and the climbing fibers (cfs) derived from the inferior olive (IO),
respectively. Although the mossy fibers relay information on the CS from the pontine area (PA), the climbing
fibers mediate efferent copies of signals evoked in the direct eyeblink reflex loop, which is formed by the orbital
branch of the trigeminal nerve, trigeminal nucleus (TN), facial nucleus (FN), and eyelid muscle. When a fixed
temporal relationship between parallel fiber and climbing fiber activation emerges, the same parallel fiber input
starts to evoke a simple spike suppression that disinhibits the cerebellar nuclear (CN) cells, and consequently
causes the eyelid to close before the US is about to occur. (B) Example of mean eyelid behavioral traces
and simple spike frequency histograms of a mouse Purkinje cell from lobule HVI (zebrin-negative D0 zone)
after training, extinction, and reacquisition (top to bottom). Note the concomitant changes in simple spike
suppression and amplitude of the CRs. The green and red bands in the background depict CS and US
duration, respectively. (C) (Top) Simple spike suppression precedes CR onset (blue line) and covaries with
its course (dashed line). (Bottom) A rapid drop in Purkinje cell activity after stopping optogenetic stimulation
elicits rebound burst activity in CN neurons (extracellular recording in vivo). The excitatory events in voltage
and current clamp recordings of the same cell in vivo following optogenetic Purkinje cell stimulation show that
this bursting may be facilitated by climbing and/or mossy fiber collaterals. Ultimately, CN rebound activity can
reliably evoke a behavioral response. The data described under C are obtained from different experiments,
but aligned at the same time scale to facilitate understanding of the course of events with respect to each
other. CoN, cochlear nucleus; RN, red nucleus. (From Witter et al., 2013; modified, with permission from the
authors.)
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Purkinje cell mechanisms through, for example, metabotropic glutamate receptors and
downstream PKC-mediated cascades and/or indirectly eliciting CSrelated complex
spike activity through the nuclei, which, in turn, adds to direct activation of the
molecular layer interneurons (Berthier and Moore, 1986; Angaut et al., 1996; Koekkoek
et al., 2003; Schonewille et al., 2010; Johansson et al., 2014). In line with the large
variety of potential mechanisms, current thoughts about cerebellar learning extend
beyond the modification of mere synaptic input of CS signals and are referred to as
distributed synergistic plasticity (Gao et al., 2012).

By adopting a suppressive simple spike response, Purkinje cells disinhibit cere-
bellar interposed nuclear cells, and the subsequent rebound activity in these cells
eventually feeds via the red nucleus into the eyelid muscles, effectively closing the
eye in well-timed preparation just before the US occurs (Fig. 6C) (Gauck and Jaeger,
2000; Boele et al., 2010; Witter et al., 2013). The simple spike suppression starts well
before the onset of the conditioned eyeblink response (Ten Brinke et al., 2014), but
the extent to which the subsequent increase in cerebellar nuclei firing determines the
onset of the eyelid closure or dynamically controls the closure in an online fashion
is not known (Sanchez-Campusano et al., 2011). Presumably, the rebound in the
activity of cerebellar nuclei neurons following simple spike suppression is facilitated
by excitatory inputs from mossy fiber and/or climbing fiber collaterals (Fig. 6C).
Indeed, their excitatory inputs can be detected during whole-cell recordings in vivo at
precisely the right moment showing coincidence with the internal rebound (Witter et
al., 2013).

In contrast to the zebrin-positive modules controlling vestibulo-ocular reflex
adaptation, which seem to entail predominantly rate coding, the zebrin-negative
module-controlling eyeblink conditioning appears more prone to temporal coding.
This is also supported by the fact that synapses of mossy fiber collaterals onto cere-
bellar nuclei neurons can show LTP following specific sequential activation (Pugh
and Raman, 2008) and that cerebellar nuclei neurons can be entrained by periods of
synchronized simple spike activity at 50 –80 Hz (De Zeeuw et al., 2008, 2011; Person
and Raman, 2012), that is, the firing rate level that zebrin-negative Purkinje cells ac-
quire during simple spike suppression controlling the conditioned eyeblink response
(Fig. 6B, C). Moreover, the mossy fiber collaterals on cerebellar nuclei neurons also
show structural preterminal sprouting during conditioning, the amount of which
correlates well with the amplitude of the conditioned responses (Boele et al., 2013).
The notion that the eyeblink-conditioning paradigm involves memory formation at
both the cerebellar nuclear and cortical level may explain the considerable savings
observed during reacquisition of the learned behavior after extinction (Fig. 6B) (Kehoe,
1988; Ohyama et al., 2006). Thus, even though the molecular and cellular machinery
behind the active suppression central to the activity in zebrin-negative cerebellar
zones still poses questions, the evidence for its functional relation to both plasticity in
the cerebellar nuclei and accurate behavioral output as well as for the crucial role of
climbing fiber activity at all potential plasticity sites is compelling.
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Concluding remarks

The data reviewed here establish the differential intrinsic activity of the different
sagittal Purkinje cell zones in the cerebellum and the potential consequences for
motor learning. In hindsight, the recent finding by Zhou and colleagues (2014) that
the intrinsic simple spike-firing frequencies of zebrin-positive and zebrin-negative
Purkinje cells differ dramatically (60 Hz vs. 90 Hz) could have been predicted by
the original study performed 50 years ago by Voogd (1964). Voogd used Haggquist
stainings and found that the cerebellar cortex can be divided in zones of Purkinje cells
with thin myelinated axons (e.g., zones C2, D1, and D2, which later turned out to be
zebrin positive) and Purkinje cells with thick myelinated axons (e.g., zones B, C1, C3,
and D0, which turned out to be zebrin negative) (Fig. 1). Indeed, oligodendrogenesis
and the thickness of a myelination sheath appear to depend on neuronal activity and
firing rate (Gibson et al., 2014). Yet, we are still only just beginning to answer the
50-year-old question as to what the functional meaning of the cerebellar zones may be.
The configuration of these different zones raise the possibility that different encoding
schemes are used for motor learning. Indeed the zebrin-positive zones, such as the
F1 –F4 zones used for vestibulo-ocular reflex adaptation, appear well designed to use
mainly potentiation to enhance simple spike firing rate and mediate motor learning
through rate-coding mechanisms (Fig. 4). Instead, the zebrin-negative zones, such
as the C3 and D0 zones used for eyeblink conditioning, appear optimally designed
to use mainly suppression to decrease simple spike firing rate and mediate motor
learning, in part, through temporal coding mechanisms downstream in the cerebellar
nuclei (Fig. 6), which is supported by input from collaterals of not only mossy fibers
but also climbing fibers (Van der Want et al., 1989).

Given the enormous energy consumption of high levels of neuronal activity (Sen-
gupta et al., 2014), one may wonder why a neurobiological system like the cerebellum
uses such high levels of intrinsic activity to begin with. There must be obvious benefits
preserved throughout evolution (Darwin 1859). Clearly, control of motor learning
is one of the prime functions of the cerebellum (Ito, 2002; De Zeeuw et al 2011; Gao
et al., 2012) and exploiting diversity in intrinsic activity of its main output neurons
like Purkinje cells and cerebellar nuclei neurons may benefit the execution of this
function, but other regions like the cerebral cortex also have prime roles in learning,
including both declarative and procedural memory formation, whereas their main
output neurons, pyramidal cells, usually fire at a relatively low firing frequency at
rest, preserving energy (Heck et al., 2013; Pouille et al., 2013).

What then is special about the cerebellar system in this regard? The most charac-
teristic feature of all functions of the cerebellum is its ability to control timing at a high
resolution. Across periods of hundreds of milliseconds, the cerebellum can regulate
and fine-tune signal processing with a precision of approximately 5 ms (D'angelo and
De Zeeuw, 2009; De Zeeuw et al., 2011). This function appears critical for controlling
not only relatively simple forms of learning-dependent timing, such as for vestibulo-
ocular reflex phase-reversal learning (Fig. 4) and eyeblink conditioning (Fig. 6), but
probably also for more complex, timing-sensitive processes involved in cognition and
episodic memory formation (Ben-Yakov and Dudai, 2011; Rahmati et al., 2014). For
example, cerebellar cell-typespecific mouse mutants do not show deficits in general
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cognitive tasks like Morris water maze, fear conditioning, or open field (Galliano et al.,
2013b), but the very same mutants start to show phenotypes in decision making when
tight temporal response windows are inserted in go/nogo tasks (Rahmati et al., 2014).
Likewise, the timing function of the olivocerebellar system is essential when acute
reflexes need to be engaged following perturbations (Van Der Giessen et al., 2008).
Therefore, it is parsimonious to assess the potential role(s) of high and varying levels
of intrinsic Purkinje cell activity in the light of the overall function of the cerebellum
in timing.

If one considers the motor domains and functions controlled by the various olivo-
cerebellar modules in mammals (Fig. 2), the picture emerges that slower movements,
such as compensatory eye and head movements, are controlled by zebrin-positive
modules (e.g., vestibulocerebellum) operating at lower firing frequencies and using
rate coding downstream (Clopath et al., 2014), whereas faster movements, such as eye-
blink responses or limb activity during locomotion, may depend on zebrin-negative
modules (e.g., 5-region in D0 and vermal lobule V, respectively) and fast rebound
activity in the cerebellar nuclei (De Zeeuw et al., 2011; Witter et al., 2013). In general,
one could state that the presence of intrinsic activity as in zebrin-positive modules
allows for on-line modulation in both the excitatory and inhibitory direction with am-
ple opportunity to expand in the excitatory domain during learning (i.e., potentiation)
and that an excessive amount of intrinsic activity as in zebrin-negative modules also
allows for online modulation in both the excitatory and inhibitory direction, but with
ample opportunity to expand in the inhibitory domain (i.e., suppression) engaging
fast rebound mechanisms in the nuclei downstream. The latter condition can be
considered as a pulled string maintained at a high energy level that can be released
on command and evoke very fast effects when needed, such as to protect one's eye
with an eyeblink when a dangerous event is approaching. The design of a system that
allows for highly dynamic and precise control of temporal signal processing comes at
the cost of continuous high levels of energy consumption, but apparently renders the
system with a sufficiently improved survival rate. In this respect, it will be interesting
to investigate the intrinsic activity of Purkinje cells during sleep. If the hypothesis
described above is correct, one might expect to not waste energy during sleep and
bring the cells into a down state (Loewenstein et al., 2005). These down states in
Purkinje cells can indeed be induced by anesthetics, whereas they hardly occur in
animals operating under physiological circumstances in the awake state (Schonewille
et al., 2006b). In addition, it will be interesting to find out to what extent neighboring
zebrin-positive and zebrin-negative zones can interact (see also Fig. 3). Interestingly,
in the vestibulocerebellum of birds, neighboring zebrin-positive and zebrin-negative
modules have been found to respond best to the same pattern of optic flow in 3D
space (Graham and Wylie, 2012). One could imagine that antagonistic movements
characteristic of flying may have different temporal and thereby modulational de-
mands depending on their relation with gravity, engaging the zebrin-positive and
-negative modules under different circumstances.

The functional concept of cerebellar modules operating in different firing fre-
quency domains outlined above is based on a dichotomy found in expression of
zebrin and related proteins that may control intrinsic simple spike activity. However,
even though the differences in firing frequency between zebrin-positive and zebrin-
negative modules are highly significant, there is considerable overlap in the ranges
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of frequencies found (Zhou et al., 2014). This raises the possibility that the encoding
schemes used in the various modules are more diverse than depicted here. Indeed, in
some microzones, the level of zebrin expression is ambiguous (Mostofi et al., 2010),
and the complete proteomics in Purkinje cells is probably sufficiently diverse to even
make sagittal strips of single Purkinje cells unique (Voogd et al., 1996). Likewise, it
should be noted that one cannot exclude the possibility that suppression and potentia-
tion mechanisms may also take place in zebrin-positive and zebrin-negative modules,
respectively (Yang and Lisberger, 2013, 2014) and that the concomitant encoding
schemes during learning may shift accordingly, if one switches from a chronic tonic
form of learning to a more acute trial-by-trial form of conditioning. In addition, it
should be noted that conversion mechanisms may take place at the input stage of
both types of modules in that the enhanced input from the semicircular canals to the
flocculus may both have to be suppressed during ipsiversive head movements (zebrin-
positive zones) and that the active input signaling the conditioned stimulus has to be
turned into simple spike suppression during expression of the conditioned response
(zebrin-negative zones) (De Zeeuw et al., 2004; Johansson et al., 2014). Therefore, in
future studies, it will be important to determine how refined the variety of encoding
schemes for cerebellar motor learning really is and to what extent these schemes are re-
lated to the dynamics of the paradigm involved. By explaining the encoding schemes
for the most widely studied form of motor learning in zebrin-positive modules, that is,
adaptation of the vestibulo-ocular reflex in F1–F4, as well as of that in zebrinnegative
modules, that is, eyeblink conditioning in C3 –D0, this article provides a first step
toward unraveling the various encoding schemes that can be used for cerebellar motor
learning. Because the zebrin patterns and differences in baseline firing frequencies are
consistently present throughout the cerebellar cortex, it is possible that these encoding
schemes are applicable to all cerebellar learning functions.
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Chapter 11

On olivocerebellar research
One could argue that the olivocerebellar system is understood to a great extent. The
main components of the network and the input-output structure have been estab-
lished, and multiple theories suggest sensible principles through which the physical
properties of the olivocerebellar system give rise to their functional expression, pre-
dominantly in motor behavior. These conceptualizations express how this system
can learn (Marr, 1969; Albus, 1971; Ito et al., 1982; Fujita, 1982; Dean & Porrill, 2008;
2011), enables timing (Braitenberg, 1967; Lamarre & Mercier, 1971; Llinás & Yarom,
1986; Ivry et al., 1988), and may generate feed-forward internal models that could be
extrapolated beyond the motor domain (Wolpert, Miall, & Kawato, 1998; Ito, 2008).
However, judging from spoken and written opinion across the field, it seems cere-
bellar understanding is deemed insufficient as often as it is deemed comprehensive,
depending on the intended level of complexity of our understanding. Indeed, the
existence of these opposing verdicts seems indicative of a field that has made great
progress and is raising the bar ever further. Taking stock of the research in this thesis,
we will find how it underlines three different ways in which the olivocerebellar field
is shifting its investigative aim to higher levels of complexity. First, the establishment
of different cerebellar components contributing to learned behavior concretizes the
shift of focus from singular plasticity mechanisms toward network-level interplay as
the physiological basis for cerebellar learning (Chapters 2, 3, 4, 6 ,7, 8, 9). Second, the
differential ways in which zebrin-positive and -negative zones predominantly employ
spike modulation to effect learning support the existence of variations on the universal
computation assumed by some to hallmark olivocerebellar processing (Chapters 2, 4,
10). Lastly, the observation of social impairments in a Purkinje cell-specific autism-
related knockout mouse joins a large body of empirical data emphasizing the need to
study the olivocerebellar system beyond the context of motor behavior (Chapter 5).
These indications affirm how far the field has come, while signaling the work that lies
ahead, as explored through several suggested directions for future research.

Toward network-level interplay

Spike modulation during eyeblink conditioning
The electrophysiological work in Chapters 2 and 6 provides an integrative picture of
Pavlovian eyeblink conditioning-related spike modulation. Timed spike facilitation in
molecular layer interneurons was shown to partially contribute to behavior, which it
does by deepening Purkinje cell simple spike suppression, which in turn was shown
to also carry predictive trial-by-trial correlations to conditioned responses, through
disinhibition of neurons in the cerebellar anterior interposed nucleus. These cells,
in turn, were shown to predominantly increase their spiking rate in relation to the
conditioning stimuli (Fig. 1). Moreover, optogenetic stimulation of Purkinje cells,
which was shown to suppress the activity of cerebellar nuclei neurons (Witter et al.,
2013; Canto et al., 2016), effectively abolished CRs. Earlier work showed compelling
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similarities between the acquisition, expression, extinction, and reacquisition of neu-
ronal and behavioral CRs (Jirenhed et al., 2007; Wetmore et al., 2014), as well as the
fact that suppression of Purkinje cell simple spikes through optogenetic stimulation
of molecular layer interneurons (MLIs) in lobule simplex can effectively elicit blink
responses (Heiney et al., 2014). The work in awake behaving mice presented in this
thesis shows optogenetically that cerebellar spike modulation is not only sufficient,
but necessary for the expression of conditioned eyeblink behavior. Moreover, it high-
lights how three levels of cerebellar cells receiving mossy/parallel fiber input generate
spike modulation that integrates from MLIs to Purkinje cells to cerebellar nuclear cells
(Fig. 1).
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Figure 1 Schematic overview of the development of olivocerebellar neuronal responses over the course of
an eyeblink conditioning paradigm, considered in detail across Chapters 2, 6, and 9.

It is clear that the acquired simple spike suppression does not only gradually
deepen to maximize around US onset time. In fact, the elaborate analysis of the
temporal dynamics of spike-eyelid correlations hints at the possibility that there is
also a particular process with a relatively early crucial window of action in the CS-US
interval, centered around 80-100 ms after CS onset. The clear separation of this early
focal area in both the simple spike and MLI activity correlation matrices could imply
a contribution of additional plasticity mechanisms in cerebellar conditioning. This
is certainly a plausible concept considering the variability observed in conditioned
eyelid behavior in mice. However, it is difficult to accommodate for this with a purely
LTD-focused hypothesis or the notion of intrinsic plasticity at the level of single
Purkinje cells. Rather, these results would suggest a more complex interplay among
olivocerebellar components. Interestingly, the early focal area in the correlation matrix
overlaps strikingly with another phenomenon: a CS-related complex spike response.
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Acquired olivary activity adds to cerebellar conditioned responses

The work in Chapters 2 and 6, reviewed in Chapter 9, revealed an interesting addi-
tional olivocerebellar phenomenon at play during the CS-US interval. A complex
spike response to the CS was observed in eyelid-related Purkinje cells (mentioned
before in Berthier & Moore, 1986, and Edgley et al., 2010), as well as a similarly timed
transient spike suppression in a subgroup of cerebellar nuclear cells, both indicative of
olivary climbing fiber activity (Hoebeek et al., 2010; Lu, Yang, and Jaeger, 2016). Only
Purkinje cells that were eyelid-related by virtue of a consistent US-related complex
spike response showed the CS-related complex spike. Moreover, in the independent
datasets across these studies, naïve animals did not show these particular responses.
Together, these findings strongly suggest that the phenomenon is acquired over the
course of eyeblink conditioning.

Certain findings from the research in Chapters 2 and 6 hint at a possible function
for the CS-related olivary response. The latency of CS-related complex spikes relative
to the other cerebellar cortical spike components and conditioned eyelid behavior fits
a potentially facilitating role. It could influence simple spike suppression through the
climbing fiber pause (De Zeeuw et al., 2011), through non-synaptic activation of MLIs
(Jorntell & Ekerot, 2003; Szapiro & Barbour, 2007; Mathews et al., 2012) as well as
through several climbing fiber dependent forms of cerebellar cortical plasticity (Gao
et al., 2012). Indeed, modest but significant correlations to both eyelid behavior and
simple spike suppression support this possibility (Chapter 2, Ohmae & Medina, 2015).
Moreover, in many cases in the interpositus nucleus (IpN), strong excitatory responses
occurred right after the CS-related spike trough. In fact, in IpN cells that showed these
responses in trained animals, US-only trials yielded similar pause-excitation patterns.
This makes it tempting to hypothesize that this (likely synchronized) climbing fiber
activity may help to create rebound excitation in target IpN neurons, further boosting
recruitment of the eyelid muscles and faciliting related plasticity in the IpN (Zheng
and Raman, 2010; Person and Raman, 2010). A number of studies have established
post-inhibitory rebound activity in the CN, with a link between the strength and
duration of the inhibition and the strength of the rebound (Aizenman and Linden,
1999; Llinás and Mühlethaler, 1988; Tadayonnejad et al., 2009; Witter et al., 2013).
With regards to climbing fiber activation specifically, Hoebeek et al., (2010) showed
that olivary stimulation yielded inhibition and subsequent rebound excitation that
could last up to 250 ms in 50 out of 66 IpN neurons (75%). Moreover, rebound-driven
behavioral responses can be elicited by synchronized nuclear inhibition lasting as
little as 25 ms (Witter et al., 2013). The fact that not all IpN cells showing CS-related
spike troughs showed rebound excitation implies the existence of some qualitative
requirements beyond just the transient spike suppression, e.g. in terms of olivary
spike burst characteristics (Mathy et al., 2009) and/or synchrony (Tang et al., 2016).
The notion that rebound excitation is not straightforwardly elicited seems consistent
with the fact that T-type channels have been shown to contribute (Molineux et al.,
2006, 2008), but are unlikely to account for its full breadth (Zheng and Raman, 2011).
Thus, both at the level of the cerebellar cortex and in the nuclei, CS-related climbing
fiber activity seems to facilitate spike modulation.

Moreover, given the role of climbing fiber activity in plasticity processes, it is
quite possible that the CS-related olivary activity helps further establish procedural
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memory in the longer term. This does not mean that this contribution has to relate to
the conditioned spike modulation acquired in the eyeblink conditioning paradigm. In-
deed, the endowment of CS-encoding signals with the same olivary teaching response
as that elicited by the US could constitute a useful longer-term adaptation. After all,
by the time a flash of a light has been tightly linked to subsequent perturbation of
the eye with ceaseless repetition, the light carries high instructive value with relation
to activation of the eyelid musculature. In this sense, the CS-related climbing fiber
response constitutes experience-based expansion of the receptive field of error-signal
producing olivary cells. It is thus conceivable that olivocerebellar modules receive
teaching signals dynamically, with the repertoire of instructive signals adapting to
the ever-changing relatedness among relevant information in and around ourselves.

The presence of CS-related complex spikes in Purkinje cells and transient spike
suppression in IpN neurons necessitates that the CS-encoding signal has somehow
acquired the means to reach the olivary nucleus. In resolving the origin of this
response, one consideration is whether or not it involves the cerebellum (Chapter
9). A straightforward pathway through the cerebellum could be paved by mossy
fiber collaterals to the cerebellar nuclei that are newly formed over the course of
conditioning (Boele et al., 2013), which could directly hook up CS-encoding signals
to the nucleo-olivary pathway (De Zeeuw et al., 1988). The resulting CS-activated
nuclear activity could then bear excitatory responses in the olivary nuclei, likely
through the excitatory disynaptic loop through the mesodiencephalic junction (e.g.
De Zeeuw & Ruigrok, 1994), or perhaps through some rebound response to nucleo-
olivary inhibition (Bazzigaluppi et al., 2012; De Gruijl et al., 2012). However, as
outlined in Chapter 9, the latencies of even the earliest observed CS-elicited neuronal
responses in the cerebellar nuclei are too long to be able to account for the CS-related
climbing fiber activation. Instead, another possibility is that CS-related signals may
reach olivary-projecting neurons in the brainstem, possibly being potentiated through
eyelid-related cerebellar output, limiting the CS-elicited excitation of olivary cells to
eyelid-related modules. One example of a brainstem site that meets these connectivity
requirements is the lateral deep mesencephalic nucleus. In all, the presence of acquired
climbing fiber activity within the CS-US interval emphasizes the need to consider
interplay within the broader network of olivocerebellar modules in models translating
physiology to behavior.

Molecular layer interneurons contribute to conditioned responses
In the cerebellar cortical microcircuit, MLIs form a relevant additional source of
spike modulation that correlates with conditioned eyelid behavior. Through mouse
transgenics, we were able to confirm that MLIs make a significant partial contribution
to the cerebellar output that causes conditioned eyelid behavior (Chapter 2). Our
behavioral data from two independent mouse mutants with impaired MLI inhibition
show partial deficits. Moreover, the feasibility of MLI-activated blinks generated
by optogenetic stimulation (Heiney et al., 2014) further supports the idea that MLIs
can goad cerebellar output into behavioral expression. Severe behavioral deficits
in eyeblink conditioning occur when transgenic impairment of MLI inhibition is
combined with transgenically impaired parallel fiber to Purkinje cell LTD (Chapter

281



Chapter 11

3). These results further highlight the relevance of network-level interplay in the
cerebellar network.

Nucleocortical Feedback
Another additional relevant pathway in the cerebellum was shown to make a sig-
nificant contribution to the expression of conditioned eyelid behavior in Chapter 7.
Activity of the nucleocortical mossy fiber projection in the cerebellum contributes to
gain control of learned eyeblink responses by providing internal amplification signals
of an excitatory corollary discharge to the granular layer, which in turn is converted
into Purkinje cell inhibition via activation of MLIs. These findings corroborate the
concept that increases in MLI activity and suppression of simple spikes correlate
strongly with the amplitude of conditioned eyeblink responses (Chapter 2).

In general, feedback of corollary discharge can facilitate the prediction of sensory
consequences of movements and improve learning and preparation of movements
(Crapse and Sommer, 2008; Requarth and Sawtell, 2014). For models on cerebellar
learning, this fast internal feedback mediated by mossy fibers may complement
the external feedback provided by the climbing fiber system (Cerminara and Apps,
2011; Llinás, 2011; Voogd and Glickstein, 1998), which is slower but better designed
to reset the phase and onset of motor programs in the modules (De Zeeuw et al.,
2011; Yarom and Cohen, 2002). Indeed, since both the mossy and climbing fiber
systems operate within the setting of the olivocerebellar modules, together they
present a rich and complementary computational repertoire to coordinate motor
learning. For instance, the fast internal feedback loop appears well designed to amplify
the amplitude of conditioned responses directly after the movement is initiated,
whereas the external loop may reset the motor cycle and speed up the onset of
subsequent trials (Welsh, 2002). Interestingly, the internal and external, excitatory
loops may use in part comparable mechanisms within the module(s) involved. Both
feedback loops may introduce strong synchronized pauses in Purkinje cell firing,
which in turn can disinhibit premotor firing in the cerebellar nuclei, potentially
facilitated by rebound firing and activation by mossy and climbing fiber collaterals
(Bengtsson et al., 2011; De Zeeuw et al., 2011; Hoebeek et al., 2010; Person and Raman,
2012; cf. Alvina et al., 2008).

Together, our findings on the amplifying role of the internal feedback loop pro-
vided by the excitatory nucleocortical afferents complement the well-studied olivo-
cortico-nuclear modules with a robust and dynamic intra-cerebellar closed-loop ar-
chitecture that allows reinforcement in a controlled manner. The data imply that
feedforward as well as feedback circuitries, the two main architectures of neural
computation in the brain, are orchestrated in the cerebellum to adaptively control
demanding sensorimotor processing.

All in all, the presence of multiple spike responses at different times within the
CS-US interval across cerebellar cortical and nuclear levels, acquired climbing fiber
responses to the CS, and the involvement of MLI spike modulation as well as internal
nucleocortical feedback amplifying this modulation, together highlight the substantial
degree of network-level interplay in the acquisition and expression of conditioned
cerebellar output.
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Dynamic networks within the inferior olive
Inferior olivary neurons heavily express Gjd2 (Condorelli et al., 1998; Belluardo et
al., 2000), which is required for formation of functional gap junctions in the olivary
network (De Zeeuw et al., 2003). Gap junctions in the inferior olive were discovered
more than 40 years ago (Llinás et al., 1974; Sotelo et al., 1974) and their functional
properties have been studied extensively ever since (Llinás & Yarom, 1981; Yarom Y.
& Llinás, 1981; Llinás & Yarom, 1986). In addition, subthreshold oscillations (STOs)
have been one focus of interest; it was found that phases and amplitudes of olivary
neurons can change together, but this relationship is dynamic rather that static and
can change over time depending on the speed and sequence of movements (Devor &
Yarom, 2002b; Jacobson et al., 2009). The absence of gap junctions leaves a relatively
mild behavioral phenotype, which becomes more apparent under locomotion or
demanding experimental conditions such as learning and adaptation (Kistler et al.,
2002; Van Der Giessen et al., 2008; De Gruijl et al., 2014).

The results in Chapter 8 show that the temporal and spatial structure in complex
spike signals of the cerebellar cortex (resulting from largely decoupled olivary neu-
rons) may contribute to reduced neuroplasticity, and thereby reduced behavioral
flexibility, in Gjd2 mutants. These systems level physiological findings contribute to
behavioral phenotypes under demanding experimental conditions (Van Der Giessen
et al., 2008; De Gruijl et al., 2014). Taken together, our observations point in the
direction that coupling is not essential for the expression of STOs, but STO properties
do get modulated by it.

It has been found that local electrical stimulation in the cerebellar cortex as well as
optical stimulation in Channelrhodopsin infected Purkinje cells trigger local rebound
complex spikes after short delays which support the closed-loop theory (Llinás &
Sasaki, 1989; Lang et al., 1996; Jörntell et al., 2000; Chaumont et al., 2013). Different
modules could be dynamically controlled based on the current state of the animal and
coordinate motor output (Welsh et al., 1995; Garwicz et al., 1998; Lefler et al., 2014;
Devor & Yarom, 2002a). As shown here diverging climbing fiber signals orchestrating
the cerebellar cortex via complex spikes are essential to output control to the cerebellar
nuclei (Lang & Blenkinsop, 2011; Person & Raman, 2011; Person & Raman, 2012) and
later cerebellar output. The data therefore support a crucial role of Gjd2 in the
synchronization of olivary neurons. It is essential for the dynamic spatiotemporal
compartmentalization of olivary neurons and orchestration of consistent delays in
complex spike activity.

Variations on a theme: Universal cerebellar transform
The fact that the intrinsic simple spike firing frequencies of zebrin-positive (60 Hz) and
zebrin-negative (90 Hz) Purkinje cells differ dramatically raises the possibility that
different encoding schemes are used for motor learning. Indeed the zebrin-positive
zones, such as the F1-F4 zones used for VOR adaptation, appear well designed to use
mainly potentiation to enhance simple spike firing rate and mediate motor learning
through rate coding mechanisms. Instead the zebrin-negative zones, such as the
C3 and D0 zones used for eyeblink conditioning, appear optimally designed to use
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mainly suppression to decrease simple spike firing rate and mediate motor learning
in part through temporal coding mechanisms downstream in the cerebellar nuclei
(Chapter 2, 6, 10).

In general, one could state that the presence of intrinsic activity as in zebrin-
positive modules allows for on-line modulation in both the excitatory and inhibitory
direction with ample opportunity to expand in the excitatory domain during learning
(i.e. potentiation) and that an excessive amount of intrinsic activity as in zebrin-
negative modules also allows for on-line modulation in both the excitatory and
inhibitory direction, but with ample opportunity to expand in the inhibitory domain
(i.e. suppression) engaging fast rebound mechanisms in the nuclei downstream.

By explaining the encoding schemes for the most widely studied form of motor
learning in zebrin-positive modules, i.e. VOR adaptation in F1-F4, as well as of that in
zebrin-negative modules, i.e. eyeblink conditioning in C3-D0, Chapter 10 provides
an account of two kinds of encoding schemes that can be used for different types of
cerebellar motor learning. Since the zebrin patterns and differences in baseline firing
frequencies are consistently present throughout the cerebellar cortex, it is possible
that these encoding schemes are applicable to all cerebellar learning functions.

In Chapter 4, a novel paradigm hinging on simple spike potentiation is introduced.
The data show that whisker movements can be readily adjusted following a short
period of air puff stimulation in the theta frequency band and that adaptive increases
in SS firing of cerebellar Purkinje cells are necessary and sufficient to mediate this
type of procedural memory formation. These results were observed as long as the
recordings lasted (>30 min). This constitutes one of the fastest learning paradigms
applied to rodents, in which a lasting effect on neuronal activity could be coupled
to a change in motor behavior on a trial-by-trial basis. Moreover, these results form
one of the first demonstrations in which Purkinje cell-specific potentiation and simple
spike enhancement, rather than LTD and simple spike suppression, are found to
be critical for cerebellar motor learning. Presumably, similar adaptations are being
used during natural object exploration (Anjum & Brecht, 2012; Bosman et al., 2011;
Brecht, 2007, Voigts, Herman, & Celikel, 2015) and during go/no-go tasks involving
whisker movements (Rahmati et al., 2014). Impairment of Cav3.1 T-type calcium
channels (Ly et al., 2013), Shank2 (Chapter 5) or GluA3 (Gutierrez-Castellanos et al.,
2017), have all been shown to lead to deficits in adaptation of the vestibulo-ocular
reflex (VOR), another common form of cerebellar motor learning, but none of these
studies was able to find concomitant alterations in simple spike firing, let alone to
demonstrate changes on a trial-by-trial basis. Still, given that VOR adaptation is
mediated by the flocculus of the vestibulocerebellum, which is largely zebrin-positive
(Sugihara & Quy, 2007), these VOR studies corroborate the findings in Chapter 4 in
that they both support the hypothesis that zebrin-positive regions may predominantly
use potentiation mechanisms for learning (Chapter 10). Together, these chapters
support the notion that insofar there is a universal cerebellar transform that is applied
across the rather uniformly structured cerebellum (Cerminara et al., 2015), subtle
but substantial differences across olivocerebellar modules will result in different
variations on this transform, each tailored to the needs of the functionality carried by
the corresponding extra-cerebellar network.
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Beyond the motor domain

The work in Chapter 5 is part of a growing focus on non-motor functionality of the
olivocerebellar system. We report impaired social and task specific repetitive behavior
due to Purkinje cell-specific deletion of Shank2. This result is particularly interesting
as it was the first Purkinje cell-specific mouse model for a non-syndromic form of
autism in which autism spectrum disorder (ASD)-like behavior has been established.
Previous work in L7-Tsc1 mice (Tsai et al., 2012) reported impaired social behavior,
late-onset ataxia and reduced excitability of Purkinje cells, due to the absence of a
protein that inhibits mTOR signalling through which the translation of a wide variety
of proteins is regulated (Tsai et al., 2012). In contrast, in Chapter 5, we show that
disruption of the synapse through the absence of a single postsynaptic scaffolding
protein in the Purkinje cell is sufficient to show impaired ASD-related motor learning
and social behavioral impairments. In addition to the social impairments, we found
signs of enhanced repetitive behavior in the T-maze paradigm, but not the marble
burying task or grooming tasks. The T-maze task reveals the level of cognitive
inflexibility following decision making over consecutive trials. In contrast, marble
burying and grooming behavior reflect the level of repetitious behaviour, dominated
by high-frequency motor activity, which may well be confounded by deficits in
cerebellar motor learning. Thus, together, these results highlight the importance of the
Purkinje cell synaptic function for ASD beyond the classically ascribed motor-related
behavior.

One of the main challenges remaining is to mechanistically explain the contribu-
tion of impaired Purkinje cell physiology to the observed ASD behavioral phenotypes.
As previously mentioned, the Shank family of postsynaptic scaffolding proteins has
many different interacting proteins in the postsynaptic density through which they
could contribute to the functional establishment of regulatory mechanisms for plas-
ticity. The translational challenge from synapse to behavior brings about two main
questions: How does an impaired Purkinje cell mediate ASD-related behavior? And
how might Purkinje cell impairments lead to abnormal brain function beyond the
cerebellum with regards to neurodevelopmental critical periods? The first ques-
tion has been extensively addressed by the accumulating evidence regarding the
contribution of ASD-related cerebellar dysfunction to impaired motor learning, as
apparent from the eye movement adaptation, ErasmusLadder, and eyeblink condi-
tioning findings examined here and by other investigators (Kloth et al, 2015). It is
indeed possible that the increased inhibition and irregularity of simple spike firing,
in addition to impaired cerebellar plasticity mechanisms, may contribute to social
and repetitive behavior-related phenotypes in ASD. We believe that the answer to
how the cerebellum can essentially contribute to socially impaired behavior could
reside in various mechanisms. The idea that disruption of a certain brain area during
development could affect the development and consequently the function of other
inter-connected areas, also termed developmental diaschisis, has recently been put
forward as a prime mechanism for the cerebellum in its ability to influence other corti-
cal areas in critical developmental periods (Wang, Kloth, & Badura, 2014). The extent
to which acute and developmental effects of the cerebellar impairments observed in
Purkinje cell-specific Shank2 mouse mutants contribute to the observed non-motor
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symptomatology remains to be elucidated. In all, like network-level interplay and
the variable manifestation of olivocerebellar functionality, the influence of cerebellar
activity needs to be determined beyond the motor domain, as challenging as it may
be to establish links in the cognitive and emotive domains.

Sprezzatura
Together, the work in this dissertation provides concrete findings that are the product
of a field advancing toward more complex levels of understanding. As we discover
how network-level interplay within and outside of the olivocerebellar system enables,
through several versions of a universal computational process, highly coordinated
complex neuronal and behavioral patterns that extend beyond the motor domain, it
becomes more and more clear just how much intricate work underlies the apparent
effortlessness that defines the concept of sprezzatura.

One could argue that, at this point, olivocerebellar research yields a diminished
return of investment, with scraps of scientific advancement requiring large effort.
However, the benefit of understanding a neuronal network exceedingly well is that
it offers a great territory within which to study other phenomena, such as synaptic
plasticity, intrinsic plasticity, and emergent properties of network activity. This
advantage is readily apparent from the eyeblink conditioning paradigm, which due
to a detailed understanding of the underlying neuronal circuitry has been widely
used to understand associative learning. The better our grip on the pathways, sites of
plasticity, physiology, and behavioral manifestation of the olivocerebellar system, the
better we can apply smart and sensible experimental designs to study and understand
the learning and performing brain at all scales of magnification.

Future directions
The work in this dissertation raises at least as many questions as it answers. Among
the plethora of possible avenues for future research to consider, I will outline four
below.

First, to determine the origin of acquired CS-related olivary responses, a useful
first step would be to determine whether the activating olivary input could come from
the cerebellum. This can be investigated by recording eyelid-related Purkinje cells
showing CS-related complex spikes after eyeblink conditioning, and subsequently in-
activating the anterior interposed nucleus optogenetically and/or pharmocologically.
A disappearance of the CS-related complex spike would assert its dependence on in-
put from the cerebellum, whereas its persistence would suggest that it originates from
pre-cerebellar sites. If indeed the CS-related olivary response depends on cerebellar
output, a next step would be to determine whether this output is provided by the
direct inhibitory nucleo-olivary pathway, or the indirect excitatory pathway via the
mesodiencephalic junction. This could be done by similarly recording Purkinje cells
that show this post-training CS-related complex spikes, and then injecting gabazine in
the inferior olive, selectively disabling nucleo-olivary inhibition. Disappearance of
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CS-related complex spike responses would assert its dependence on nucleo-olivary
inhibition, whereas its sustenance would make the indirect excitatory loop a more
likely candidate source. The determination of the function of acquired CS-related
olivary responses will in part depend on more knowledge about its origin; if ac-
quired olivary responses are qualitatively distinct from a more hard-wired brand of
olivary responses, it could perhaps be possible to selectively inactivate the former
response type. This could be useful to study their necessity in the acquisition and
execution of more complex movements than eyeblinks, or chains of associations, such
as second-order conditioning (where a novel neutral stimulus is paired with a CS).

A second approach pertaining to CS-related olivary climbing fiber responses,
concerns the identity of the stimulus-evoked rapid excitatory responses observed in
the IpN after transient spike pauses at typical complex spike latencies. Future research
needs to establish whether the post-pause excitation as reported in Chapter 6 in fact
concerns rebound, for instance by establishing its abolition upon injection of T-type
calcium channel blocker TTA-P2 (Boehme et al., 2011), or NNC 55-0396 (Alviña et
al., 2009). Moreover, to explore a possible interaction with mGluR activity elicited by
mossy/climbing fiber collaterals, competitive mGluR antagonist CPCCOEt could be
used (Zheng & Raman, 2011). Reductions in conditioned behavior as a result of these
pharmacological interventions will simultaneously shed light on the weight of the
contribution of rebound excitation to cerebellar eyeblink conditioning.

Third, it should be noted that the rebound excitation-like responses in Chapter 6
seemed to develop over the course of conditioning, and that the plastic modification of
the intensity of rebound may be mediated by climbing fiber synchrony (De Zeeuw et
al., 1998; Tang et al., 2016; Bengtsson et al., 2011). The potential absence of post-pause
excitation responses in mice that lack gap junctions, such as the Gjd2-mutant (Chapter
8), would provide compelling evidence for the functional role of gap junctions in
mediating complex spike synchrony to the point of carrying a meaningful influence
on nuclear rebound excitation during cerebellar learning.

Lastly, to resolve the question of whether the social impairments in the Purkinje
cell-specific Shank2 mutant are due to direct cerebellar or indirect developmental
factors, Purkinje cell-specific Shank2 ablation should be initiated at different stages
during development using inducible mouse models, as has recently been employed
for other ASD-related petergenes (Mei et al., 2016; Silva-Santos et al., 2015).

There are many more questions than the ones discussed above, and many more
techniques that are becoming available to tackle them, such as functional ultrasound
(e.g., Tiran et al., 2017), the CRISPR/Cas9 system (Hsu, Lander, & Zhang, 2014),
and perhaps magnetogenetics (although see Vogt 2016). These techniques may pro-
vide better alternatives to certain tracing methods, the use of mice for transgenic
research, and invasive surgery, and may expedite the progression toward a complete
model of the olivocerebellar system that can account for known cerebellar behavioral
paradigms, as well as novel paradigms to be established. Moreover, for a compre-
hensive grasp of procedural learning, as well as its potential augmentation through
whatever technological advances the future may bring, it would seem the scientific
conquest of the olivocerebellar system is an essential requirement.
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Appendices

Summary EN

This thesis constitutes another stride in the long march toward a better understanding
of how the brain employs the olivocerebellar system and its plasticity mechanisms to
accommodate procedural and associative learning as well as the skillful and adaptable
execution of complex movements and mental processes.

At the level of the cerebellar cortex (Part I), Purkinje cell simple spike suppression
and facilitation in respective zebrin-negative and -positive zones are extensively cor-
related to learned behavior on a trial-by-trial basis. Moreover, the role of molecular
layer interneurons and parallel fiber to Purkinje cell long term depression in asso-
ciative learning is investigated through electrophysiology and transgenics. Lastly,
Purkinje cell dysfunction resulting from ablation of the autism-related Shank2-gene, as
well as motor and social behavioral phenotypes, are established. A subsequent focus
on the cerebellar nuclei (Part II) elucidates the electrophysiological characteristics
of interpositus neurons during eyeblink conditioning and the amplifying role of a
nucleocortical projection in cortical spike modulation. Finally, the olivocerebellar
system as a whole is considered (Part III), clarifying the role of olivary gap-junctions
in the orchestration of complex spike synchrony in the cerebellar cortex; evaluating
possible functions and origins of acquired stimulus-related climbing fiber activity, and
their potential capacity to elicit rebound-like excitation in the interposed nuclei; and
reviewing motor learning in the cerebellum, with a particular focus on potentiation
and suppression of simple spikes as potentially dominant learning mechanisms in
zebrin-positive and -negative zones, respectively.

Electrophysiological experiments in awake mice enabled in-depth trial-by-trial
analyses of conditioned spike modulation in lobule HVI Purkinje cells, molecular layer
interneurons, and interpositus nuclei neurons in the context of eyeblink conditioning
(Chapters 2 & 6). In part through increased inhibitory input from molecular layer
interneurons, Purkinje cells show a clear timed suppression in their simple spike activ-
ity, which in turn disinhibits the interposed nuclei, whose neurons show an expected
timed increase in their spiking activity. The significant correlations between these
types of spike modulation and subsequent eyelid movement, as well as optogenetic
abolition of spike facilitation in the interposed nuclei (Chapter 6), provide evidence
of their contribution to conditioned eyelid behavior. The relevance of molecular layer
interneurons is further established through partial learning deficits in two indepen-
dent mouse mutants, L7-KCC2 and L7-∆γ2, with impaired interneuronal inhibition to
Purkinje cells, and severe deficits in a combined mouse mutant in which also parallel
fiber to Purkinje cell LTD is impaired ( GluR2∆ 7-L7-∆γ2, Chapter 3).

The electrophysiology experiments in Chapters 2 & 6) also establish the concept
of CS-related climbing fiber signals that are acquired over the course of conditioning,
and may play a role in the creation of rebound-like excitation at the level of the
cerebellar nuclei (Chapter 9).

Complementing the above-mentioned work in predominantly zebrin-negative
cerebellar zones, a novel sensory stimulation paradigm was used to assess spike
modulation in whisking-related Purkinje cells in zebrin-positive zones in Crus I and
Crus II (Chapter 4). Repeated theta-band air puff stimulation of mouse whiskers leads
to adaptive whisking behavior over time. This behavioral adaptation was related to
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potentiation of simple spike activity in whisking-related Purkinje cells that predicted
whisker protraction on a trial-by-trial basis. Together with the work on eyeblink
conditioning, these results and previous work in the field lend credence to the idea
that cerebellar zones show a preferred directionality of simple spike modulation,
depending on whether they are zebrin-negative (suppression) or zebrin-positive
(facilitation; Chapter 10).

A pioneering exploration of the functional role of the cerebellar nucleocortical
projection establishes internal amplification of conditioned spike modulation in the
context of eyeblink conditioning (Chapter 7). After conditioning, the density of nucle-
ocortical fibers was increased in conditioning-related simplex lobule, and their activity
was linked to increased inhibition of Purkinje cell activity. Moreover, conditioned
responses were stronger or weaker when nucleocortical fibers were optogenetically
activated or inhibited, respectively. The closed-loop internal feedback to the cerebellar
cortex provided by this projection constitutes a faster, graded complement to the
external feedback provided by the climbing fiber system.

At the level of the inferior olivary nuclei, gap-junctions allow for the dynamic
coupling of activity across olivary neurons, under control of cerebellar nucleo-olivary
inhibition. Differences in complex spike synchrony in simultaneously recorded Purk-
inje cells were investigated in Gjd2-mice, which lack functional gap-junctions (Chapter
8). Importantly, whereas previous work on complex spike synchrony focused on very
close co-occurrence (<5 ms), we expanded the time window. In wildtypes, there were
fixed temporal relationships between Purkinje cells'complex spike activity, show-
ing intervals of up to 20 ms. Importantly, complex spike synchrony in the mutants
lacking functional gap-junctions was significantly less consistent, emphasizing their
importance in the production of stable spatiotemporal patterns in olivary spiking.

Extending beyond the motor domain, the olivocerebellar system has been im-
plicated in autism. Through in vivo and in vitro electrophysiology on mice lacking
the autism-related Shank2 gene, we establish impairments in Purkinje cell intrinsic
plasticity, LTP induction at the parallel fiber to Purkinje cell synapse, and simple
spike regularity in predominantly zebrin-positive Purkinje cells in posterior cere-
bellum (Chapter 5). Purkinje cell-specific Shank2-mutants showed deficits in motor
learning and even impaired social behavior, underlining the importance of cerebellar
pathology in the production of autism-related symptomatology.
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Samenvatting NL

Dit proefschrift vormt een volgende stap in de lange weg naar een beter begrip
van hoe ons brein het olivocerebellaire systeem en diens plasticiteitsmechanismen
toepast om proceduraal en associatief leren en de vaardige en flexibele uitvoering van
complexe bewegingen en mentale processen mogelijk te maken.

Op het niveau van de cerebellaire schors (Deel I) zijn er uitgebreide trial-brede
correlaties vastgesteld tussen simple spike suppressie en facilitatie in Purkinje cellen
in respectievelijk zebrin-negatieve en -positieve zones. Bovendien is de rol van in-
terneuronen in de moleculaire laag (MLIs) en van long term depression (LTD) van
de parallelvezel –Purkinje cell synaps in associatief leren onderzocht door middel
van elektrofysiologie en transgene muislijnen. Tenslotte is Purkinje cell dysfunctie
door het uitschakelen van het autisme-gerelateerde Shank2-gen vastgesteld, alsmede
motorische en sociale gedragsafwijkingen. Daaropvolgend is de focus gelegd op de
cerebellaire kernen (Deel II), waarbij de elektrofysiologische karakteristieken van
interpositus neuronen tijdens oogblink-conditioneren zijn vastgesteld, alsook dat een
nucleocorticale projectie een versterkende werking kan hebben op spike modulatie in
de cerebellaire schors. Tenslotte wordt het olivocerebellaire systeem in zijn geheel
overwogen (Deel III), waarbij de rol van olivaire gap-junctions in de orchestratie
van complex spike synchroniciteit in de cerebellaire schors wordt verhelderd. Daar-
naast worden mogelijke functies en origines van aangeleerde stimulus-gerelateerde
klimvezel responsen geëvalueerd. Tevens wordt motorisch leren in het cerebel-
lum beschouwt, met nadruk op potentiatie en suppressie van simple spike activiteit
als potentiële leermechanismen van voorkeur in respectievelijk zerbin-positieve en
-negatieve zones.

Elektrofysiologische experimenten in wakkere muizen maakten uitgebreide trial-
by-trial analyses mogelijk. Deze werden toegepast op geconditioneerde spike modu-
latie in Purkinje cellen uit lobule HVI, interneuronen uit de moleculaire laag (MLIs),
en nucleus interpositus neuronen, in de context van ooglid-conditioneren (Hoofdstuk
2 & 6). Deels door toename van de inhibitoire input van interneuronen, laten Purkinje
cellen een duidelijke, getimede afname in hun simple spike activiteit zien, die op haar
beurt de nucleus interpositus ontremt, waardoor de neuronen daar een voorspelbare
toename in hun spike activiteit laten zien. De significante correlaties tussen deze
typen spike modulatie en de daaropvolgende ooglid-beweging, alsook de optogenetis-
che blokkade van spike facilitatie in de nucleus interpositus (Hoofdstuk 6), bieden
bewijs voor hun contributie aan geconditioneerd ooglid-gedrag. De relevantie van
MLIs is verder vastgesteld door gedeeltelijke leerafwijkingen in twee onafhankelijke
muismutanten, L7-KCC2 en L7-∆γ2, bij wie interneuronale inhibitie naar Purkinje
cellen ontbreekt, en ernstige leerafwijkingen in een gecombineerde muismutant bij
wie daarnaast ook long term depression (LTD) van de parallelvezel –Purkinje cel
synaps mankeert (GluR2∆7-L7-∆γ2, Hoofdstuk 3).

De elektrofysiologische experimenten in Hoofdstuk 2 en 6 hebben ook geleid
tot de vaststelling van CS-gerelateerde klimvezel-signalen die worden opgedaan
over de loop van conditioneren, en een rol zouden kunnen spelen in het creëren van
rebound-achtige excitatie op het niveau van de cerebellaire kernen (Hoofdstuk 9).

Complementair aan het hierboven genoemde werk in voornamelijk zebrin-negatieve
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cerebellaire zones, is er een nieuw sensorische stimulatie-paradigma gebruikt om
de modulatie van spikes te detailleren in Purkinje cellen gerelateerd aan snorhaar-
beweging in zebrin-positieve zones in Crus I en II (Hoofdstuk 4). Herhaaldeli-
jke luchtpuf-stimulatie, in theta-frequentie, van snorharen van muizen leidde tot
aangepast snorhaar-gedrag. Deze gedragsmatige adaptatie was gerelateerd aan de
potentiatie van simple spike activiteit in snorhaar-gerelateerde Purkinje cellen die
de protractie van snorharen over trials konden voorspellen. Samen met het werk
over oogblink-conditioneren, ondersteunen deze en eerdere resultaten in het veld het
idee dat cerebellaire zones een voorkeur hebben wat betreft de directionaliteit van
hun simple spike modulatie, afhankelijk van hun zebrin-negatieve (suppressie) of
-positieve (facilitatie) identiteit (Hoofdstuk 10).

Een eerste verkenning van de functionele rol van de cerebellaire nucleocorticale
verbinding bevestigt interne amplificatie van geconditioneerde spike modulatie in
de context van oogblink-conditioneren (Hoofdstuk 7). Na het conditioneren was
de dichtheid van nucleocorticale vezels groter in de aan conditioneren verwante
simplex lobule, en hun activiteit was gerelateerd aan sterkere inhibitie van Purkinje cel
activiteit. Bovendien waren geconditioneerde responsen sterker of zwakker wanneer
nucleocorticale vezels optogenetisch werden geactiveerd of geremd, respectievelijk.
De closed-loop interne feedback naar de cerebellaire schors die deze projectie mogelijk
maakt creëert een snellere, graduele tegenhanger van de externe feedback die door
het klimvezel-systeem geleverd wordt.

Op het niveau van de inferieure olijfkernen maken gap-junctions de dynamis-
che koppeling van activiteit tussen olijfneuronen mogelijk, onder supervisie van
cerebellaire nucleo-olivaire inhibitie. Verschillen in complex spike synchroniciteit
in tegeijkertijd gemeten Purkinje cellen waren onderzocht in Gjd2-muizen, bij wie
deze gap-junctions niet goed functioneren (Hoofdstuk 8). Een belangrijk verschil met
eerder werk over complex spike-synchroniciteit, waar de nadruk lag op zeer dicht bij
elkaar liggende latentietijden (<5 ms), is dat we in het huidige onderzoek een breder
tijdsbestek bekeken. Er waren consistente tijdsrelaties tussen de complex spikes van
Purkinje cellen in wild-type muizen, met intervallen tot 20 ms. Belangrijk is dat
complex spike synchroniciteit significant minder consistent was in mutanten zonder
functionele gap-junctions. Dit benadrukt het belang van deze koppelingen voor de
productie van stabiele spatiotemporele patronen in spike activiteit in de olijfkernen.

Buiten het motorische domein is het olivocerebellaire systeem geimpliceerd in
autisme. Via in vivo en in vitro elektrofysiologie in muizen bij wie het autisme-
gerelateerde gen Shank2 is uitgeschakeld, stellen we afwijkingen vast in intrinsieke
plasticiteit in Purkinje cellen, de inductie van long term potentiation (LTP) in de
parallel vezel – Purkinje cel synaps, en simple spike regulariteit in voornamelijk
zebrin-positieve Purkinje cellen in het posteriore cerebellum (Hoofdstuk 5). Purkinje
cel-specifieke Shank2-mutanten lieten afwijkingen zien in motorisch leren en zelfs
in sociaal gedrag, wat het belang van cerebellaire pathologie in de productie van
autisme-gerelateerde symptomatologie onderstreept.
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