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Abstract

Besides material offshoring, economists have statte analyze the impact of service
offshoring on domestic employment. Services angaoficular interest since their significance
has grown in terms of both quantity and quality.eQiecade ago, most services were
considered non-tradable, but the emergence of nafa@rmation and communication

technologies has contributed to overcoming geogcapliistance. The move towards the

liberalization of international service trade hagtier accelerated this process.

The empirical part of this paper first calculatesri@an service offshoring intensities on a
sectoral basis using input-output data. This messeant represents the proportion of
imported service inputs used in home productiontn@@y’s average service offshoring
intensity more than doubled from 1991 to 2003. Imext step, the impact of service
offshoring on the demand for heterogeneous lab&@earmmany is estimated at a sectoral level
including 28 manufacturing sectors. The partialtistaquilibrium model is based on a
variable unit cost function in the general trandlogn allowing for quasi-fixed input factors.

Two different skill-levels are taken into accoufhe estimation results indicate that service
offshoring reduced the relative demand for leseskilabor in the German manufacturing
sectors by on average -0.06 to -0.16% per yeardszti991 and 2000.
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1. Introduction

Intensifying globalization processes have coincidéti low economic growth rates and high
unemployment in Germany especially in the 1990sb@lization in the economic sense
comprises the transnational movement of productaxtors, commodities and services,
which is reflected in a higher integration of imtational goods, money and capital markets
(Reining, 2003). Trade and investment flows, intipatar, have increased, which often leads
to the one-sided conclusion that growing globaiaratauses negative labor market effects.
This popular belief, which could also contributettie increasingly pessimistic attitude of the

working population in Germany, demands academidficiation.

Globalization processes have an impact on domkgimr markets via three main channels.
First, integrated product markets intensify he rmé¢ional commodity and service trade
which influences the home labor market. Second,edic labor markets can also be affected
by economic integration via Foreign Direct InvestingFDI) and the fragmentation of

production. Both channels have an indirect effechational labor markets, whereas the third
channel focuses on the direct labor market integratia migration (Landesmann, 2000).

Regarding offshoring-induced labor market effecegonomists distinguish between

quantitative labor market effects, i.e. tbeerall level of home employmerand qualitative

aspects such agnployment or income distribution

Offshoring is used as a general term to describkirads of entrepreneurial activities taking
place in a country other than the domestic onerderoto support a company’s business.
Often, terms such as outsourcing, internationalsawting, offshoring or offshore
outsourcing refer to the same phenomenon but, strictly spealdo not mean the same. A
clear definition of offshoring is required, begingiwith a distinction between outsourcing
and offshoring. Outsourcing asks for the “sourcepduction, i.e. if the input is produced
by an internal source (self-production or subsigiasr an external source (independent
supplier/subcontracting) wherever the source mightocated geographically. Offshoring, on
the other hand, asks for the “shore”, or the cquatrproduction, i.e. if the input is produced
at home or abroad regardless of the soufagure 1 shows the 4 possible combinations of
both criteria: (a) internal production in the hormeuntry (captive home production), (b)

external production in the home country (onshorsaurcing), (c) internal production abroad

! Fragmentation and even foreign direct investmebi)is also used.



(captive offshoring or FDI) and (d) external protioic abroad (offshore outsourcing or
international outsourcing). Offshoring compriseshbmternal and external production in a

foreign country (c and d).

In the US, economists have started to considerddmaaging potential of offshoring on
domestic employment. Samuelson (2004) argued withearetical Ricardian model that
offshoring might provoke negative domestic laborkea effects when the trade partner has
productivity gains in its initially import-competinsector. That means that the trade partner
gains some of the comparative advantage that wasigusly limited to the domestic
economy. In this case, technological innovationld@dguermanently reduce the per capita
income in the country of origin (Samuelson, 2008)ee trade advocate Alan Blinder's
(2007a) estimations on the potential offshorabitity30 to 40 million American service jobs
is quoted lately in newspaper articles, such am“Ram free trade spurs second thoughts” in
the Wall Street Journal on March™8007 (Wessel and Davis, 2007) or “Free trade'atgre
but offshoring rattles me” in the Washington Pastway 6" 2007 (Blinder, 2007b).

Recently, the newer phenomenorsefvice offshoringeems to have spread to Germany. The
discussion has become more relevant due to thergguigal and cultural proximity of the
new Central and Eastern European Countries (CERAE hiave joined the EU. Services are of
particular interest since their significance haswgr in terms of both quantity and quality.
One decade ago, most services were consideredrambabte, but the emergence of new
information and communication technologies (ICT)s haontributed to overcoming

geographical distance.

While the above classification refers to offshoringgeneral, the following paragraph aims at
giving an appropriate definition of service offsimg. Service trade has been fostered by
global drivers that have appeared simultaneousiysievelopments in IChave led to what

iIs sometimes called the digital-electronic revanti For a long time, services, unlike
commodities, were considered intangible and inlésénd thus not storable or transferable.
Hence, direct contact between the producer anduco@sof a service was requirednf-
actu-principlg. According to the uno-actu-principle either thensumer of a service had to
seek the producer out (e.g. retail, wholesale,igoursector) or vice versa (e.g. transport

sector, waste disposal). Recent developments in H&Je made it possible to uncouple

! This distinction between services and commodagtesuld not be understood in a strict sense. Some
services have features of commodities and are linge.g. the printed report of a management
consultant) or visible (e.g. theatre). Beyond thigst commodities depend on service inputs in their
production and vice versa.



information from its physical memory, rendering th@nsfer of huge amounts of data
possible within a few seconds (‘disembodied sesi)cd hus, the generality of the uno-actu-
principle has been called into question. Besidesdigvelopments in ICT, the move towards

theliberalization of international service tradeas further accelerated this process.

Service offshoring in the broader sense comprifiekirals of foreign service activity of a
multinational company (MNC) aimed at supporting dismestic production. The motives
behind an offshoring decision can be market-orgntest-oriented, or procurement-oriented.
Service offshoring is expected to have the potefagraharming employment when formerly
home-produced services are transferred for cosbresa Therefore, my definition of service
offshoring in the narrower sense focuses on castitad motives:

“Service offshoring designates the provision ofvisr inputs from a foreign supplier that are
produced abroad mainly for cost reasons and re+iteggado the home country. Here, the foreign
procurement either happens externally, via an ieddent supplier (offshore outsourcing), or
internally within the multinational company (camieffshoring).”

2. Literature Overview

Empirical research orservice offshoringand possibly related employment effects is
indispensable as it can give ideas about the direeind the extent to which offshoring has
influenced labor demand. However, the service offisly debate in Germany is not yet well
established. Even in the Anglo-Saxon countriesethershortage of empirical research. The
impact of service and material offshoring on tenestic employment leviglr the relevant
ICT-period has been empirically measured at a sald@vel for the US (e.g. Amiti and Wei,
2004, 2006), the UK (Amiti and Wei, 2005) and Genmé&Schdller, 2007a, b).

German empirical studies that focussarvice inputsand their related effects on the national
markets are rare. Falk and Koebel (2002), for m#a only consider the impact of
domestically purchased services and imported natenputs on the national labor demand
structure. Moreover, they use data from 1978 td@Bich does not cover the relevant ICT-
period. Gorzig and Stephan (2002) analyze the immdcoutsourcing on firm-level

performance, but do not differentiate between ddimesd foreign service purchases. The
McKinsey Global Institute report, for instance, mads the welfare gain of service
offshoring but does not clearly reveal the undedymethod (Farrel, 2004; McKinsey Global
Institute, 2005). Schoéller (2007a, b) studies thpact of service offshoring on labor demand
and finds evidence of a negative impact of serwffshoring on German manufacturing

employment between 1991 and 2000.



The effects omaterial offshoringon therelative demand fotheterogeneous labdrave been
analyzed for the first time by Feenstra and Hand®96, 1999). They find that imported
material inputs increased the relative demand kilted labor in the US manufacturing
sectors between 1979 and 1990. Falk and Koebelj2@d Geishecker (2002) studied the
effects of material offshoring on the demand fasslskilled labor in Germany. Falk and
Koebel find no evidence that unskilled labor is ditbted for imported materials in the
manufacturing sectors between 1978 and 1990. Gaish&éinds that material offshoring had
a negative impact on the demand for less-skilledkers in German manufacturing sectors
between 1991 and 2000, but skill-biased technoddgibange is at least as important as
offshoring to explain the decrease of the relatigmand for less-skilled labor.

Strauss-Kahn (2004) finds that imported materiplts had a negative impact on the demand
for unskilled workers in the French manufacturiregters in the period of 1977 to 1993.
Hijzen, Gorg and Hine (2005) demonstrate a stromglgative material offshoring-induced
effect on unskilled labor in the manufacturing sestfor the UK between 1982 and 1996.
Ekholm and Hakkala (2006) analyze the impact obludfing on workers with different
educational attainments for Sweden between 1995 281d. They distinguish between
offshoring to low-income and high-income countréxl find that offshoring to low-income
countries tends to shift labor demand away from ektio workers with an intermediate level

of education.

None of the aforementioned studies consider thectff of service offshoring. My
contribution is to distinguish between service andterial offshoring when analyzing the
impact on the demand for heterogeneous labor. Ovifstp intensities measure the proportion
of imported service and material inputs used in é@groduction; they are calculated on a
sectoral basis using input-output data. | inclu@ n2anufacturing sectors for the period
between 1991 and 2000, and distinguish betweeruptiosh and non-production workerg
variable unit cost function in the general transfogn is specified following Geishecker
(2002, 2006).

The structure of the paper is the following. Thextnehapter examines how offshoring
intensities are measured and shows the developmkererman service and material
offshoring intensities between 1991 and 2003. Garm#shoring intensities are then

compared to UK and US intensities. Chapter 4 prde®ath the impact of service offshoring

1 A further study distinguishing between differeevéls of educational instead of occupational
attainment is planned.



on the demand for less-skilled labor. The empirmabel and its specification are explained
before presenting the estimation results.

3. Service Offshoring Intensity

3.1 Two Different Measures of Service Offshoring I ntensity

The following analysis for Germany uses input-otig@ta from the Federal Statistical Office
which originally comprises 71 sectors. | considéB& manufacturing sectors plus 7 selected
service sectors (ségpendix ). The primary sector (sectors 1-3) and the settairing’ and
‘quarrying’ of the secondary sector (sectors 4-8) dropped, as they generally do not
represent offshoring sectors. The selection of7ftBervice sectors out of 27 includesdable
business activities the broader sense according to the aggregafigalmbach et al. (2005)
except for the wholesale secto€onsumer-relatédand social servicésare not considered,
since the former in general do not represent tymtfahoring services and the latter are not
tradable. Business activities comprise ‘other bessnactivities’ in a narrower sense (sector
62), as well as the following 6 sectors: post aglécdommunications; financial mediation
(except insurance and pension funding); activitedated to financial mediation; rental of
machinery and equipment; computer and relatediaetiyresearch and development (sectors
54, 55, 57, 59-61).

| calculate two different measures of offshoringensity (a) and (b). The service offshoring
intensity OSSy(a) measures the share of service immobly sectori at timet in total non-

energy inputs used by sectat timet and is calculated as follows:

(imported input purchases of service s by secjo
(total non- energy inputs used by sectr i

OSQu( 2=

The service offshoring intensit9§SQ{(a) for sectori at timet is calculated by taking the sum
over allOSSy(a):

0S§(2=3 OS$ (

The denominator contains all 36 non-energy manufaxg inputs, plus the 7 service sectors

selected above (sedppendix )1 German input-output data differentiates between

! The sector ‘wholesale, trade and commission ewotor vehicles’ (sector 46) was dropped due to
strong fluctuations in the data between 1991 ar®$19

2 Sectors within the classification of the FedetaliStical Office: 45, 47-53, 56, 58, 69-71

® Sectors within the classification of the FedetaliStical Office: 63-68



domestically purchased inputs and imported inputgereas import data at a sectoral level is
not available for the US and the UK according to ithrand Wei (2004, 2005, 2006).
Therefore, they apply the methodology of Feenstich ldanson (1996, 1999) who calculate
offshoring intensities of material imports to theSUThis second measure of service
offshoring intensityOS&(b) for a given sector at timet is aproxy for the proportion of the
imported service inpus used in home production. Besides B8%(a) measure, | also
calculate theOSS(b) measure for Germany to allow for international pamability. The

second measure is defined as follows:

(input purchases of service s by sectpr}{ ( imports of service s }

0SS =
=(h {(total non- energy inputs used by sectir prodaigt + imports, - exports

The first bracket calculates the share of the paset service inpus in total non-energy
inputs for sector at timet. However, the first ratio does not distinguishvieen domestically
and foreign purchased service inputs, while sergftghoring solely focuses on services from
a foreign source. Therefore, the second brackeulzes the share of total imported sengce
(numerator) in the entire domestic disposabilitytlos services (denominator), which is
composed of home production plus imports minus ggpat timet. This data is retrieved
from the input-output tables. The service offshgrimtensityOSS&(b) of services in sectori

is calculated by multiplying both ratios. This pyoassumes the same overall import share of
services, regardless of sectoral differences. In Germamyirfstance, the overall import share
of other business activities was 4.5% in 2003. ldeaa import share of 4.5% is assumed for

each sector.

The service offshoring intensit9SQ{(b) for sectori at timet is calculated by taking the sum
over allOSSy(b):

0S§( =% 0S$ (

The sectoral service offshoring intensi®S8S should not be confused wit®SS;, which
represents the average offshoring intensity of réaiteservices across all sectons This is

calculated by aggregating the respec®&S;, weighted by their sectoral output, which is:
OS§ =X OSg-( f ) whereY, =Y.

Adding all OS%; yields the average service offshoring inten§k$$ over all sectors and

servicess at timet. The material offshoring intensiti€&SM are calculated analogously.



The definition of the offshoring intensity suffefr®m three related shortcomings. The first
two caveats concern both offshoring intensity messuwhereas the last one only holds for
the OSYb) measure. First, the measures underestimate thal axffshoring values, since
import prices are generally lower than the actuatpase prices of these services. Second,
the total non-energy inputs only include the pusaabinputs, but not the self-produced inputs
used by sector. Third, the application of the same import share dach sectos (in the
second bracket) iIOSEDb) is not accurate, since not every sector uses itmporthe same
extent. Thus, the offshoring intensity cannot baotly measured (Amiti and Wei, 2005).
Anyhow, the offshoring intensities, especiallS3a), present a good measure for the
proportion of imported service inputs being usedome production at timie

3.2 Reaults

The first column ofTable 1 presents theaverage service offshoring intensities QSS
(weighted by sectoral output) of the 7 selectedisess over all 43 sectorsin 1991, 2000
and 2003. The next column shows the (unweightednmstandard deviation, as well as the
minima and maxima over the 43 sectors. The 1991 20@0 data is in unrevised form,
whereas the 2003 data is revised. Both are noy ftdimparable due to changes in the
classificationl. The average service offshoring intensi¥a) has more than doubled from
1.47% in 1991 to 3.17% in 2000. At the serviceelegomputer and related activities grew
strongly from the 2 smallest share of 0.03% in 1991 to tH& [argest share of 0.60% in
2000. Other business activities have almost quaelugheir intensities from 0.37% in 1991
to 1.44% in 2000. The last three service sect@msfuter and related activities, research and
business development, and other business actjvilias are typically associated with service
offshoring formed more than a third (2.31%) of thal OS$a) in 2000. The revised 2003
intensities differ somewhat from the 2000 dataeegdly in financial mediation and related
activities, which constitute a much higher shar@®3. This is probably due to the data

revision, as bank charges are now added to thersefclinancial services.

Figure 2 plots the development of tteverage OS&) and OSMa) intensitiesin Germany

between 1991 and 2003. The service offshoring sitenas grown considerably by 8.49%
per year from 1.47% in 1991 to 3.90% in 2003 pdgsine to the increased use of ICT. The
material offshoring intensity has risen by 0.78% year from 17.29% in 1991 to 18.98% in

! The revision of the input-output tables integraties instance, all the changes of the national
accounts revision of 2005 and the new servicestitzgiof the Federal Statistical Office.



2003. The CAGR between the low level year 1993 2008 is 2.78%. The stronger growth
between 1993 and 2000 can be explained by theoffdhe iron curtain and the subsequent
FDI towards the CEEC, and likewise by the growiignsicance of the Asian markets. Over
the whole period, the material offshoring interesitseem to have stagnated. An interpretation
would be that the process of material offshoringjolv has already started in the 1980s, has

probably reached its capacity whereas service offiish has not realized its full potential yet.

Finally, aninternational comparisoietween Germany, the UK and the US follows. Data f
the UK and the US are based on the studies of AmdiWei (2004, 2005, 2006). One could
object that comparability oOSS and OSM; is not given, since the respective sectoral
classifications differ and are more disaggregatedtiie Anglo-Saxon countries. However,
such differences disappear @5$ and OSM, as they represent a weighted aggregation (by
sectoral output) of all sectoral offshoring inteies. Comparability of the three countries then
requires that similar manufacturing and servicetsscare chosen. There should be no
problem with the manufacturing sector, since alhofacturing industries are included in the
three countries. Country-specific differences coaifdly arise in the selection of the service
sectorsTable 2shows that the selected services are similar gpect to their activities. All

services have an equivalent in the other counivtash allows for comparison.

Table 3compares thaverage German service and material offshoringnstiges with UK
and USintensitiesfor the period of 1992 to 2001. Only the four eohs on the right hand
side using the offshoring (b) measure are comparaliK data is not directly available, but
was reconstructed from Figure 2 in Amiti and Wed@2). Regarding service offshoring the
UK shows the highest intensities. Between 19922041, they were on average 0.5%-points
higher than the GermadSgb) and reached a peak of 2.60% in 2000. This is reabée, as
one would expect service offshoring to be moreviaaié for the UK due to its former colonial
ties and the lower linguistic barriers. The US msiées, both in the older (Amiti and Wei,
2004) and the recent calculation (Amiti and WeiQ@0are far below the German level and
were always less than 1%. Nevertheless, they follovincreasing trend. Germany shows the
highest CAGR (1992-2001) of 9.75% compared to tKe(W.55%) and the US (5.60% resp.
6.14%).

As regards material offshoring, in 2001, the UK hhe strongest intensity (28.09%),
followed by Germany (19.88%) and the US(I) (11.47@wer the entire period, both German
and US intensities were much lower than the UKnsitges. The old and rece@SM(b)

calculations for the US strongly diverge. The ol&(l) calculation has much lower



intensities, whereas recent US (Il) measurememrtglaser to the German leve@@SM(b) in
the US grew nearly continuously between 1992 ariD2W01, unlike Germany and the UK.
In the UK, it grew slightly until 1995/1996 and Ifblack to its initial level showing no clear
trend. The Germa®@SM(b) started at a very high level in 1991 and fell teow in 1993
before growing constantly until 2000.

4. Empirical Analysis

4.1 Empirical Model

A variable unit cost functioV is specified following Geishecker (2002, 2006)

CV=CV(Ws ,Ws ,Y,é , T (1.1)

wherewys andw, s are the exogenous wages for tagiable input factorshigh skilled labor
Lus and less-skilled labdt s Y denotes the output. Capital is considerepuasi-fixed input
factor in the form of the capital -coefficientK/Y. The technology shifter
T=T(RD/Y,O0SS,0OSV is a linear function of R&D intensityRD/Y and offshoring

intensities OSS and OSM, andrepresents a change of the production function tiue

technological progress or international trade (aifing).

The following general transcendental logarithmic (translog) fdrof a variable unit short-
run cost function as introduced by Brown and Chrisen (1981) is used, allowing fbr
variable input factorsR; : j = 1, ...,l) andm quasi-fixed input factorsZ(: j = 1, ...,m) (for

the theoretical model ségpendix 2

| m
InCV =a, +a, InY+Za'j In FJ’+Z,6’J In Z

m m

+= yYY(InY) += ZZylkIn PinR +—1225n(ln ZIn Z
2]lkl 2]:1k:l (1 2)

m

| m
+ZZYj InYIn R+ZZZJK In FJ)|n Z<+Z,7YJ In Yin z
i=1 j=1k i=1

=1

| m
= =1

! The translog cost function in the empirical work toade and the demand for heterogeneous labor
was first introduced by Berman, Bound and Grilicie294) and applied by e.g. Feenstra and Hanson
(1996), Geishecker (2002, 2006), Strauss- Kahn4RMijzen et al. (2005) and Ekholm and Hakkala
(2006).



In this partial static equilibrium framework, theaee two variable input factors, | = 2, namely
P; =wys andP, = wis. | denote the corresponding coefficientsdpy ando,s. Also, there is

only one quasi-fixed input factam = 1, namelyZ; = K/Y. Now (1.2) specializes to:
_ K,1 2
INnCV=ao+a,InY+a,Inw,+a Jnw .t L an +§yYY(InY)

1 1 1 1
+EVHSLS|nWHSInWLS+_2y hsHdn w r)sz"'_zy LsH8 W |3 w F\'s_zy o w )is

+2 80N+ €Y IN Wig +¢.n Yin W

K K K
+{ s INWyg In v +{ INnwgln 3 +1yInYIn v

+6,T +%(9TTT2 +6,,TInY (1.3

RD RD
+3RDHSTIn WHS+‘9RDLSTIn Wis

+0pssnOSAN Wyt O 055 OSB Wi g

+0osunOSMIN Wi+ @ o5 OSMN - vy

K

+erTIn7

For symmetry reasons the following parameter retgins are imposed:
Yik =V and 5jk = ka .

In order for homogeneity of degree one in inputcgsi to hold, the following linear

restrictions are required:

ZIIO’,- =1

j

| | |

2V =2 N =26 =0 for &ll
J I J

2.4y=2.6,=0
j

Applying Shephard’s Lemma yields the respectivédiademand which is thiactor’s share

in total variable costss the cost function is in logarithmic form:

dINCV _ dCV/ CV _ W, dCV_ Wyel o
= = = =Ss (2.1)
olnw,g ow,g/ wys CV 0 wyg CvV
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0InCV _0CV/CV_ws0CV_ WLS Ls
dlnws Aw/w,s CVaws

=Ss (2.2)

wherelLys andL s is the demand for high-skilled and less-skilleolawith Lus= 0CV / 0w,g
andL s= dCV/dw. SysandSsis the cost share afis andL sin variable cost€V. Since in

equations (2.1) and (2.8)4s andw, s are the only variable cosBY is determined by the sum

of the products of the variable factor costs witbit respective factors:

CV =w, L+ Wk, s~ WL, wherew designates the average wage per lahaegardless
of the qualification.
Thus,Sys andS scan be determined as follows:

Sys = Wisb s _Wpd ns 2.1 S.= Wisk s _wid s (2.2)
Wisk st Wis Ly Wisk s+ Wis Ly

SincelLys andL.s are the only variable inputs, and th8g + S =1, only one cost share is

linearly independent. The first partial derivateequation (1.3) with respect towpg yields:

olnCV
olnw, g

=Ss=a st 2y g dnWyst 1/ gudnw sy slaw

(3.1)
K RD
+ZYLS|nY+ZLSK|nV+HRDLST+0 0ss@SSHEO o5 QSM

According to (2.2’), a decrease 8§fs can reflect both a fall ib_sand/or a fall inw_s, which
implies according to (2.1") a rise Bysand thus an increase liysand/or inwys. Hence, the
composite tern s can be considered as the relative demand forskafied labor. Due to

symmetry and homogeneity, we hawg = Vs s=V.isis= VY sis —V us HeENce equation

(3.1) leads to the following model:

HSIt+ZYInY+ZK|nI$

LS, it it
. (3.2)
#60p\A+ 6o 0SS + 005 OSWI+ &

it

Ssit=astV,In

wherei designates the sector dimensibthe time dimension, ang the idiosyncratic error

term.

One expects a lowe& s and thus a lower cost sharelegin variable cost€V when relative

wages for high-skilled labor as part@V rise (,, <0). The composite terr§ sis correlated

11



with (W,s/ W, o), since S =(wL ¢/ wl) . Despite the definitional relationship betwe®p

and relative wages, the relative wage variable lshéwe included as it controls for the
variation in the relative wages &s whereas the variation in relative employmentSafis
controlled by the other exogenous variables (seish@eker 2002, 2006). The sign of the

coefficient ¢, of outputY is not unambiguously predictable. An increas# imormally leads

to a higher overall wage bill and hence to lar@st If the cost increase is equally distributed
among less-skilled and high-skilled labor, thereutth be no influence o8 s. If the wage bill
of high-skilled labor increases over-proportionalyg. due to a better bargaining power, this

results in a highetys and/orwys, and Ss is expected to fall {, <0). A higher capital

coefficient is predicted to redu&s, since capital can be considered as a substibutieed$s-

skilled labor ('« <0). The influence oRD/Y, OSS OSMon S s is not easily predictable, as
all variables could be substitutes for less-skille€, <0, G,55< 0, 8 ygy< C) or for high-
skilled labor (6gp >0, Gys5> 0, 855> ). One might rather expect a demand shift away

from less-skilled labor.

4.2 Empirical Specification

The following section measures the impact of seraod material offshoring on the relative
demand for less skilled labor in the manufactusegtor including 28 manufacturihgnd 7
service sectors in a panel regression analysis. tbule input-output data revision and a
possible structural break, my analysis includey ¢mé unrevised data from 1991 to 2000. In
a first step, thecorrect estimation moddk selected. In the presence of unobserved time-
constant sector-specific effects;, one considers the following panel data model
Y, =a+B% +¢+¢ . We distinguish two cases. (1.)df (e.g. productivity) is correlated with
some explanatory variableg (e.g. OSS), usual pooled OLS regression wouldi&geld and

inconsistent. Transforming the pooled OLS usingtfidifferences or the fixed effects

estimator, washes these time-invariant effectsut. Thus, first differences and fixed effects
models allow for a correlation between and somex,, and ¢ is estimated as part of the
intercept (a@+c¢). (2.) If ¢ is not correlated with some, , it is considered a stochastic

variable or random effect. In such a casgs assumed to be independent and identically

! The 36 manufacturing sectors of the input-outpaggification (seéppendix ] are aggregated to 28
sectors to match the wage and employment dataAfgeendix 3.
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distributed over the panels (sectors) and considee part of the composite error term
Vi =G *+& . The existence of random effects is tested udiegektended Breusch-Pagan test
of Baltagi and Li (1990) for unbalanced panels. Thal hypothesis of no unit specific

random effect is rejected (Prob>chi2=0.0000). Fenrtiore, the Hausman test (1978) is run to

test the null hypothesis thatis uncorrelated with some;, . Ho cannot be rejected with

Prob>chi2=1.0000, so that the GLS random effedtmator is used in the following.

5. Estimation Results

In a first step, the pooled OLS model is testedpimssibleneteroscedasticitipy performing a
White test of the null hypothesis of homoscedastichgainst unrestricted forms of
heteroscedasticity. H can be rejected (Prob>chi2=0.0060)Secondly, a test for

autocorrelationin &, of linear panel-data models is run as discusseWbgldridge (2002).

The null hypothesis of no first-order autocorrelatiis also rejected (Prob>F=0.0000).
Therefore, the estimations include the “robustteltisoption which produces standard errors
robust to both heteroscedasticity (Huber-White sacil estimators) and any form of intra-
cluster correlation. Since the clusters are sedtorsur case, this option corrects for intra-
sector serial correlation and any other correlaponvoked by common intra-sector shocks.

Some specifications integrate fixed year effeCis i.e. time-specific cross-sectoral effects,
such as common shocks influencing all sectorsrattti

Theresultsof the GLS random effect estimators are shownolnrans 1 and 2 ofable 4.
Relative wages, real output, capital, #@8M influenceS s negatively in column 1 at the 1%
significance-level. R&D-intensity an@S$ have a positive impact dhs, but none of them is
significant. When fixed year effects are includeccolumn 2 the coefficient signs remain the

same, but only relative wages and the capital mefit are significant.

Employment effects are not always instantaneous;hwis why one-period time lags of the
independent variables are added in columns 3 amof Zable 4 The coefficient of
In(w,s/ W,g), remains negative, whilén(w,s/ w,g),has a positive sign. The overall effect

remains negative and the null hypothesisoHno joint significance is rejected (p>F=0.0000).

The overall impact of real output &hs remains negative, too, which is only significaritem

1 A further test for heteroscedasticity in the @mdeffects model is run as suggested by Greene
"Econometric Analysis" (1993, page 395). This tastounts to a likelihood ratio test of the null
hypothesis of homoscedasticity. HO is rejected §Pchi2=0.0000). The STATA command hetgrot is
used as proposed by Nunziata (stp://www.decon.unipd.it/personale/curri/nunziatdfware.htrj
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no fixed year effects are added. The capital coefit also has an overall negative impact on
S sin both specifications. The overall effect of fR&D-intensity is positive in column 4, but
the F-tests cannot reject ldf no joint significanceOS$ has a negative effect on the relative
demand for less-skilled labor which is offset by thositive impact 00SS$;. The overall
effect is positive (p>F=0.0000) in both columns.t®&tal offshoring has a negative overall
effect, which is significant in both specifications

5.1 Outliers

In the case of short time series and a limited remab sectoroutliers could lead to biased
results. Therefore, the model is re-estimated drapfhe two identified outliers — the ‘office
accounting, computer machinery’ sector and the rplageuticals’ sector — as their service
offshoring intensities are extremely high compatedhe average sample. The results are
found in columns 5 to 8 dfable 4 All variables except foDS$ of columns 5 and 6 maintain
their coefficient signs compared to columns 1 andSarprisingly, OS$ now shows
(insignificant) negative coefficients.

Columns 7 and 8 add one-period lags of each exiganaariable. Most of the coefficient
signs are comparable to those of columns 3 an@S3% becomes very high and negative
which is significant at the 10%-level in both colwsn The null hypothesis of no joint
significance ofOS$ and OS$; cannot be rejected at the 10%-level in both satibns.
Material offshoring still has a negative overallpatt onS_s, which is only significant when
fixed year effects are not added (column 7).

5.2 Additional Control Variable

The offshoring variables might be swelled due tbeotomitted correlated variables. |
addressed this problem Iadding theshares of total imports in total outpliy sector in
columns 9 to 12 offable 4as suggested by Amiti and Wei (2006). The higher import
share of a sector, the more probable is servicenaaigrial offshoring. The import shares
variables are highly significant and negativelyretated withS_s The coefficient signs and
magnitudes of relative wages, real output and abpdaefficient hardly change. Considering
service offshoring, the instantaneous effect remaggative in all four specifications and the
overall negative effect of service offshoring rensathe same when import share is added.
Most surprisingly, material offshoring now has asifige impact onS_s, which is significant
for OSM when fixed year effects are added, and for thgdd@SM.;.
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The correlation matrix inAppendix 4shows that import shares are to more than 80%
correlated with material offshoring. In the caseimperfect collinearity between import
shares and material offshorinte estimators are still efficient and unbiasede Pphoblem is
that collinearity creates large estimator variaremed hence large confidence intervals. In the
case of collinearity, the joint influence of thatér-)correlated independent variables material
offshoring and import share on the dependent viri@lg is given, but the estimation of the
individual coefficients is difficult to obtain. Tiis not due to a misspecification of the model,

but due to insufficient information in the data.

5.3 Endogeneity

The random effects estimator is only valid whercsgxogeneity of the explanatory variables
is assumed. It is plausible that more productivetass aim at increasing their technology
shifter and thus self-select into offshoring andépending more on R&D. Similarly less
productive sectors might hope to benefit from affégmg and/or R&D in order to increase
their technology shifter (see Amiti and Wei, 200Burthermore, the relative wage variable
might be treated as endogenous if sectoral wageéstten relative demand for less-skilled
labor are simultaneously determined (see Geished@®6). Finally, there might be no
significant cross-sectional variation in the relatwage changes over time, as some of the
variation might be due to different skill levelsthin the sectorspfice changes while some
could be due to a skill-upgrading of the whole seuality changes(see Berman, Bound
and Griliches, 1994). Hence, these variables astedefor endogeneity using the first three

period lags as instrument&xogeneity ofln(w,s / w,g) , cannot be rejectedith a Chf(1) p-

value = 0.6188. Concerning the technology shifteR&D-intensity has a Chjl) p-value =
0.1456,0SS$a Chf(1) p-value = 0.1867 an@SM a Chf(1) p-value = 0.1369. The relative
wage variable should be treated as exogenous, adéne three variables of the technology
shifter show quite low p-values and can thus namimiguously be treated as exogenous.
Specifying all three technology shifter variablesspmtentially endogenous yields the )
p-value = 0.0779. Thus, the null hypothesis of exaty is rejected and the three are treated

as endogenous.

! This homoscedasticity-robust test is carried aihgithe Stata command ivreg2 with the endog
option. The endog option tests for endogeneity i or more regressors under the null hypothesis
that the specified endogenous regressors are exogésee Baum, Schaffer and Stillman, 2007).
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Therefore, atwo-stage least square@SLS) instrumental variablesstimatoris used to
control for potential endogeneity of R&D-intensiiyd the offshoring variables (as well as
import share variable). |1 use the first three lajspotentially endogenous variables as
instruments fofRD/Y), OS$andOSM (and(IM/Y),). The results are shown Trable 5 All of

the specifications add fixed year effects and edelihe above identified two outliers.

The first 4 columns apply the consist@8LS random-effects estimattwe to Baltagi and
Chang (2000). The standard errors cannot be cededbr heteroscedasticity and
autocorrelation. The first two specifications inlwwans 1 and 2 only regard instantaneous
effects of the explanatory variables. Service affsig has a significant negative effect on the
relative demand for less-skilled labor, whereas ithpact of material offshoring is only
negative when import shares are not added (colym@dumns 3 and 4 additionally use one-
period lags of all explanatory variables except tbe instrumented variables. The
significantly negative effect of service offshorirgyconfirmed, while the effect of material

offshoring depends on the consideration of imploatres.

For comparison, columns 5 to 8 Bable Suse a2SLS fixed-effects (within) estimatohich
produces standard errors robust to both heterosteitha (Huber-White sandwich estimators)
and any form of intra-cluster correlatibfhe fixed effects estimators are consistent, &st |
efficient than the random effects estimators. Caolsrb and 6 consider only instantaneous
effects of the explanatory variables. Service aifsiy has a negative coefficient sign which
becomes significant when the additional controlalde import share is added in column 6.
Material offshoring influences the relative demaridess-skilled labor negatively in column
5, but turns positive in column 6. Under consideraof additional one-period lags of the
remaining explanatory variables in columns 7 andeByice and material offshoring almost
show the same results compared to the random eféstimators in columns 3 and 4. Hence,
the consistent fixed effects estimators controlliogpotential endogeneity of the offshoring

and import variables confirm the statements thaéetmeen derived from Table 4.

Another alternative is to apply tliynamic General Method of Moments (GMM) estimakor
proposed by Arellano-Bond (1991). This GMM estimatses the lagged levels of the
dependent and the predetermined variables, andliffegences of the strictly exogenous

variables as instruments. First differences remthe assumed fixed sector effects.

Additionally, the one-period lag of the dependemtiableAS s is included, making the model

! The Stata command xtivreg? is used. See Schaftestllman (2007) for further information.
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dynamic. R&D-intensity, service and material offehg, as well as import shares are treated
as predetermined variabledredetermined variables assume thagdg] # O forr < t, but

E[xrei] = O for allr > t. Thus, idiosyncratic shockgin t have an influence on subsequept
The results are shown irable 6

The specifications in columns 1 to 4 consider thstantaneous effects of the strictly
exogenous variables relative wage, real output Gapital coefficient. As before, the latter
show all negative coefficient signs, that are gigant in most cases. Service offshoring has a
negative effect oS s, which is significant at the 1%-level. The negatingpact of material
offshoring becomes positive, when import sharesiraskeided in the specifications (columns
3 and 4). The Sargan test rejects the null hypathbat the over-identifying restrictions are
valid in columns 1 and'2hence one might prefer the specifications withdm shares. All of
the four specifications show no second-order autetaion, which would have made the

estimators inconsistent.

Columns 5 to 8 add one-period lags of the striekggenous variables. The overall negative
effects of the latter remain the same, but the allveffect of relative wages becomes much

smaller asAlIn(w,s/ w,g) . ,Shows large positive coefficient signs. Serviceslodiing still has

a significantly negative effect onS s with smaller coefficient signs. Again, the negativ
effects of material offshoring turn positive whenport shares are added. The Sargan test
cannot reject the null hypothesis that the oventifigng restrictions are valid in the four

specifications, and none of them shows second-@uteicorrelation.

5.4 Discussion of Results

The results show that service offshoring had analveegative effect on the relative demand
for less-skilled labor in the German manufacturgegtors from 1991 to 2000. Including
import shares and fixed year effects, the resuéisrderpreted. The overall coefficients of the
GLS Random Effects Estimations are -1.18 and -l.i&gpectively. Controlling for
endogeneity, the coefficients of service offshorimgthe instrumental variables 2SLS
estimations vary between -2.03 and -2.39. Applythg GMM Arellano-Bond dynamic
estimators, the coefficients are lower and are-ar31 -0.91, respectively. Between 1991 and
2000, the CAGR of service offshoring was 6.67%tf& manufacturing sector. Thus, service

offshoring reduced the demand for less-skilled tdiyoon average -0.06 to -0.16% per year.

! The rejection of the null hypothesis could alsalbe to heteroscedasticity.
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6. Concluding Remarks

Since the new tradability of services has madeiseswulnerable to relocation, the public
awareness of service offshoring and its potent&dof market effects has increased
significantly. This paper first aims at giving amderstanding what service offshoring
concretely means. The empirical part of this pdjpst calculates German service offshoring
intensities on a sectoral basis using input-outpaia. This measurement represents the
proportion of imported service inputs used in hgmeduction. Germat®Sga) more than
doubled from 1.47% in 1991 to 3.90% in 2003. Theparison between German, UK and
US intensities reveals that Germ@sgb) are only slightly lower than UK intensities and
show the highest CAGR between 1992 and 2001. Irexa step, the impact of service
offshoring on the demand for heterogeneous lab@ammany is estimated at a sectoral level
including 28 manufacturing sectors. The partiaktist@quilibrium model is based on a
variable unit cost function in the general trandlogn allowing for quasi-fixed input factors.
Two different skill-levels are taken into accoufhe estimation results indicate that service
offshoring reduced the relative demand for lesfiezkilabor in the German manufacturing
sectors by on average -0.06 to -0.16% per yeardset\#991 and 2000.

There are someaveatsconcerning studies on service offshoring and te#&cts on labor
demand. First, long-term effects cannot be predictet because of the novelty of the
phenomenon. Thus, positive effects are possibtearong term, when domestic companies
reinvest their efficiency gains in new jobs. Secaotfé relationship between offshoring and
employment is complex as it links foreign trademieoproduction and gross fixed investments
which can provoke direct and indirect as well astistand dynamic effects (Tuselmann,
1998). Hence, the sign and extent of offshoringxrsting studies should not be considered
universally valid (Tuselmann, 1998). Third, thealise offshoring motives do only associate
labor market effects, since the underlying causettie domestic employment reduction —
especially in the case of cost-oriented motives -not offshoring, but high labor costs.
Offshoring then is rather a symptom than a causiofestic labor market problems (Roling,
1999). Fourth, the main cause of the increaserwicgeoffshoring is not clearly determinable.
Service offshoring can be traced back not onlyntwaased service trade as a consequence of
globalization but also to technological progresST(). Despite the caveats the estimation
results allow for the conclusion that service ofishg reduced the relative demand for less-
skilled labor in the German manufacturing sectasmveen 1991 and 2000 when a partial

static equilibrium framework is assumed.
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Table 1: Service Offshoring Intensitiesin Germany (1991, 2000 and 2003)

0OSS1991(a)
Services OSSs1991 Mean StdDev  Min M ax
(weighted
average)
Post and telecommunications 0.60% 0.54% 2.92% 0.00% 19.24%
Financial intermediation (except insurance & pengimnd.) 0.01% 0.01% 0.02% 0.00% 0.10po
Activities related to financial intermediation 0.22% 0.18% 0.82% 0.00% 4.20%
Renting of machinery and equipment 0.10% 0.12% 0.32%00%. 2.15%
Computer and related activities 0.03% 0.04% 0.13% 0.00%76%
Research and development 0.13% 0.29% 1.48% 0.00% 9.58%
Other business activities 0.37% 0.24% 0.37% 0.03% 2.25%
Total OSS1991(a) 1.47% 143% 331% 0.12% 19.53%
0OSS2000(a)
Services OSSs2000 Mean StdDev  Min M ax
(weighted
average)
Post and telecommunications 0.56% 0.43% 2.51% 0.00% 16.53%
Financial intermediation (except insurance & pengimnd.) 0.04% 0.03% 0.05% 0.00% 0.35p6
Activities related to financial intermediation 0.26% 0.26% 1.21% 0.00% 6.78%
Renting of machinery and equipment 0.01% 0.00% 0.02%00%. 0.15%
Computer and related activities 0.60% 0.72% 3.14% 0.0028.73%
Research and development 0.27% 0.65% 3.45% 0.00% 22.42%
Other business activities 1.44% 0.61% 1.71% 0.00% 10.85%
Total OSS2000(a) 3.17% 2.70% 5.68% 0.00% 23.00%
0OSS2003(a)
Services 0OSSs2003 Mean StdDev  Min M ax
(weighted
average)
Post and telecommunications 0.69% 0.47% 2.97% 0.00% 19.51%
Financial intermediation (except insurance & pengimnd.) 0.19% 0.17% 0.10% 0.00% 0.56po
Activities related to financial intermediation 0.45% 0.71% 4.15% 0.00% 27.13%
Renting of machinery and equipment 0.00% 0.00% 0.00%00%. 0.00%
Computer and related activities 0.53% 0.64% 2.05% 0.0022.28%
Research and development 0.33% 0.67% 3.08% 0.00% 19.27%
Other business activities 1.71% 0.72% 1.96% 0.00% 12.54%
Total OSS2003(a) 3.90% 339% 6.68% 0.00% 27.55%

Source: Own calculations, Data: Federal Statistiffite, input-output tables 1991 and 2000 (unrediform)

und 2003 (revised form).
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Table 2: Comparison of Selected Servicesin Germany, the UK and the US

Germany

UK

us

Post and telecommunicatic
Financial intermediation,
activities related to financial
intermediatiol

Renting of machinery and
equipmer

Computer and related activit
Research and developm
Other business activities

Other business activities

Other business activiti
Other business activiti

Telecommunication

Banking and finance, insurancq
and pension funds and auxiliar]
financial service

Renting of machinery

Computer service

Research and developm
Legal activities, accounecya

services, market research and

management consultan
Architectural activitiesla

technical consultan

Advertising

h

y

Other business servic

Telecommunication
Insurance, Finance

Other Business services
Computing and Informatic
Other Business servic
Other Business services

Other Business services

Other Business servic
Other Business servic

Source: German classification: Federal Statistiodice, UK classification: UK National Accounts, US

classification: IMF Balance of Payments Statistics.

NB: Other business services in the US (IMF clasatfon) include merchanting and other trade-relatadices,

operational leasing services and miscellaneousbssj professional and technical services.
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Table 3: Offshoring Intensity in Ger many, the UK and the US

Service Offshoring I ntensity
Y ear Germany (a) Germany (b) UK us(l) us(in)
1991 1.47% 1.01% - - -
1992 1.47% 0.98% 1.35% 0.49% 0.18%
1993 1.46% 0.98% 1.58% 0.53% 0.18%
1994 1.41% 0.94% 1.64% 0.56% 0.20%
1995 2.03% 1.01% 1.62% 0.58% 0.20%
1996 2.15% 1.11% 1.82% 0.61% 0.21%
1997 2.52% 1.33% 1.66% 0.64% 0.23%
1998 2.70% 1.40% 2.00% 0.66% 0.24%
1999 3.01% 1.59% 2.22% 0.75% 0.29%
2000 3.17% 1.74% 2.38% 0.76% 0.29%
2001 3.61% 2.26% 2.60% 0.80% -
2002 3.56% 2.21% - -
2003 3.90% 2.05%
CAGR 92-01 10.48% 9.75% 7.55% 5.60% 6.14%
Material Offshoring I ntensity
Y ear Germany (a) Germany (b) UK us(l) us(in)
1991 17.29% 18.49% - - -
1992 15.58% 16.46% 28.19% 8.74% 11.729%
1993 14.43% 14.93% 29.49% 9.24% 12.68%
1994 14.66% 16.00% 29.77% 9.92% 13.419%
1995 15.43% 16.89% 30.70% 10.47% 14.18%
1996 15.26% 16.90% 30.66% 10.38% 14.32%
1997 15.93% 18.32% 29.67% 10.51% 14.55%
1998 16.70% 18.97% 28.00% 10.48% 14.94%
1999 16.85% 19.05% 28.00% 10.78% 15.55%
2000 18.73% 21.51% 28.56% 11.94% 17.33%
2001 16.77% 19.88% 28.09% 11.47% -
2002 16.21% 19.69% - - -
2003 18.98% 20.45%
CAGR 92-01 0.82% 2.12% -0.04% 3.07% 5.01%
Service Sectors 7 7 9 5 5
penufactuing 36 36 69 96 96

Source: Own calculations for Germany (a) and (b@ighted average across all sectors i by outpuimatt.
Germany(a): > s[(imported input purchases of service s by segtfftatal non energy inputs used by sectgr i)
Other measuregb): > s [(input purchases of service s by sectg(tdtal non energy inputs used by sectgr i)
[(imports of service g(production; + imports; - exportg). Data: input-output tables, Federal StatisticHld®.

Revised data only for 2001-2003.

Calculations for the UK: Amiti and Wei (2005). Dataput-output tables, UK National Statistics, IMBalance
of Payments Statistics. NB: UK data is not direetisailable, but can be reconstructed from Figuie 2miti
and Wei (2005).

Calculations for the US: (I): Amiti and Wei (2004)1): Amiti and Wei (2006). Data: input-output feks, US

National Statistics, IMF: Balance of Payments Stas.
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Table 4: GL S Random Effects Estimations (1991-2000)

[¢)

Dependent variabl& s
GLS Random-effects: all sectors GLS Random-effeuts:outlierd GLS Random-effects: w/o outliers plus import shan
€] 2 3 4 (5 (6) @ (8) €)] 10) 11) (12)
IN(Whs/Wis)t -0.2388**  -0.1607**  -0.3404** -0.2733** [-0.2901**  -0.1768*** -0.3796*** -0.2985*** [-0.2645*** -0.1634*** -0.3367*** -0.2576***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
IN(Whs/Wis)e-1 0.0807* 0.0762** 0.1104** 0.0969** 0.1043***  0.0918***
(0.056) (0.036) (0.016) (0.013) (0.0086) (0.008)
In(real Y) -0.0961** -0.0119 0.1285* -0.0429 -0.0785**  -0.0016 0.1596** -0.0099 -0.0895**  -0.0131 0.1164* -0.0287
(0.000) (0.656) (0.055) (0.426) (0.001) (0.951) (0.035) (0.831) (0.000) (0.576) (0.072) (0.537)
In(real Y).1 -0.2043***  0.0106 -0.2135*** -0.0089 -0.1818** 0.0021
(0.001) (0.819) (0.003) (0.830) (0.004) (0.954)
In(K/Y) -0.1430*** -0.0703** 0.1068 -0.0850 -0.1202***  -0.0496 0.1451* -0.0418 -0.1127**  -0.0455** 0.1064 -0.0533
(0.000) (0.021) (0.141) (0.101) (0.000) (0.102) (0.082) (0.343) (0.000) (0.032) (0.119) (0.224)
IN(K/Y 1 -0.2083** -0.0018 -0.2281*** -0.0235 -0.1939***  -0.0154
(0.000) (0.960) (0.001) (0.511) (0.001) (0.630)
(RD/Y) 0.0910 0.1330 0.0006 0.1851 0.3187*** 0.3123**  0.1185 0.1902 -0.0088 0.0085 0.0835 0.1377
(0.642) (0.427) (0.998) (0.308) (0.004) (0.000) (0.570) (0.339) (0.948) (0.959) (0.715) (0.488)
(RD/Y)1 -0.0109 -0.1019 0.0630 0.0181 -0.1082 -0.1280
(0.956) (0.562) (0.792) (0.935) (0.728) (0.665)
(0SS) 0.2518 0.4892 -0.4582 -0.5476 -1.6591 -1.0376 -2.1106* -1.2424* -1.7404 -1.1790 -1.8227* -1.0271*
(0.623) (0.241) (0.554) (0.182) (0.386) (0.406) (0.060) (0.092) (0.275) (0.207) (0.076) (0.077)
(OSS): 1.4125***  1.3999*** 0.3752 -0.0207 0.1194 -0.2169
(0.000) (0.000) (0.711) (0.978) (0.878) (0.713)
(OSM) -0.2605**  -0.0509 -0.0510 0.0542 -0.3058***  -0.1040 -0.1022* 0.0119 0.0263 0.1933***  -0.0209 0.1040**
(0.007) (0.709) (0.427) (0.479) (0.002) (0.474) (0.065) (0.870) (0.670) (0.009) (0.663) (0.015)
(OSM)., -0.1827*  -0.1488 -0.1655* -0.1622 0.1128* 0.1223*
(0.029) (0.125) (0.057) (0.113) (0.054) (0.054)
(IM/Y), -0.1538**  -0.1441*** -0.0453 -0.0634**
(0.000) (0.000) (0.168) (0.030)
(IM/Y )1 -0.1084**  -0.0938***
(0.000) (0.000)
Fixed year effects No Yes No Yes No Yes No Yes No Yes No Yes
Joint significance:
IN(WhgWe): + IN(WihgWi9e1= 0 p>F=0.0000 p>F=0.0000 p>F=0.0000 p>F=0.0000 p>F=0.0000 p>F=0.0000
In(real Y) + In(real Y)., =0 p>F=0.0000 p>F=0.4584 p>F=0.0003 p>F=0.7394 p>F=0.0000 p>F=0.5170
IN(K/Y) + In(K/Y).1 =0 p>F=0.0000 p>F=0.0116 p>F=0.0000 p>F=0.0714 p>F=0.0000 p>F=0.0087
(RD/Y) + (RD/Y)1 =0 p>F=0.9969 p>F=0.5783 p>F=0.3965 p>F=0.2337 p>F=0.9264 p>F=0.7861
0S$+0S%:=0 p>F=0.0000 p>F=0.0000 p>F=0.1652 p>F=0.1782 p>F=0.2054 p>F=0.2090
OSM+0SM.; =0 p>F=0.0845 p>F=0.0804 p>F=0.0695 p>F=0.1285 p>F=0.1538 p>F=0.0192
(IM/Y) + (IM/Y).1 = 0 p>F=0.0000 p>F=0.0000
Observations 280 280 252 252 260 260 234 234 260 0 26 234 234
R-squared (within) 0.59 0.71 0.65 0.72 0.63 0.73 690. 0.74 0.74 0.83 0.78 0.83

Source: Own calculations. p*<0.1, p**<0.05, p**{M1 (p-values in parentheses). 1) Outliers: ‘oficeounting, computer machinery’ and ‘pharmacelsica
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Table 5: Instrumental Variables 2SL S Estimations (1991-2000)

Dependent variabl& s,
Instrumental Variables 2SLS: Instrumental Variables 2SLS:
GLS Random Effects w/o outlié?s Fixed Effects w/o outliers
1) (2) (3) 4) (5) (6) (1) 8)
IN(Wig/wis)t -0.1816*** -0.1546*** -0.1661*** -0.1446*** |-0.2146*** -0.1853*** -0.2048*** -0.1675***
(0.000) (0.000)  (0.007) (0.008)  |(0.002) (0.001)  (0.003) (0.008)
In(Whs/Wis)e-1 -0.0045 0.0148 -0.0103 0.0077
(0.943) (0.791) (0.886) (0.904)
In(real Y) -0.0173 -0.0222  0.0769 -0.0499 |-0.0544 -0.0374 0.0674 -0.0486
(0.321) (0.162)  (0.210) (0.386)  |(0.336) (0.403)  (0.306) (0.324)
In(real Y).1 -0.0894 0.0352 -0.1230*  0.0184
(0.146) (0.539) (0.076) (0.734)
In(K/Y) -0.0491* -0.0324* 0.0525 -0.0332 |-0.0822 -0.0431 0.0394 -0.0348
(0.011) (0.065) (0.371) (0.537) (0.134) (0.285)  (0.509) (0.384)
IN(K/Y )1 -0.1079* -0.0233 -0.1257*  -0.0319
(0.054) (0.648) (0.044) (0.451)
(RD/Y) -0.0492 -0.3739* -0.0244 -0.2132  |-0.0611 -0.4135* -0.0520 -0.2266
(0.828) (0.065)  (0.917) (0.309)  |(0.713) (0.088)  (0.803) (0.472)
(0ssS) -2.0042*  -2.4414* -2.0377* -2.3426*** |-1.5154 -2.1878* -1.4662 -2.0295*
(0.036) (0.004) (0.037) (0.007) (0.346) (0.061)  (0.328) (0.051)
(OsSM) -0.2153** (0.2740*** -0.1719** 0.3317*** |-0.2718 0.2223 -0.2414 0.2969*
(0.002) (0.002)  (0.014) (0.000)  |(0.196) (0.148)  (0.251) (0.064)
(IM/Y), -0.1667*+* -0.1617*+* -0.1659*** -0.1637*+
(0.000) (0.000) (0.000) (0.000)
Fixed year effects Yes Yes Yes Yes Yes Yes Yes
Joint significance:
In(WugWig) + IN(Whg/Wis)r1= 0 p>F=0.0006p>F=0.0029 p>F=0.00250>F=0.0054%
In(real Y) + In(real Y).; =0 p>F=0.2915p>F=0.4651 p>F=0.2010p>F=0.582
IN(K/Y) + In(K/Y)..=0 p>F=0.0028 p>F=0.0054 p>F=0.0736p>F=0.220
First stage results:
Test of excluded instrument:
(RD/Y) p>F=0.0000p>F=0.0000p>F=0.0000p>F=0.000
(0SS p>F=0.0000p>F=0.0000p>F=0.0000p>F=0.000
(OSM) p>F=0.0000p>F=0.0000p>F=0.0000p>F=0.000
(IM/Y ) p>F=0.0000 p>F=0.000
Shea Partial R-squared:
(RD/Y) 0.5128 0.5853 0.4506 0.5265
(0SS 0.5576 0.5720 0.5590 0.5739
(OSMm) 0.3276 0.2620 0.2920 0.2381
(IM/Y), 0.5099 0.5359
Hanson J statistitP-value X%6)=0.80 X¥}8)=0.21 X?(6)=0.78 X?*(8)=0.37
Observations 182 182 182 182 182 182 182 182
R-squared 0.56 0.69 0.59 0.71

Source: Own calculations. p*<0.1, p**<0.05, p***<1 (p-values in parentheses).

1) GLS Random effects estimators are not correfctiedeteroscedasticity and autocorrelation in thiergerms.

2) Over-identification test of all instruments
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Table6: GMM Estimations (1991-2000)

Dependent variabl&S s
GMM Arellano-Bond dynamic estimator w/o outliers
€] 2 (€)] 4 ®) (6) )] 8
Aln(Whg/wis) -0.1249***-0.0996*** -0.1449** -0.1223*** -0.2566*** -0.2372*** -0.2678*** -0.2505***
(0.000)  (0.000) (0.000) (0.000)  (0.000) (0.000) (0.000) (0.000)
AIN(Wrg/Wi 91 0.2253** 0.2249***  (0.2143** (0.2115***
(0.000) (0.000) (0.000) (0.000)
Aln(real Y) -0.0047 -0.0102  -0.0215*  -0.0235* -0.0150 0.0002 -0.0400 -0.0248
(0.700)  (0.455) (0.069) (0.064) (0.630) (0.995) (0.192) (0.439)
Aln(real Y).; -0.0066 -0.0150  0.0069 -0.0023
(0.814) (0.623) (0.804) (0.939)
AlIn(K/Y) -0.0275* -0.0312** -0.0371** -0.0393*** -0.0297 -0.0141  -0.0509* -0.0358
(0.019)  (0.029) (0.001) (0.003) (0.325) (0.655) (0.086) (0.245)
AIn(K/Y )1 0.0026 0.0025 0.0134 0.0094
(0.916) (0.929) (0.576) (0.731)
A(RD/Y) 0.1633** 0.1579** 0.0296 0.0371  -0.0441 -0.0841  -0.0999 -0.1199
(0.029)  (0.037) (0.701) (0.631) (0.571) (0.289) (0.188) (0.112)
A(OSS) -1.3872%*-1.2113** -1.4644** -1.3079*** -0.7934*** -0.8497*** -0.8878*** -0.9148***
(0.000)  (0.000) (0.000) (0.000) (0.008) (0.006) (0.003) (0.003)
A(OSM) -0.0204 -0.0229  0.0553**  0.0491* -0.0413** -0.0511** 0.0105 0.0028
(0.320) (0.273) (0.031) (0.062)  (0.040) (0.012) (0.687) (0.915)
A(IM/Y), -0.0487** -0.0458*** -0.0339*** -0.0328***
(0.000) (0.000) (0.001) (0.001)
ASst1 0.6426*** 0.6920*** 0.6426*** 0.6920*** 0.7625** 0.8013*** 0.7213** 0.7476***
(0.000)  (0.000) (0.000) (0.000)  (0.000) (0.000) (0.000) (0.000)
Fixed year effects No Yes No Yes No Yes No Yes
Joint significance:
Aln(Wg/Wig)+ AlN(Wis/Wi s)e-1= O p>F=0.0000p>F=0.0000p>F=0.0000p>F=0.000!
Aln(real Y) + Aln(real Y).. =0 p>F=0.1568p>F=0.4442p>F=0.0116p>F=0.0707
AIn(K/Y) + AIn(K/Y).1 =0 p>F=0.0632p>F=0.7224p>F=0.0049p>F=0.138
Sargan test p>X%=0.05p>X?=0.08 pxX*=0.69 pX>=0.71 pX?=0.58 pxX3=0.72 pX?=0.97 pX>=0.98
Ho: no 29 order autocorrelation| p>z=0.70 p>z=0.34 p>z=0.59>z90.28 p>z=0.43 p>z=0.27 p>z=0.47 p>z=0.2
Observations 208 208 208 208 208 208 208 208

Source: Own calculations. p*<0.1, p**<0.05, p***<@1 (p-values in parentheses).
1) Null hypothesis that over-identifying restrigi®are valid.
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Figure 1: Classification of Offshoring
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Source: Own illustration.

Figure 2: Offshoring Intensity of Intermediate I nputsin Germany
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Source: Own calculations. Federal Statistical @ffinput-output tables (1991-2003). Weighted averacross
all sectors i by outputs at time t. Revised inputpaoit tables only for 2001-2003.

Calculations for Germany (a}s [(imported input purchases of service s by sedgtfitatal non energy inputs
used by sectory])
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Appendix 1. Sectoral Classification

M anufacturing Sectors (36 Sectors)

Food products

Beverages

Tobacco products

Textiles

Wearing apparel, dressing and dying of fur
Leather, leather products and footwear

Wood and products of wood and cork

Pulp and paper

Paper products

10 Publishing

11 Printing

12 Coke, refined petroleum products and nuclear fuel
13 Pharmaceuticals

14 Chemicals exluding pharmaceuticals

15 Rubber products

16 Plastic products

17 Glass and glass products

18 Ceramic goods and other non-metallic mineral petsd
19 Iron and steel

20 Non-ferrous metals

21 Metal castings

22 Fabricated metal products, except machinery gaogment
23 Machinery and equipment, n.e.c.

24 Office, accounting and computing machinery

25 Electrical machinery and apparaturs, n.e.c.

26 Radio, television and communication equipment
27 Medical, precision and optical instruments

28 Motor vehicles, trailers and semi-trailers

29 Other transport equipment

30 Manufacturing n.e.c.

31 Recycling

32 Electricity, steam and hot water supply

33 Gas and gas supply

34 Collection, purification and distribution of wate
35 Construction site and civil engineering

36 Construction installation and other construction

Service Sectors (7 Sectors)

37 Post and telecommunications

38 Financial intermediation except insurance angioanfunding
39 Activities related to financial intermediation

40 Renting of machinery and equipment

41 Computer and related activities

42 Research and development

43 Other business activities

©CoOoO~NOOThA, WNPE

Source: Input-output tables, Federal Statisticdilc®f

NB: Some of the 36 manufacturing sectors of thautirqutput classification have been merged to md#beh
wage and employment data which leads to a tot@Bofectors. The sectors are: 1-2, 8-9, 13-14, 13-14.8,
19-21 and 35-36.
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Appendix 2: Theoretical M odel

A linearly homogeneous production functiBrwith constant returns to scale is described as

follows:

oF 0°F 0°F
- > < O, E =
0X, box,? K 0X0X,

Y=F(X,... %) F > ( forallj, k=1,...,n (1)

whereY is the output an is a vector of homogeneous inpytDue to the homogeneity
assumption, multiplying the inputs with a constar(i=2,3,...) augments production b,

wherez is constant and positivet”Y = F(A X).

The labor demand functions are based on the costmiation of a firm. On the assumption
that a firm maximizes its profits and the produetfanction has convex isoquants, total costs
are calculated by summing up the products of optimaut demands and their respective

factor prices. Théeotal costfunctiondual to (1) can be described as follows:

CT=G(Y,R,.... R) (2)

whereP; is the input price oK;, n is the total number of inputs, a@ =>_ P, X is total cost
j=1

conditional on the level of outpitt

Using Shephard’s Lemntatheconditional input demand functipholding outputY constant,

can be derived:

dCT(P,
X = X(R, ¥ == )

J
Allen (1938) defines thelasticity of substitutioaj between input factoiX ; and input factor
X, as a consequence of an exogenous change in refatver prices, holding output

constant, as follows:

_0In(X, /X;) _aIn(X/ %) _ kR

7K am(PIR) _ IN(F/F) YR,

(4)

If the factor price for inputX; increases relative to the factor price for inp{, i.e. (P,/R,)

rises, X; will be substituted for inpuX,, i.e. (X,/ X;) increases. By this definitiong,, is

1 According to Shephard’s Lemma (1953), the fackmandX* is determined by the first partial
derivative of the cost function with respect to ttoeresponding factor pridg, regardless of the kind
of production function.
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always nonnegativélhe macro-economic explanation is that if the syplother inputsX,
grows stronger than the supply of;, (P,/R)will increase due to changes in the relative
scarcity of the production factors (the scarcetdiacX; becomes, the more expensive it
becomes relative to inpuX, ). Firms adapt to these supply changes by using rabinput
factor X, relative to input factorX;. Since outpul is considered constant, input factsr

is thus substituted for input factof, .

Under the assumption thatis linearly homogeneous and theref®@& (P, Y)= YCT R1),
the partial derivatives of the total cost functipald the elasticity of substitution, as shown
by Uzawa (1962). Thus, ttsatic equilibrium elasticity of substitutios as follows:

_CT*CT,

Ty = =t x ()
kocT et

whereCT, =0CT/dP andCT, =dCT, /0 R.

If one consider gartial state equilibriumas introduced by Brown and Christensen (1981),
only the variable factor inputs are in the stataildgium, and the remaining input are
fixed or quasi-fixed. The introduction of quasidtk input factors relaxes the assumption of
full static equilibrium. Then, the followingariable unit cost function C\Gonditional onY

and the remaining inpuig is assumed:

CV=H(Y,R,....,R 4,..., %), (6)

whereZ; is considered a subset ¥f which is not necessarily at a static equilibriunaele

|
I+m=nandCV=ZPij.

=1
The partial static equilibrium elasticity of substitoti conditional on the level of outpitand

the levels of fixed factorg is derived from the variable cost function:

» _CV*CV,

O = " (7)
®oevirey

where CV, =0CV/0R and CV, =0CV,/0R. in represents the elasticity of substitution

only between the variable factor inputs, but natMeen the fixed and variable factors or
among the fixed factor inputs.
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Appendix 3: Data

German input-output tables are disaggregated tee¢fors following the three-digit and, for

some sectors, the four-digit NACE Rev. 1.1 clasatfon (German Federal Statistical Office:
unrevised input-output tables 1991 to 2000 in curpices; revised input-output tables 2001
to 2003, Fachserie 18 Reihe 2). Due to the inpyndudata revision of 2005 my empirical

analysis only includes the unrevised data from 1®92000. The 36 manufacturing sectors of
the input-output classification are aggregated &os&ctors in order to match the available
wage and employment data. Thus, the empirical aizabpvers 10 observations over time for
28 manufacturing industries which leads to a totahber of 280 observations per variable.

Skill-specific data is needed to calculate bSthand relative wages. Labor data at a sectoral
level is divided into the two occupational group®dguction workers and non-production
employees. It is assumed that production workeferaepresent less-skilled labor, whereas
non-production employees represent high-skilleddalds S s corresponds to the share of
less-skilled labor in the total wage bill of compe) the numerator of (2.2’) consists of total
sectoral wages for less-skilled labor, while thaatainator of (2.2") includes the sum of total
sectoral wages and salaries for all workers andi@reps. Sectoral wages are calculated by
dividing total sectoral gross wages and salariesheynumber of workers and employees,
respectively. The data is retrieved from the STAAIShive-CDs of the German Federal
Statistical Office.

OutputdataY is derived from the input-output tables. | caltethreal output using sectoral
producer price indices from the German Federais$ie| Office! Capital inputK is matched
using the sectoral gross capital stock at replacécsts from the German Federal Statistical
office? R&D expenditures are retrieved from the OECD STAMustrial Database
(ANBERD, R&D Expenditure in Industry (ISIC Rev.3jol. 2006 release 01).

! Producer price indices are available at severgteagtion levels (28, 107 and 225 sectors). Since
some producer prices at the required input-outmgregation level were not available, |1 used
producer prices of more disaggregated sectorsi(witie same industry) as a proxy, because similar
price trends can be expected there. This procedasalso used in a few cases where some years
were missing.

2 The wo sectorspublishing & printing’ and‘electricity, steam and hot water supply & gas gad
supply’ don'thave data available at tivgut-output aggregation level herefore, disaggregation

is acquired weighting the gross capital stock datats sectoral output share to match the
input-output classification.
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Table 7: Summary Statistics

Variable Obs Mean Std Dev Min Max

Ss.t 280 0.51543 0.1477318 0.1276571  0.7946503
Ss.t1 252 0.518068 0.1475775 0.1344832  0.7946503
ASs. 252 -0.0065768 0.0100813 -0.0400257  0.0288794
ASs 11 224 -0.0069347 0.010067 -0.0400257  0.0288794
IN(Whg/Wi s) 280 0.4511249 0.141195 0.084199 0.8631626
IN(Wig/W ) 1 252 0.4496741 0.1418264 0.084199 0.8631626
Aln(Wig/W ) 252 0.0034072 0.0251887 -0.170119 0.1001551
AlIn(Wig/Wg) 1 224 0.0037175 0.0262969 -0.170119 0.1001551
In(real Y) 280 10.22857 1.145036 7.038784 Imsa
In(real Y).; 252 10.21179 1.141581 7.038784 354
Aln(real Y) 252 0.0168947 0.0929153 -0.2697411  0.5948229
Aln(real Y); 224 0.0050173 0.0659223 -0.245923 0.2060642
IN(K/YY) 280 0.0789171 0.6704588 -1.317293 2.048574
IN(K/Y)q 252 0.0920558 0.6645754 -1.317293 2.013558
Aln(K/Y) 252 0.0024701 0.1056753 -0.6314123 0.3579574
AIn(K/Y )4 224 0.0163985 0.0788209 -0.2342387 0.2873528
(RD/Y) 280 0.0215588 0.0369407 0.0002741 0.1650839
(RD/Y)4 252 0.0221163 0.0379578 0.0002741 0.1650839
A(RD/Y) 252 -0.0006694 0.0061361 -0.0360919  0.0293593
A(RD/Y), 224 -0.0002826 0.0055418 -0.0304632  0.0293593
(0SS) 280 0.0059753 0.0098477 0 0.064962
(OSS), 252 0.0057885 0.0093515 0 0.064962
A(OSS) 252 0.0003377 0.0021111 -0.0050447 0.0181091
A(OSS); 224 0.0003365 0.0022163 -0.0050447 0.0181091
(OSM) 280 0.2479504 0.1398093 0.0447137  0.6498865
(OSM), 252 0.2427849 0.1350766 0.0472041 0.6059635
A(OSM) 252 0.0072969 0.0229603 -0.0781186  0.120617
A(OSM) ;4 224 0.0053484 0.0224285 -0.0781186  0.120617
(IM/Y), 280 0.4029574 0.4686724 0 2.703693
(IM/Y )1 252 0.3941235 0.4566247 0 2.703693
A(IM/Y), 252 0.0172437 0.0867111 -0.8650627 0.6814198
A (IM/Y )4 224 0.0210121 0.0664386 -0.1097091 0.6814198
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Appendix 4. Correlation Matrix

INn(WhdWi ) IN(WhdWi g1 In(real Y)In(real Y}, In(K/Y)  In(K/Y), (RD/Y) (RD/Y); (OSS) (0Ss); (0OsSM)  (OSM);  (IMIY)  (IM/Y),
In(WhgWi g)t 1.0000
IN(Whg/W )1 0.9841 1.0000
In(real Y) -0.1684 -0.1665 1.0000
In(real Y).1 -0.1714 -0.1708 0.9967 1.0000
In(K/Y), -0.3507  -0.3223 -0.3659 -0.3562 1.0000
IN(K/Y).1 -0.3359  -0.3049 -0.3602 -0.3627 0.98741.0000
(RD/Y) 0.4613 0.4755 0.0353 0.0262 -0.05560.0407 1.0000
(RD/Y).4 0.4645 0.4748 0.0338 0.0191 -0.058%0.0330 0.9871 1.0000
(0SS) 0.1538 0.1727 -0.0834 -0.1015 0.18610.2270 0.2427 0.2762 1.0000
(Oss), 0.1281 0.1492 -0.0744 -0.0949 0.17940.2241 0.2100 0.2462 0.9815 10000
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